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This second issue in Volume 16 of the Computer Science and Information Systems 

journal consists of nine  regular articles and extended versions of five papers selected 

from the 8th International Conference on Web Intelligence, Mining and Semantics 

(WIMS) which was held in Novi Sad, Serbia, on June 25–27, 2018. As is customary, we 

gratefully acknowledge all the hard work and enthusiasm of our authors and reviewers, 

without whom the current issue would not have been possible. 

Before turning to the contents of the issue, we have the pleasure of announcing the 

new impact factors of ComSIS. The new two-year impact factor for 2018 is 0.620, 

while the five-year impact factor is 0.742. 

The regular article section begins with “Majority Vote Feature Selection Algorithm 

in Software Fault Prediction” where Emin Borandag et al. tackle the problem of 

identification and location of defects in software projects by isolating the most 

influential software metrics using various feature rankers. It experimentally is shown 

that employing most significant metrics as features enhances defect prediction, i.e. 

classification performance of multiple machine-learning algorithms. 

Jiawei Li et al., in “Goal-oriented Dependency Analysis for Service Identification,” 

explore the important aspect of service-oriented architecture systems – service 

identification. The article considers dependency analysis in the business process 

management domain, applying a dependency tree featuring the relationships among 

requirements. The dependency relations are analyzed to create business processes via 

scenarios comprising requirements and process fragments. 

The article “Intelligent Query Processing in P2P Networks: Semantic Issues and 

Routing Algorithms,” by AL Nicolini et al. surveys and discusses the major algorithms 

for query routing in unstructured P2P networks in which semantic aspects (e.g. 

provenance, nodes’ history, topic similarity, etc.) play a major role. A general 

comparative analysis is included, associated with a taxonomy of P2P networks based on 

their degree of decentralization and the different approaches adopted to exploit the 

available semantic aspects. 

“Dimension Reduction and Classification of Hyperspectral Images based on Neural 

Network Sensitivity Analysis and Multi-instance Learning,” authored by Hui Liu et al., 

addresses two issues regarding hyperspectral image classification: high dimensionality 

and identification of objects as either a “different body with the same spectrum” or 

“same body with a different spectrum,” making it difficult to maintain the correct 

correspondence between ground objects and samples. In this respect, the proposed 

method combines neural network sensitivity analysis with a multi-instance learning 

algorithm based on a support vector machine to achieve dimension reduction and 

accurate classification for hyperspectral images. 



ii 

In “Density-Based Clustering with Constraints,” Piotr Lasek and Jarek Gryz present 

extensions of classical density-based clustering algorithms, NBC and DBSCAN, 

allowing specification of instance constraints. Knowledge about anticipated groups can 

be applied by specifying the so-called must-link and cannot-link relationships between 

objects or points. Experiments show that instance constraints improve clustering quality 

with negligible computational overhead related to constraint processing. 

Mathias Longo et al., in their article “Reducing energy usage in resource-intensive 

Java-based scientific applications via micro-benchmark based code refactorings,” 

examine energy efficiency in Java-based high-performance computing for scientific 

applications. They revisit a catalog of Java primitives commonly used in scientific 

programming, or micro-benchmarks, to identify energy-friendly versions of the same 

primitive. The micro-benchmarks are then applied to classical scientific application 

kernels and machine learning algorithms. Evaluation shows significant reductions of 

energy usage at both the micro-benchmark and application levels. 

“Product Reputation Mining: Bring Informative Review Summaries to Producers and 

Consumers,” authored by Zhehua Piao et al. proposes a novel product reputation mining 

approach based on three points of view: word, sentence, and aspect levels. Aggregating 

the three scores, the reputation tendency and preferred intensity are measures, and top-k 

informative review documents about the product are selected. Their experiments show 

that the method produces more helpful results than the existing lexicon-based approach. 

In their article entitled “A Tripartite-Graph Based Recommendation Framework for 

Price-Comparison Services,” Sang-Chul Lee et al. present a novel application of 

recommending items to users in price-comparison services. First, it is examined why 

existing recommendation methods cannot be directly applied to price-comparison 

services, and then three recommendation strategies are proposed, tailored to price-

comparison services: (1) using click-log data to identify users’ preferences, (2) grouping 

similar items together as a user’s area of interest, and (3) exploiting the category 

hierarchy and keyword information of items. 

To finalize the regular article section, “Logical Filter Approach for Early Stage 

Cyber-Attack Detection,” by Vacius Jusas et al. considers the problem of early detection 

of long-lasting cyber attacks, where detailed monitoring of network and system 

parameters is required to be able to accurately identify the early stages of the attack. The 

article proposes to consider an attack chain consisting of nine stages, proposing a 

method to detect early-stage cyber attacks based on attack-chain analysis using 

hardware implementation of logical filters. Experimental evidence supports the 

possibility to detect attacks in the early stages. 

 

 

Editor-in-Chief 
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GUEST EDITORIAL 

Special Section on Web Intelligence, Mining and Semantics  
 

 

 

We have the pleasure to introduce the special section of the Computer Science and 

Information Systems journal focused on Web Intelligence, Mining and Semantics. 

This special section brings to the reader new research results in the areas of Web 

Intelligence, Mining and Semantics, with special focus on the synergies between 

intelligent methods on one side and applications on the other side. We hope that the 

papers selected for inclusion in this special section will be a valuable resource for 

researchers and practitioners working in these contemporary research areas. 

This special section includes extended versions of selected papers from the 8th 

International Conference on Web Intelligence, Mining and Semantics (WIMS) held on 

June 25–27, 2018 in Novi Sad, Serbia. There were 51 submissions to the conference 

from 30 countries. From the list of accepted papers, 5 papers with high review scores 

were selected and invited to be extended and submitted to this special section. Finally, 

after two peer-review rounds, all of them were carefully revised, extended, and 

improved, and judged acceptable for publication in this special section. 

Starting this section is the article “On Approximate k-Nearest Neighbor Searches 

Based on the Earth Mover’s Distance for Efficient Content-Based Multimedia 

Information Retrieval” by Min-Hee Jang et al., which tackles the problem of too high 

computational complexity of Earth Mover’s Distance (EMD) for multimedia 

applications by proposing an approximate k-nearest neighbor (k-NN) search method 

based on EMD. The method relies on the M-tree index structure and post-processing, 

achieving significant improvement in computational performance with small errors. 

The question “How Much Topological Structure Is Preserved by Graph 

Embeddings?” posed in their article by  

Xin Liu et al. is investigated from four aspects: (1) How well the graph can be 

reconstructed based on the embeddings, (2) The divergence of the original link 

distribution and the embedding-derived distribution, (3) The consistency of 

communities discovered from the graph and embeddings, and (4) To what extent can 

embeddings be employed to facilitate link prediction. It is shown that it is insufficient to 

rely on the embeddings to reconstruct the original graph, to discover communities, and 

to predict links at a high precision, meaning that embeddings created by the state-of-the-

art approaches can only preserve part of the topological structure. 

“Outlier Detection in Graphs: A Study on the Impact of Multiple Graph Models” by 

Guilherme Oliveira Campos et al. studies the impact of the graph model on outlier 

detection performance and the gains that may be achieved by using multiple graph 

models and combining the results. It is shown that assessing the similarity between 

graphs may be a guidance to determine effective combinations, as less similar graphs 

are complementary with respect to outlier information they provide and lead to better 

outlier detection. 



iv 

Drazen Brdjanin et al., in “Automated Two-phase Business Model-driven Synthesis 

of Conceptual Database Models” present an approach to automated two-phase business 

process model-driven synthesis of conceptual database models, based on the 

introduction of a domain specific language (DSL) as an intermediate layer between 

different source notations and the target notation, which splits the synthesis into two 

phases: (1) automatic extraction of specific concepts from the source model and their 

DSL-based representation, and (2) automated generation of the target model based on 

the DSL-based representation of the extracted concepts. 

Finally, in “Lexicon Based Chinese Language Sentiment Analysis Method,” Jinyan 

Chen et al. propose a method to identify sentiment in Chinese social media posts, tested 

on posts sent by visitors of the Great Barrier Reef on the most popular Chinese social 

media platform Sina Weibo. The article elaborates on the process of capturing weibo 

posts, describes lexicon construction, and develops and explains the algorithm for 

sentiment calculation. 

We gratefully acknowledge all the hard work and enthusiasm of authors and 

reviewers, without whom the special section would not have been possible. 
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A Tripartite-Graph Based Recommendation Framework
for Price-Comparison Services?

Sang-Chul Lee1, Sang-Wook Kim1, Sunju Park2, and Dong-Kyu Chae1

1 Department of Computer and Software
Hanyang University, Republic of Korea
{korly, wook, kyu899}@hanyang.ac.kr

2 School of Business
Yonsei University, Republic of Korea

boxenju@yonsei.ac.kr

Abstract. The recommender systems help users who are going through numerous
items (e.g., movies or music) presented in online shops by capturing each user’s
preferences on items and suggesting a set of personalized items that s/he is likely to
prefer [8]. They have been extensively studied in the academic society and widely
utilized in many online shops [33]. However, to the best of our knowledge, recom-
mending items to users in price-comparison services has not been studied extensively
yet, which could attract a great deal of attention from shoppers these days due to its
capability to save users’ time who want to purchase items with the lowest price [31].
In this paper, we examine why existing recommendation methods cannot be directly
applied to price-comparison services, and propose three recommendation strategies
that are tailored to price-comparison services: (1) using click-log data to identify
users’ preferences, (2) grouping similar items together as a user’s area of interest,
and (3) exploiting the category hierarchy and keyword information of items. We
implement these strategies into a unified recommendation framework based on a
tripartite graph. Through our extensive experiments using real-world data obtained
from Naver shopping, one of the largest price-comparison services in Korea, the
proposed framework improved recommendation accuracy up to 87% in terms of
precision and 129% in terms of recall, compared to the most competitive baseline.

Keywords: recommendation systems, price-comparison services, random walk with
restart.

1. Introduction

Most online shoppers are price sensitive. Since the price of an item may differ from one
site to another, the shopper who is looking for a bargain has to visit many shopping sites to
compare prices. To save the users’ efforts, major portals, such as Google3, Yahoo!4, Bing5,
and Naver6, provide a price-comparison service.The price-comparison service is useful
to the users who know exactly what they are looking for. The user who only has a vague

? Corresponding author: Sang-Wook Kim (wook@hanyang.ac.kr)
3 Google shopping, http://shopping.google.com
4 Yahoo! shopping, http://shopping.yahoo.com
5 bing shopping, http://shopping.bing.com
6 Naver shopping, http://shopping.naver.com
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idea about the item of his interest, on the other hand, still needs to go through numerous
items presented by the price-comparison service to narrow their search. A recommendation
system [1, 21, 34, 38, 46], if provided in conjunction with the price-comparison service, can
aid the user in the process of finding preferable item(s).

When a price-comparison site adopts the traditional recommendation systems, it may
face several difficulties. If the price-comparison site does not keep record of users’ explicit
feedbacks [28, 30] such as item ratings and purchasing history, it cannot directly utilize
the recommendation systems with them. The price-comparison site often suffers from
gathering users’ explicit feedbacks because it does not sell items but provide link to each
shopping mall selling the items. Therefore, we can consider using implicit feedbacks such
as click log and search log [19].

The recommendation systems based on implicit feedback, however, cannot produce
high-quality recommendation because of the following two distinct characteristics of the
price-comparison service. First, the same item may be regarded as different in online
shopping, since online shopping sites often use different titles for the same item. This
makes it difficult to differentiate whether two users have clicked or searched the same
item or different items. Thus, the recommendation system with implicit feedbacks may
not be able to correctly compute the similarity [17, 24, 56] between users’ preferences.
Second, most users utilize the price-comparison service without log-in, and thus the
price-comparison service provider cannot collect enough data about the user’s history
on clicked or searched items. In this situation, the existing recommendation systems
suffer from the cold-start problem [1, 26, 43, 46], one of the well-known problems of
recommendation systems. Because two cold-start users have few items in common, their
preferences cannot be compared. If most users are regarded as cold-start users, as in
price-comparison services, the recommendation system with implicit feedbacks would
produce low-quality recommendation.

In this paper, we propose the strategies for improving the quality of recommendation
at price-comparison service sites. First, we use log data for recommendation. Click log is
used to identify user’s preference and search log is used to filter out previously searched
items from recommendation. Second, we group similar items together, and the grouped
items are used as a unit of user’s preference. Using this strategy, we not only avoid the
problem of the same item being regarded as different, but also effectively alleviate the data-
sparsity problem. Third, we use similarities between groups to reinforce a user’ preference
represented by the groups. Since the user tends to prefer the items in the groups similar to
the groups that have the items preferred in the past, this strategy can mitigate the cold-start
problem.

To adopt the proposed strategies, we need to capture the relationships (1) between
users and similar-item groups and (2) between groups. In this paper, we propose a rec-
ommendation framework based on a tripartite graph. The proposed framework constructs
a graph with nodes corresponding to users, similar-item groups, and groups’ features,
and links corresponding to the relationships between users and similar-item groups and
those between groups and groups’ features. Random walk with restart (RWR) [41] on the
tripartite graph finds the groups a user is likely to prefer. Then, our framework recommends
a set of items to the user from the selected groups.

Through extensive experiments with real-world data, we have verified the superiority
of the performance of the proposed framework by comparing it to existing recommendation
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methods. We note the following. First, the quality of recommendation of the proposed
framework is improved when each additional recommendation strategy is adopted. Second,
the recall and the precision of the proposed framework are superior to the existing methods
for randomly selected users. Third, the recall and the precision of the proposed framework
are also superior to the existing methods for cold-start users. Finally, the user study validates
that the proposed framework provides more meaningful recommendations than the existing
methods.

The rest of this the paper is organized as follows. Section 2 reviews existing recom-
mendation methods. Section 3 discusses the motivation for a new recommendation system
for price-comparison services and proposes three recommendation strategies and the rec-
ommendation framework. Section 4 examines the performance of the proposed framework
through extensive experiments. Section 5 summarizes and concludes the paper.

2. Related Work

This section briefly reviews several categories of existing recommender systems, including
(1) traditional collaborative filtering, (2) group recommendation, (3) implicit feedback
based recommendation, and (4) graph-based recommendation using Random Walk with
Restart.

The collaborative-filtering approach recommends the items that the users with the tastes
and interests similar to the target user liked in the past. The collaborative-filtering approach
can be further classified into user-based [6, 9, 23, 27, 29, 44, 47], item-based [22, 37, 45],
and graph-based [11, 13, 35, 40, 52, 55] methods. The collaborative-filtering method suffers
the cold-start problem, because the taste and interest of a new user can rarely be identified.
It also cannot recommend new items which have not yet accrued a sufficient number of
ratings.

Recently, several group-recommendation approaches have been proposed [2, 3, 5].
The main goal of these approaches is to maximize the total satisfaction of a target group
rather than a single user. Since most of them are based on collaborative filtering while
employing some aggregation methods, they also suffer from the inherent shortcomings of
collaborative filtering, such as data sparsity and cold-start problems.

Since the above approaches rely on explicit user feedbacks, recommendation is not
possible when user-ratings are unavailable. In comparison, some recommendation methods,
in particular for web personalization, use ‘implicit’ click log data or search history data
instead of ‘explicit’ user-ratings [4, 7, 12, 14, 19, 32, 36, 42, 49, 50, 54, 57]. These methods
infer the user’s preference from the items clicked by the user. They regard the clicks on
items as an indirect indication of the user’s preference on these items. These approaches
could make users free from the burden of providing explicit ratings on items. Also, we do
not care whether the ratings are trustable or not [39]. In many cases, however, the quality
of recommendation could be unsatisfactory because clicks on items do not always indicate
users’ preferences [42].

Another research line that are relevant to our work is the Random Walk with Restart
(RWR). It computes the proximity between a target node and the rest of nodes [41].
The proximity is defined as the probability of staying at each node when random walk
through links is performed from a given node with restart. The RWR has been successfully
applied to diverse application areas. In the field of recommendation systems, it is known to
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provide high accuracy and also known to be useful in the case of analyzing heterogeneous
relationships [27, 40]. Like collaborative filtering, we assume that the user would prefer
the items clicked by the other users who have clicked on many items clicked by him. Also,
the user would prefer the items whose features are similar to those of the items clicked
by him. If users, items, item-features, and the relationships among them are modeled as a
graph, the RWR can be used to find out the proximity of a user to another users, items, and
item-features by reaching each node starting from him. The user would like a user, item or
item-feature close to him on the graph even he has never seen before. Thus, we use the
proximity to recommend items.

Until now, we have summarized various technologies on recommender systems. How-
ever, to the best of our knowledge, there have not been any recommender systems that target
the users in price-comparison services. We notice that the following two papers are the
most relevant to our research: Lee et al. [31] detected fraudulent users in price-comparison
services by analyzing their click logs from the viewpoint of several aspects such as the
number of clicks on a single item, a click interval, and a diurnal activity pattern; Gupta
et al. [16] performed comprehensive study of analyzing user behaviors and uncovering
meaningful characteristics, e.g., “a user’s purchase is highly correlated with the time spent
on the site and the search queries s/he wrote before coming on the website”. However,
these studies do not provide a working algorithm for recommendation; to the extent of
our knowledge, our work is the first one to study a recommender system that works in
price-comparison services.

3. Proposed Approach

In this section, we first point out, via preliminary experiments, the problems of using
existing implicit-feedback based recommendation methods that infer a user’s preference
from every single item evaluated or clicked by the user [4, 14, 19]. Then, we present
our proposed recommendation framework that successfully remedies the problems and
recommends plausible items to users in price-comparison services.

3.1. Motivation

Figure 1 represents the price-comparison process at Google Product Search. The user
searches items with keyword ‘iPhone5,’ receives a list of items whose description contains
the keyword, and clicks on some of the items on the list to obtain more detailed information
or to purchase them. Search and click reveal the user’s preference indirectly, and click, in
particular, provides a stronger evidence of his preference between the two. Figures 1 (a)
and (b) show search log and click log, respectively. From Figure 1 (b), we infer that the
user prefers black iPhone 5 to white iPhone5 or iPhone4.

For preliminary experiments, we collected the log data for eight-month periods from
Naver shopping, one of the biggest price-comparison sites in Korea. The log contained
about 10,000 sampled users and 310,000 items which are clicked at least once by the sam-
pled users. We selected 100 users randomly as target users and produced recommendations
for them using a user-based collaborative filtering (user-CF) [45], an item-based collabora-
tive filtering (item-CF) [45], and a graph-based recommendation system (rwr-CF) [15],
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(a) Search-log data (b) Click-log data

Fig. 1. An example of the price-comparison process.

Table 1. An example of the recommendations of the items identical to the previous history
user-CF item-CF rwr-CF

1 safari-style jacket safari-style jacket safari-style jacket
2 other jacket other jacket safari-style jacket
3 safari-style jacket safari-style jacket safari-style jacket
4 safari-style jacket padding jacket safari-style jacket
5 padding jacket safari-style jacket safari-style jacket
Categories clicked by the target user in the past: safari-style jack-
ets, alpaca wool overcoats, shoulder strap bags, kettles, digital cam-
eras

respectively. Note that we used the number of clicks on each item as a surrogate for an
item rating.

We find two problems from recommendations for the hundred users obtained by the
three methods, and the Tables 1 and 2 are their examples, respectively. Table 1 shows
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Table 2. An example of irrelevant recommendation or no recommendation
user-CF item-CF rwr-CF

1 2GB USB memory stick - -
2 off shoulder knit - -
3 character printed T-shirt - -
4 backpack - -
5 backpack - -
Categories clicked by the target user in the past: sofas, tables,
sheet papers

that all three methods recommend the items almost identical to the ones the target user
has searched or clicked in the past. Further investigation reveals that the target user in
Table 1 has a history of clicking items related to fashion and electronics. Table 2 shows
that user-based collaborative filtering recommends the items completely irrelevant to the
target user’s interest, while the other two methods cannot recommend any items. This
phenomenon frequently occurs to cold-start users.

The experiments reveal three potential problems in the existing recommendation
methods when applied to price-comparison services: (1) almost identical items are rec-
ommended, (2) irrelevant items are recommended, or (3) no item is recommended. These
problems happen because of two reasons. First, online shopping malls often describe
the same items with slightly different titles, which are regarded as different items by the
price-comparison service. As a result, instead of recommending diverse items, the price-
comparison service would recommend nearly identical items. Second, because the user is
not required to login to use the price-comparison service, the user log keeps the record of
the activities during his short session time only. If the record of the target user is limited,
the existing methods cannot find users similar to the target user and thus recommend
irrelevant items or no item. Note that these problems are unavoidable in recommendation
for the price-comparison service. In the following, we propose the strategies to alleviate
these two problems.

3.2. Strategies for Recommendation

To provide high-quality recommendation to the user, we propose three strategies for the
recommendation systems in price-comparison services. The first strategy is to use log data
not only for identifying users’ preferences but also for filtering out some items from a
recommendation. Generally, the log data is only used for identifying users’ preferences.
Similarly, we identify the user’s preference using clicked items and the number of clicks
on them. In addition, we use search log for filtering out the items that are already searched
when recommending items to the user.

Although the first strategy may improve the quality of recommendation, the recom-
mendation system with this strategy is still plagued with the problem that the same items
may be regarded as different items. The second strategy is to group similar items and
use the similar-item group as the unit of user’s preference. In traditional collaborative
filtering, two users are considered similar if at least one item preferred by each user is
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the same. If an individual item is used as the unit of user’s preference, the same item is
frequently regarded as different in online shopping, and as a result, the similarity between
users’ preferences may be inaccurately computed. For instance, suppose that item i is
listed as iA and iB in a price-comparison service, and two users have clicked on iA and iB ,
respectively. Although they practically have similar preference, they would be considered
to have different preferences. The second strategy groups similar items using clustering
methods7 and uses the similar-item group as the unit of user’s preference. We call the
group an interest-field.

To solve the cold-start problem, we propose the third strategy of securing additional
interest-fields by utilizing similarities between interest-fields. As most users utilize the
price-comparison service without log-in, their preferences contain only a small number of
interest-fields, which would produce low-quality recommendation, as shown in Table 2.
We collect additional interest-fields by including interest-fields similar to those preferred
by the user in the past. The similarity of two interest-fields can be measured by the
similarity of the descriptions of items in them and/or the closeness of the items in the
category hierarchy. Here, the descriptions of items and the categories to which items
belong are called the features of interest-fields. If we utilize the similarities between
interest-fields to secure more interest-fields, the recommendation system would produce
higher-quality recommendation even to the cold-start users. We use the three strategies
to find the interest-fields that the target user may prefer. After finding the interest-fields,
we should recommend individual items from the interest-fields. In the next section, we
explain how to practically adopt the three strategies and how to select the individual items
in detail.

3.3. The Recommendation Framework

Our recommendation framework consists of four steps, as shown in Figure 2. The first
three steps are performed offline, and the last is done online at the time of item search.
At Step 1, the framework groups a set of similar items together. At Step 2, it constructs
a tripartite graph using the relationships among users, items, and item-features. At Step
3, it identifies the user’s preference on items by performing the RWR on the tripartite
graph. Note that these three steps can be performed beforehand. At Step 4, the framework
recommends a set of items based on the preferences identified in Step 3 in response to the
user search.

For Step 1, we use the lowest level in the category hierarchy as the item group, and
call it an ‘interest-field.’ We believe it is more practical and economical to use the category
hierarchy which has been already well-organized by portals than employing some clustering
methods, such as k-means.

For Step 2, we have developed a tripartite-graph based recommendation framework.
The graph consists of three types of nodes: users, interest-fields, and features. The user
node is the user who has clicked at least one item. The interest-field node is a group of
identical or similar items. The feature node is either the keyword in the item descriptions
or the name of a higher-level category.

There exist two types of links. The link between the user node and the interest-field
node indicates that the user has clicked some items in the interest-field. The link between

7 Classification by domain experts can also be used.
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Step 1: Item grouping Step 2: Graph construction

i1

i3

i2

Step 3: RWR execution Step 4: Top-k recommendation

i3

u1

Fig. 2. The detail steps in the proposed framework.

the interest-field node and the feature node captures the fact that the item in the interest-
field is described by the keyword represented by the feature node or belongs to the higher
category represented by the feature node. Figure 3 represents the tripartite graph of the
proposed framework. How to assign the weight of these types of links is explained in detail
in the next section.
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Fig. 3. The tripartite graph used in the proposed framework.

For Step 3, our framework employs Random Walk with Restart (RWR). Equation 1
describes the RWR process. In Equation 1, matrix A is the adjacency matrix representing
the tripartite graph. The size of the matrix is the number of all nodes by the number of all
nodes, and each cell represents the weight of each link. There exists no link between two
nodes of the same type and its value is 0. The vector Ri is the proximity vector of the user
where each element is the proximity value of the node on the graph at the i-th step. The
initial proximity vector R0 is set 1 for the node corresponding to the target user, otherwise
set 0. The vector E is the restart vector and set as the same as the initial proximity vector
R0. The restart vector is needed to recursively restart from the target user node. The first
part of Equation 1 is the random walk to each node in a graph from the target user node,
and the second part represents the restart from the target user node. The probability α
between two parts of RWR is normally set as 0.85 /citeKon09, Onu09. RWR is recursively
computed until the vector Ri converges.

Ri+1 = αARi + (1− α)E (1)

Because of the large size of adjacency matrix A, it is infeasible to directly compute
RWR at runtime. For instant online recommendation, the framework pre-computes the
proximity vectors R represented users’ preferences for all users using the fast RWR [48].
Equation 1 represents the ‘converged’ proximity vectorR. In order to computeR, Equation
1 is transformed into Equation 2. In Fast RWR, the proximity vectors of all users are
computed without recursion if the inverse matrix of (I − αA) is known in advance. Since
the inversion of a large matrix is difficult to compute, we use the technique of partitioning
the original graph with Metis and combining the inversions of small matrices [25]

R = (1− α)(I − αA)−IE (2)



342 Sang-Chul Lee et al.

Using the proximity vector R, the framework selects the interest-fields with high
proximity values. Even though the proximity value of an interest-field is high, if the user
has already clicked on several items in that interest-field, he would not want to see more
items from it. The framework filters out the interest-fields that have received more than a
pre-set number of clicks before recommending individual items.

For Step 4, we suggest the following criteria. First, the item that has been clicked or
searched is filtered out from recommendation. Exclusion of these items is justified because
either the target user has already seen the detailed information of clicked items or he
has ignored the items searched but not clicked on purpose. Second, the popularity and/or
recentness of items should be considered. The popularity of an item is captured in the total
number of clicks it has received, and its recentness is found by the release date. Different
price-comparison service providers may use different policies in using the popularity and
recentness criteria. For instance, if the provider considers popularity more important, it
may recommend an item with a higher number of clicks. On the other hand, if the provider
considers recentness more important, it may recommend an item with more recent release
date, which can alleviate the latency problem.

Next, we examine the time complexity of each step in order to understand our frame-
work in the performance perspective. In step (1), for having a set of similar items grouped
together, we just employ the category hierarchy, which has already been organized by
domain experts. So, the time complexity of this step is O(1). In step (2), the time complexity
of constructing a tripartite graph is O(e), where e indicates the number of edges in a graph.
In step (3), the time complexity of performing RWR on a tripartite graph is again O(e).
In step (4), for top-k recommendation, we need to sort all the interest fields according to
their RWR scores. Thus, its time complexity is O(I log I), where I indicates the number
of interest fields.

3.4. Link Weights

The weight of a link captures the degree of either how much a user prefers an interest-field
or how closely related an interest-field and a feature are. Figure 4 shows an example of two
types of links connected to a single interest-field node. Here, the feature node is classified
into two types: category feature node and keyword feature node.

The number of clicks from user a to interest-field x is used as the weight of link
L(ua, ix). The link is weighted according to the number of clicks. Unlike the relationship
between a user and an interest node, there is little evidence how important a link between an
interest-field and a feature node is. In the case of the category feature node, the framework
assigns different weights for different levels in category hierarchy. For example, Naver
Shopping categorizes an item into four levels. Each interest field (i.e., the lowest-level
category) is connected to three upper-level category feature nodes, and the weights of those
links are set by parameters s, m, and l, where s, m, and l are small, medium, and large
levels of product category hierarchy, respectively. On the other hand, since it is difficult to
determine which keywords are more important to an interest-field, the same weights are
assigned for the links between an interest-field and the keyword feature nodes.

Even with the weights assigned, we still face the problem of determining which type
of link is more important. Suppose that user u1 clicks 10 times on interest-fields i1 and
i1 has 3 keywords. That is, w(L(u1, i1)) is 10, and w(L(i1, f4))is 1/3. We still need to
determine the relative ratio of these two links.
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Fig. 4. An example of the weight of links centering an interest-field.

The framework is designed to control the relative importance of two types of links,
L(u, i) and L(i, f), using parameters u and f . Equation 5 represents the ratio between two
links. In Equation 5, Ux is the set of users who have clicked items in interest-field x, and
Fx is the set of the features of interest-field x. When u : f equals to 1:0, the framework
is the same as the graph-based collaborative filtering method. When u:f is close to 0:1,
the framework is similar to the content-based recommendation method. In this regard, the
framework is one of the hybrid methods.∑

ua∈Ux

w(L(ua, ix)) :
∑

fb∈Fx

w(L(ix, fb)) = u : f (3)

The relative ratio between category feature nodes and keyword feature nodes is deter-
mined in a similar way, using parameters c and k. Equation 6 represents the ratio between
the link from an interest-field node to a category feature node and the link from an interest-
field node to a keyword feature node. In Equation 6, FCx is a set of the category feature
nodes of interest-field node x, and FKx is a set of the keyword feature nodes of x.∑

fa∈FCx

w(L(ix, fa)) :
∑

fb∈FKx

w(L(ix, fb)) = c : k (4)

4. Evaluation

In this section, we demonstrate through various experiments that our proposed framework
is superior to the existing methods, such as user-based collaborative filtering (user-CF) [6],
item-based collaborative filtering (item-CF) [45], user-based one class collaborative fil-
tering (user-OCCF), item-based one class collaborative filtering (item-OCCF) [42] and
graph-based recommendation (RWR) [15]. Actually, we found more algorithms in the
context of hybrid recommendation (e.g., Collaborative Topic Regression (CTR) [51], Col-
laborative Deep Learning (CDL) [53], and SVDfeature [10]) in the literature. However, we
could not include them as our baselines since they cannot be directly applied to our content
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data (i.e., the hierarchy of product categories and the keywords in the item descriptions),
and their extension to fit our data is non-trivial and extremely difficult; we leave this task
for our future work.

4.1. Experimental Setup

For experiments, we used the search and click log data of Naver Shopping. Each data point
in the search log is composed of the user, the search keywords, and the list of searched
items. Each data point in the click log is composed of the user and the list of clicked items.
The search log consists of 10,000 users and 9,099,698 items, and the click log consists of
9,997 users and 310,841 items. Since we do not have any login information about users, we
regard each session, created when a user visits the shopping mall site, as an identical user.
As shown in Figure 5, Naver shopping classifies items into four-level category hierarchy:
large, medium, small, and detail category levels. Each level consists of 19, 231, 1461, and
4282 categories, respectively.

Fig. 5. The Product Category Hierarchy of Naver Shopping.

Before comparing the performance of our framework against other existing methods,
we performed two sets of experiments. The first set of experiments was to determine the
parameters for the proposed framework (experiment 1). The second set of experiments
was self-evaluation, analyzing the performance of the proposed framework by successively
adding the second and the third strategies (experiment 2). The performance-comparison
experiments with other methods were performed with general users (experiment 3) and
cold-start users (experiment 4). We also conducted a user study (experiment 5).

For self-evaluation (experiments 1 and 2) and experiment 3, we randomly selected 100
users among those with the history of clicks on more than 5 detail categories. For each
user, a subset of detail categories clicked was randomly selected and used as a test set:
1 category for the users with clicks to 5 to 10 categories, 2 categories for the users with
clicks to 10 to 20 categories, and 3 categories for the users with clicks to more than 20
categories. The test set was excluded from the training data set. The evaluation was based
on whether a recommendation method was able to recommend the detail categories in the
test set. Each recommendation method was evaluated at the small category level as well.
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That is, we also evaluated whether the recommendation methods can recommend the detail
categories that are the siblings of the ones in the test set.

For experiment 4, we could not evaluate recommendations for real cold-start users
because most of them were anonymous users without log-in. Even if some of them were
not anonymous users, we still could not find out profiles of them because of privacy issues.
So, we generated cold-start users from 706 users who had originally clicked 30 to 80
categories. For each user, five randomly-selected categories were used as a training set and
the rest were used as a test set. In addition to the two evaluations mentioned above, we
also investigated whether the increase in the number of categories the users had clicked
had an impact on the quality of recommendation.

We used three metrics: recall, precision, and coverage, as defined below [18]. The
correct-answer items are defined as the items in the test set. Recall is the ratio of recom-
mended correct-answer items to all correct-answer items. Precision is the percentage of
recommended correct-answer items to all recommended items. Finally, the coverage is
the percentage of users who received recommendation. The coverage metric is used in
experiment 4 only, where many cases with no recommendation are reported.

recall =
|{correct−answer items} ∩ {recommended items}|

|{correct− answer items}| (5)

precision =
|{correct−answer items} ∩ {recommended items}|

|{recommended items}| (6)

coverage =
# of target users received the recommendation

the number of target users
(7)

For experiment 5, we conducted a user study with seven volunteers. Ideally, real users
should be judging the quality of the items recommended by each method. It is difficult,
however, to identify real users because of the privacy issue for gathering user profiles.
Instead, each volunteer manually selected top five users or a single user similar to himself,
and evaluated whether the recommendations were useful or not.

4.2. Experimental Results

Experiment 1: Parameter settings for Naver Shopping In this section, we conducted a set of
experiments to determine the optimal parameter values for Naver Shopping. The proposed
framework should set the weight-ratio parameters: u : f for two types of relationships
between users and interest-fields and between interest-fields and features, c : k to handle
the importance of links to two types of features, and s : m : l to reflect the levels of the
category hierarchy. Table 3 shows the parameter values tried in the experiments. In Table 3,
the boldfaced and underlined numbers are the default values for the respective parameters.
For example, when we tried out different settings for u : f , we fixed the values of c : k
and s : m : l to 2:1 and 1:1:1, respectively.

In each experiment, the number of recommended categories was either 10 or 20, and
the recommendation was given at the detail level or at the small level. The accuracy of
recommendation was measured by recall and precision. Tables 4, 5, and 6 show the accuracy
of the recommendation with different parameter settings. The highlighted parameter value
shows the highest accuracy. Because an answer set for each user consists of one to
three categories, the precision is at most 0.3 where 10 detail-level interest-fields are
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Table 3. Parameter settings
Parameters Values

u : f 1:4, 1:3, 1:2, 1:1, 2:1, 3:1, 4:1
c : k 1:0, 3:1, 2:1, 1:1, 1:2, 1:3, 0:1

s : m : l 1:1:1, 3:2:1, 5:3:1, 4:2:1, 9:3:1

recommended for the user who has three categories as his answer set. The maximum
precision can be lower than 0.3 since most users have clicked less than 20 categories.
As shown, the best parameter setting for Naver Shopping is found to be u : f = 1 : 1,
c : k = 2 : 1, and s : m : l = 1 : 1 : 1. The only exceptions are the cases where 20 detail-
level interest-fields are recommended. In practice, most providers want to recommend
far less than 10 items, and thus this exception should not pose any real problem. Also,
the best accuracy is obtained when the ratio of c and k is 2:1 in Table 5. The relative
importance of the category compared to keywords is because the category is organized
well by domain experts, while the keyword is formulated by normal users, not experts. In
the following experiments, the best parameter values, u : f = 1 : 1, c : k = 2 : 1, and
s : m : l = 1 : 1 : 1, are used.

Table 4. The accuracy of recommendation while changing u : f
(10 interest-fields, 20 interest-fields)

level Accuracy (detail level) Accuracy (small level)
u : f Precision Recall Precision Recall

1:4 0.018, 0.014 0.107, 0.172 0.035, 0.021 0.207, 0.247
1:3 0.014, 0.010 0.088, 0.132 0.025, 0.018 0.165, 0.227
1:2 0.013, 0.011 0.093, 0.158 0.031, 0.020 0.205, 0.253
1:1 0.022, 0.012 0.142, 0.157 0.037, 0.022 0.238, 0.277
2:1 0.017, 0.011 0.098, 0.127 0.029, 0.019 0.183, 0.230
3:1 0.012, 0.007 0.085, 0.090 0.022, 0.017 0.145, 0.208
4:1 0.010, 0.008 0.072, 0.103 0.023, 0.018 0.160, 0.237

Experiment 2: Self-evaluation In this section, we demonstrate the improvement in accuracy
by applying the second and the third recommendation strategies successively to the first
strategy of using log data (i.e., implicit-feedback based recommendation)8.

In the first set of experiments, we compared the recommendation method using user &
item bipartite graph, and the one using user & interest-field bipartite graph. The former is
the default method, while the latter utilizes the second strategy that adopts the concept of
interest-fields to the existing graph-based method. Since the former recommends items

8 Since Naver shopping does not collect the user’s explicit feedback such as the item ratings, the first strategy of
using log data is set as the default strategy.
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Table 5. The accuracy of recommendation while changing c : k
(10 interest-fields, 20 interest-fields)

level Accuracy (detail level) Accuracy (small level)
c : k Precision Recall Precision Recall

1:0 0.018, 0.012 0.125, 0.150 0.032, 0.020 0.202, 0.247
3:1 0.015, 0.009 0.093, 0.100 0.031, 0.021 0.183, 0.258
2:1 0.022, 0.012 0.142, 0.157 0.037, 0.022 0.238, 0.277
1:1 0.019, 0.012 0.113, 0.133 0.029, 0.018 0.180, 0.218
1:2 0.015, 0.010 0.103, 0.132 0.023, 0.018 0.147, 0.213
1:3 0.016, 0.010 0.105, 0.127 0.028, 0.020 0.172, 0.228
0:1 0.015, 0.009 0.100, 0.113 0.023, 0.019 0.143, 0.223

Table 6. The accuracy of recommendation while changing s : m : l
(10 interest-fields, 20 interest-fields)

level Accuracy (detail level) Accuracy (small level)
s : m : l Precision Recall Precision Recall

1:1:1 0.022, 0.012 0.142, 0.157 0.037, 0.022 0.238, 0.277
3:2:1 0.015, 0.011 0.093, 0.130 0.028, 0.019 0.170, 0.237
5:3:1 0.012, 0.010 0.080, 0.120 0.022, 0.016 0.135, 0.177
4:2:1 0.021, 0.013 0.135, 0.170 0.033, 0.022 0.208, 0.257
9:3:1 0.013, 0.009 0.083, 0.112 0.026, 0.017 0.157, 0.157

while the latter recommends interest-fields, we used the lowest-level categories that con-
taining the items recommended by the former for comparison. Table 7 shows the recall
and precision with 10 or 20 recommendations by two methods. The results show that the
second strategy performed better and confirm our claim that using interest-fields is more
advantageous to identify user’s preference than using items.

Table 7. The accuracy comparison when applying the second strategy: (a) user & item
bipartite and (b) user & interest-field bipartite

(10 interest-fields, 20 interest-fields)
level Accuracy (detail level) Accuracy (small level)
Graphs Precision Recall Precision Recall

(a) 0.008,
0.006

0.057,
0.080

0.017,
0.013

0.090,
0.128

(b) 0.011,
0.007

0.083,
0.103

0.019,
0.014

0.132,
0.182

In the second set of experiments, we compared the graph-based method with user &
interest-field bipartite graph and the one that uses the features of interest-fields. The former
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is based on the second strategy, while the latter utilizes the third recommendation strategy
in addition. Three cases with different features were analyzed: using category-hierarchy
only, using keyword only, and using both category hierarchy and keyword. As shown in
Table 8, the method with both category hierarchy and keyword information exhibited the
highest accuracy. Compared to the methods using a single feature, the method using both
category hierarchy and keyword information can secure more interest-fields that are not
clicked but are likely to be preferred by a user. In the following experiments, we use the
graph-based method with a tripartite graph using both features.

Table 8. The accuracy comparison when applying the third recommendation strategy: (a)
User & interest-field bipartite, (b) tripartite (category hierarchy), (c) tripartite (search
keyword) and (d) tripartite (both)

(10 interest-fields, 20 interest-fields)
level Accuracy (detail level) Accuracy (small level)
Graphs Precision Recall Precision Recall

(a) 0.011,
0.007

0.083,
0.103

0.019,
0.014

0.132,
0.182

(b) 0.018,
0.012

0.125,
0.150

0.032,
0.020

0.202,
0.247

(c) 0.015,
0.009

0.100,
0.113

0.023,
0.019

0.143,
0.223

(d) 0.022,
0.012

0.142,
0.157

0.037,
0.022

0.238,
0.277

Experiment 3: Cases with general users In this set of experiments, we compared the
performance of the proposed framework with three existing methods (rwr-CF, user-CF,
item-CF, user-OCCF, item-OCCF) for general warm-start users. Since the existing methods
recommend items, for fair comparison, we let the existing methods recommend items until
the number of distinct interest-fields reaches 10 or 20.

Table 9 shows the results of the recall and precision of each method with different
category-levels for evaluation. It is observed that the proposed framework performed better
than the existing methods in terms of accuracy. Since the accuracy of user-OCCF at the
detail category level is too low, the results of user-OCCF at the detail level are not reported
in Table 9. At the detail category level, the proposed framework improved precision by
77% to 150%, recall by 54% to 119%, and F-measure by 134% to 223% over the existing
methods when 10 interest-fields were recommended, and improved precision by 19% to
90%, recall by 5% to 68%, and F-measure by 74% to 89% when 20 interest-fields were
recommended. At the small category level, the proposed framework improved 18% to 87%
of precision, 48% to 129% of recall, and 69% to 92% of F-measure when 10 interest-fields
were recommended, and improved 0% to 48% of precision, 27% to 87% of recall, and
29% to 51% when 20 interest-fields were recommended.

These improvements come from two factors. First, interest-fields have an advantage
over individual items when identifying user’s preference. While the existing methods
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do not classify two users as similar if they have never clicked identical items but have
clicked similar items, they are regarded similar when interest-fields are used as the unit
of recommendation. Second, the use of the features of interest-fields makes it possible
to recommend interest-fields, even if a target user has clicked a very small number of
items. While the existing methods provide the user with irrelevant recommendation or no
recommendation, using the features of interest-fields, the proposed framework can secure
more interest-fields that have not been clicked by the user but have the features similar to
the interest-fields that he is already interested in.

Table 9. The accuracy comparisons between our approach and the existing methods
(10 interest-fields, 20 interest-fields)

level Accuracy (detail level) Accuracy (small level)
Methods Precision Recall F-measure Precision Recall F-measure

Our approach 0.022, 0.012 0.142, 0.157 0.038, 0.022 0.037, 0.022 0.238, 0.277 0.064, 0.0340
rwr-CF 0.009, 0.006 0.066, 0.093 0.016, 0.0120 0.020, 0.015 0.104, 0.148 0.033, 0.026
user-CF 0.012, 0.010 0.092, 0.150 0.012, 0.012 0.032, 0.022 0.162, 0.219 0.038, 0.026
item-CF 0.009, 0.007 0.065, 0.108 0.012, 0.013 0.023, 0.017 0.120, 0.191 0.038, 0.031
user-OCCF - , - - , - - , - 0.002, 0.001 0.002, 0.003 0.003, 0.003
item-OCCF 0.000, 0.000 0.004, 0.007 0.001, 0.001 0.002, 0.001 0.017, 0.028 0.003, 0.003

Experiment 4: Cases with cold-start users In this set of experiments, we compared the
performance of the proposed framework with rwr-CF, user-CF, item-CF methods for
cold-start users. Note that all OCCF based method perform too low accuracy to show in
the figures. So, we decide to exclude them in this section. Figure 6 shows the change in
accuracy with the increase in the number of interest-fields clicked by each target user.
In Figures 6 (a), (b), and (c), the x axis represents the number of the detail categories
clicked by each target user, and the y axis represents the precision and recall with 10
recommendations. The proposed framework improved precision by 46% to 79%, recall by
30% to 70%, and F-measure by 35% to 74% over user-CF that showed the best performance
among the existing methods. Note that the accuracy of the proposed framework dropped
slightly when the number of clicked interest-fields increased from 15 to 20. We conjecture
that the cold-start user turns into a general user by that time, so there is little improvement
in accuracy even if he clicks more interest-fields.

At the detail category level, the proposed framework improved precision by 77%
to 150%, recall by 54% to 119%, and F-measure by 134% to 223% over the existing
methods when 10 interest-fields were recommended, and improved precision by 19% to
90%, recall by 5% to 68%, and F-measure by 74% to 89% when 20 interest-fields were
recommended. At the small category level, the proposed framework improved 18% to 87%
of precision, 48% to 129% of recall, and 69% to 92% of F-measure when 10 interest-fields
were recommended, and improved 0% to 48% of precision, 27% to 87% of recall, and
29% to 51% when 20 interest-fields were recommended.

Figure 7 shows the result of the coverage, i.e., how many users received the recommen-
dation by each method. The proposed framework provided all users with recommendation;
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Fig. 6. The accuracy comparison of the recommendations for cold-start users.

while the existing methods were not able to produce recommendation for 25 to 35% of
users when they clicked on 5 detail categories. We note that both user-CF and rwr-CF had
similar coverage of users. The users who had received recommendation by each method
overlapped significantly. All existing methods were getting close to 100% of the cover-
age with the increase in the number of detail categories. It is important to produce the
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recommendation for cold-start users, and thus the proposed method is more suitable for
price-comparison services.
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Fig. 7. The coverage comparison of the recommendations for cold-start user.

Experiment 5: The user study In this final set of experiments, we conducted user studies by
asking seven volunteers to evaluate the effectiveness of recommendations obtained from
six methods (our approach, user-CF, item-CF, rwr-CF, popularity-based recommendation,
and random recommendation). Each volunteer went through 100 users who were randomly
selected in experiment 3 examined their clicked detail categories, and selected five users
who were most similar to himself. Then, he evaluated the recommendations by six different
methods for these five users. He gave binary scores to the interest fields recommended by
six methods, indicating whether each recommendation was useful for him or not.

Table 10 presents the result of the effectiveness with top five similar users. The
boldfaced number in a gray cell represents the method each volunteer selected as the
best. Four out of seven volunteers evaluated that the quality of the recommendation by
the proposed framework was the best. The average and the trimmed average scores of
the proposed framework are higher than the others. Here, the trimmed average means the
average while excluding the highest and the lowest scores. Table 11 summarizes the result
of the effectiveness of the recommendation methods with the user most similar to each
volunteer. The result is similar to that of Table 10.

Note that in real world the price-comparison service provider tends to recommend
popular interest-fields which have been clicked many times by many users and these rec-
ommendations is evaluated as satisfactory. We expect an improvement in user satisfaction
when applying the proposed strategies to price-comparison services.

5. Conclusions and Further Study

The price-comparison service provides the user with an aggregation of item-price informa-
tion from various shopping malls, but the user still has to navigate a myriad of products
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Table 10. The effectiveness with top five similar users
Ours user-CF item-CF rwr-CF Popular Random

1 0.50 0.35 0.43 0.29 0.40 0.10
2 0.76 0.65 0.55 0.49 0.50 0.40
3 0.14 0.16 0.09 0.09 0.00 0.10
4 0.50 0.64 0.71 0.37 1.00 0.90
5 0.50 0.36 0.21 0.24 0.30 0.20
6 0.66 0.50 0.43 0.30 0.30 0.10
7 0.78 0.81 0.67 0.38 1.00 0.30

Avg. 0.55 0.50 0.44 0.31 0.50 0.30

Table 11. The effectiveness with the most similar user
Ours user-CF item-CF rwr-CF Popular Random

1 0.60 0.00 0.43 0.00 0.40 0.10
2 0.60 0.60 0.50 0.20 0.50 0.40
3 0.20 0.00 0.00 0.14 0.00 0.10
4 0.60 0.60 0.75 0.20 1.00 0.90
5 0.90 0.57 0.17 0.00 0.30 0.20
6 0.50 0.60 0.75 0.40 0.30 0.10
7 0.90 1.00 1.00 0.40 1.00 0.30

Avg 0.61 0.48 0.51 0.19 0.50 0.30

to figure out the exact item he is interested in. A personalized recommendation would
aid the user to find out what he really wants, which would in turn promote the sales. It
is, however, difficult to apply the existing recommendation methods to price-comparison
services, because most methods require rating information and suffer from the cold-start
and latency problems.

This paper has proposed three recommendation strategies to alleviate the problems
with existing methods in price-comparison services. The main contributions of our paper
can be summarized as follows:

1. Through our preliminary experiments, we have shown that existing recommendation
methods provide quite low accuracy when they applied to click log data.

2. We have identified the characteristics of price-comparison services that cause low
recommendation accuracy.

3. In order to increase the recommendation accuracy in price-comparison service sites,
we have proposed three recommendation strategies as follows. First, we use click-log
data to identify users’ preferences. Second, we have similar items grouped together as
user’s area of interest when capturing users’ preferences. Third, by exploiting category
hierarchy and keyword information of items, we identify the relationships among
user’s areas of interest.

4. We have developed a unified framework that reflects the relationships between users
and similar-item groups and also between groups in recommendation by using the
notion of random walk with restart.
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5. We have verified the effectiveness of our framework throughout extensive experiments.

The proposed framework improved maximum of 87% in precision and 129% in recall
for regular users, and 184% in precision and 173% in for cold-start users over the existing
methods. We have also verified the effectiveness of the recommendation via user studies.

Our proposed framework can be applied to a variety of applications in addition to price-
comparison services. They include personalized web page ranking, click-through-based
item recommendation, and recommendation in online shopping environment where the
problem of one class collaborative filtering may occur. There are several interesting direc-
tions for further study. We are currently in the process of incorporating keyword synonyms
with feature nodes. By exploiting the notion of synonyms, we expect to increase the data
density, thereby achieving higher recommendation accuracy. Also, we are considering to
employ the notion of uninteresting items, which are those items unrated but identified as
uninteresting to a user, in the one class collaborative filtering problem [20]. We expect it
would improve the recommendation accuracy more significantly.
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Abstract. Product reputation mining systems can help customers make their buy-
ing decision about a product of interest. In addition, it will be helpful to investigate
the preferences of recently released products made by enterprises. Unlike the con-
ventional manual survey, it will give us quick survey results on a low cost budget. In
this article, we propose a novel product reputation mining approach based on three
dimensional points of view that are word, sentence, and aspect–levels. Given a target
product, the aspect–level method assigns the sentences of a review document to the
desired aspects. The sentence–level method is a graph-based model for quantifying
the importance of sentences. The word–level method computes both importance and
sentiment orientation of words. Aggregating these scores, the proposed approach
measures the reputation tendency and preferred intensity and selects top-k infor-
mative review documents about the product. To validate the proposed method, we
experimented with review documents relevant with K5 in Kia motors. Our experi-
mental results show that our method is more helpful than the existing lexicon–based
approach in the empirical and statistical studies.

Keywords: product reputation mining, opinion mining, sentiment analysis, senti-
ment lexicon construction

1. Introduction

Data analysis strategies and technologies are widely used in the recent marketing research
area. In order to investigate the preferences of recently released products, enterprises need
a state–of–the–art strategy to accurately grasp the public’s taste for the product by auto-
matically collecting and analyzing various types of data on the Web. In the manual survey,
if company executives want to know how consumers think of their brand–new product, the
employees in the marketing department will conduct a survey via email and phone. How-
ever, the recent survey response rate is low because modern people do not have enough
time to response sincerely to the questionnaire and recent consumers are mainly interested
in customized products. Unlike this conventional process, product reputation systems that
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collect various online data and predict the accurate survey results can provide quick re-
sults on a low cost budget. Meanwhile, potential customers may save their time in making
their buying decision if they are served by product reputation mining systems. Until now,
to purchase a brand-new product like Hyundai Sonata, a customer is likely to spend a lot
of time in gathering helpful information on the Web. He/she first attempts to search for
Hyundai Sonata and carefully go over relevant web pages one by one. Even though he/she
strives to figure out which model is better, it is difficult to take the clear point due to a
lot of information and advertising. As above, the product reputation mining systems can
provide many benefits to both producers and consumers.

In this section, we briefly define the product reputation mining system as:

– In the first problem, given a product of interest, it automatically measures the reputa-
tion tendency (sentiment orientation – positive or negative) and level (the intensity of
the sentiment orientation) of various aspects (e.g., price, design, and service) of the
product. We assume that all aspects of the target product are given in advance.

– In the second problem, for each aspect of the product, it selects the top–k documents
including the most informative reviews in the corpus of review documents. We as-
sume that all review documents irrelevant with the target product are already filtered
out before this problem. In addition, we will carefully define how informative a re-
view document is in the next section.

Through the proposed product reputation mining system, both companies and cus-
tomers can easily know the public’s preference (as positive or negative) and the preferred
intensity (Level 1 ∼ 5) of a product. They can also know the detailed points with respect
to each aspect of the product. For the details, please see Section 3.

To address the product reputation mining problem, in this work, we propose a novel
three-dimensional reputation mining approach that consists of aspect, sentence, and word–
level methods.

As shown in Figure 1, the aspect–level method is the aspect classification model based
on SVM, Random Forest, and FNN to assign the sentences of review documents to the
desired aspects. The sentence–level method is a graph-based model for quantifying the
importance of each sentence in review documents. The word–level method computes the
importance of a word and measures the sentiment score of the word based on Korean
sentiment lexicon. Finally, aggregating the scores of the aspect, sentence, and word–level
methods, our method measures the reputation tendency and level in each aspect of the
target product. In addition, all review documents in each aspect are rearranged by the
aggregated scores and then top-k review documents with the highest aggregated scores
are selected as the informative documents.

Our experimental results show that the accuracy of the aspect–level method is at least
0.852. In the existing lexicon–based approach, F1–scores of the positive and negative
sentences are 0.678 and 0.688, while those are 0.758 and 0.795 in the proposed method.
These results mean that the proposed method improves about 12% and 5% in the positive
and negative sentences. In our case study for K5 in Kia motors, we observed top-k reviews
retrieved by the proposed method and finally concluded that most of the review documents
are informative. We will discuss the experimental results In Section 4 and conducted a
user study for the results retrieved by the proposed method and performed statistical tests.
Through the significance tests, it turns out that our method is statistically better than the
existing method.
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Fig. 1. Aspect, Sentence, and Word–level based product reputation mining approach

The contributions of our work are as follows:

– To address the product reputation mining problem, we propose a novel three–dimensional
reputation mining approach that consists of aspect, sentence, and word–level meth-
ods. We show the detailed algorithms of (1) measuring the reputation tendency and
level about a target product and (2) selecting top-k informative review documents.
These results will help customers make their buying decision and companies get to
know the public’s preference about the product in detail. We also constructed an elab-
orate Korean sentiment lexicon to determine the sentiment orientation of words.

– Our experimental results show that the proposed method is effective to address the
product reputation mining problem. Compared to the existing lexicon–based approach,
it improves up to 12% F1– score. In addition, our statistical verification shows that the
proposed method will be helpful for both company employees and customers. Con-
sequently, these results indicate that it is beneficial to develop a web–based system
based on the proposed method of aggregating three dimensional sentiment scores.

– According to our intensive literature survey, the key point of our method is to quantify
the reputation of the product based on three dimensions (i.e., aspect, sentence, and
word–levels). To the best of our knowledge, this is the first study to tackle the product
reputation mining problem.

The remainder of this article is organized as follows: In section 2, we introduce previ-
ous main machine learning and lexicon–based approaches related to this work. In partic-
ular, we discuss the novelty of our method, in addition to the difference between previous
studies and our work. In section 3, we deal with the formal problem definition. Then,
we describe our product reputation mining approach in detail in section 4. Next, we ex-
plain the experimental set-up and discuss the experimental results in Section 5. Finally,
we conclude our work and mention the future research direction in Section 6.
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2. Literature Review

In 2000, Resnick et al. presetned several challenging issues and solution overview of
product reputation systems that collect, distribute, and aggregate feedback about past con-
sumers’ behaviour so that these systems help people make their buying decision based on
public history of particular sellers. By showing real cases of eBay’s auction site, Bizrate’s
survey forum, and iExchange’s product review site, the authors also stated main require-
ments of the product reputation systems. In particular, they focused on gathering reliable
feedback in the reputation systems. For the detail, please see [18].

In 2008, Hwang and Ko proposed a Korean sentiment analysis method of labelling a
document to either positive or negative and of classifying a sentence to either subjective
or objective [9]. In the method, the authors made a Korean sentiment lexicon in which
a Korean word is translated to the corresponding English word to obtain the polarity of
the word. In addition, the sentiment analysis method classifies documents and sentences
based on Support Vector Machines (SVM). However, their method does not consider as-
pects that are recently considered to be important in the product reputation mining prob-
lem.

Given a particular product, Jin and Ho presented a machine learning technique based
on lexicalized Hidden Markov Models (HMMs) [10]. Specifically, their method extracts
subjective sentences related to the target product from review documents and then labels
each sentence to either positive or negative class. In particular, they trained the lexical-
ized HMMs with linguistic features including part-of-speech, phrases’ internal formation
patterns, and contextual clues surrounding words and phrases. Applying such linguistic
features to HMM is different from previous approaches that address the product reputa-
tion mining problem. However, there is still room to improve the accuracy of the existing
methods and to identify more informative review documents than the entire documents.
Our proposed method shows the better result of correctly classifying the sentiment orien-
tation of a target product based on aggregating the reputation scores measured by aspect,
sentence, and word–level algorithms. For the detail, please refer to the experimental result
section.

Steinberger et al. proposed a new approach that semi-automatically creates senti-
ment dictionaries in several languages [21]. They first made sentiment dictionaries for
two source languages and then automatically translated them to the third languages in
which a word is likely to be similar to that of the source languages. Through the third
languages, the target dictionaries can be more corrected and further extended. In the ex-
periment, they validated such a triangulation hypothesis by comparing triangulated lists
to non–triangulated machine–translated word lists.

Khose and Dakhode proposed a product reputation analysis system that consists of
five steps [12]. In the first step, review documents are collected and pre-processed for the
next step. After target and opinion words are extracted, an object relation graph is formed
by detecting the relation between them. In the third step, the weight of a node called con-
fidence is computed based on a simple random walk model. In addition, to determine the
sentiment scores of the target word and its opinion words, they used SentiWordNet that
is a popular sentiment lexicon in opinion mining area. Each target word is represented as
a vector of the target word’s confidence and the sentiment scores of the opinion words
associated with the target word. The reputation score of the target word is finally calcu-
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lated as the product of the summation of the vectors related to the target word. Unlike our
method, they consider only the reputation score of a target product in word–level.

In 2016, rather than classifying the porality (i.e., positive or negative) of words, Canales
et al proposed a bootstrapping method that labels an emotional corpus automatically [4].
Based on NRC Word–Emotion Association Lexicon, they created the seed set and then
expended the initial seed by means of similarity metrics. Furthermore, to distinguish be-
tween emotion categories in a fine–grained lexicon with 28 emotion categories, the au-
thors in [26] proposed an approach of labelling primary and secondary words to one of
emotion categories, where the primary words are used for detecting synonyms or other
semantic words associated with each category, while the secondary words are used to
mine the contextual relation between words. However, these methods focus mainly on
constructing a fine-grained emotion lexicon which is considerably different from the pro-
duction reputation mining problem that we present in this article. In addition, Ko pre-
sented a general method for creating an emotional word dictionary containing a semantic
weight matrix and a semantic classification matrix [13]. Based on clustering synonymous
relations and frequencies, he showed the detailed process of collecting a classification and
weight matrix that can be used as the ontology and linked data of emotion.

Meanwhile, detecting emotion from text documents is a non-trivial task because of
the limitation of human annotation. To tackle this problem, the authors in [25] utilized
emoji as self–annotation of twitter users’ emotional status. They believed that emoji is a
good emotion indicator presenting a faithful representation of a user’s emotional status
but their approach is too limited to use other text documents rather than tweet mentions.

Sentiment analysis is generally categorized to two groups. One is machine learning
approach and the other is lexicon-based approach. Although the lexicon-based approach
has been used in wide applications, it does not work well to determine the sentiment ori-
entation of tweets. This is because each tweet document is limited to only 140 characters
and its sentences are not written according to the grammar. [19] presented SentiCircles, a
lexicon-based approach for Twitters, that is based on the co-occurrence patterns of words
in different tweet documents to update the prior degree and polarity in sentiment lexicons
accordingly.

To improve the accuracy of the machine learning approach, Long Short Term Mem-
ory (LSTM) as one of Recurrent Neural Networks (RNN) deep learning models is widely
used to classify a text document to either positive or negative class. LSTM is trained with
a large number of training set containing a large number of pairs of the text document and
sentiment polarity manually annotated by human experts. Then, given a text document in
the test set, LSTM automatically determines the sentiment orientation of the text docu-
ment. Teng et al. proposed a hybrid approach that is the trade-off between the context-
sensitive method using LSTM and the lexicon-based method using the list of sentiment
words [22]. This approach is not one of the product reputation mining algorithms but
an advanced method for improving the conventional sentiment document classification
methods. Similarly, [23] presented a hybrid approach that measures numerical numbers
in multiple dimensions (i.e., valence-arousal space) by extracting/abstracting the local-
ity information within each sentence based on Convolutional Neural Networks (CNN)
and updating the context weights by means of long–distance dependency cross sentences
based on LSTM.
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Nowadays, online travel forums and social network sites are popular for sharing travel
information. Review summaries for hotels automatically generated from many reviews
in the sites can help travelers choose their preferred hotel during the trip. For (opinion)
mining from online review documents about a target hotel, Hu et al. proposed a sum-
marization method that finds top–k sentences using k–medoids clustering algorithm that
removes sentences irrelevant with the target hotel [8]. They also proposed additional fea-
ture set that includes author reliability, review time, review usefulness, and conflicting
opinions which are not considered in the previous review summarization methods. Al-
though Hu et al.’s method is similar to our proposed method in that it selects top–k rele-
vant sentences from review documents, there are main differences between them. While
Hu’s method first clusters text documents by contexutal information and then selects only
top–k relevant sentences, our method computes the reputation score of a target product
using word, sentence, and aspect–level methods and identifies top–k relevant but yet in-
formative sentences. In addition, we make use of various learning models such as SVM,
Random Forest, and even deep neural networks, whereas Hu’s method is based on only
k–medoids clustering method.

3. Problem definition

Table 1. An example of the first solution method

Aspect Reputation tendency Reputation level
Design Positiveness Level 2

Performance Positiveness Level 3
Price Negativeness Level 1

Quality Positiveness Level 5
Service Positiveness Level 5

In this section, we define the product reputation mining problem as two sub-problems.
In the first problem, given a product of interest as input (e.g., a particular car e like K5
made by Hyundai and KIA motors), the goal of the product reputation mining method
is to automatically measure the reputation tendency and level per aspect. For instance,
design, performance, price, quality, and service may be the main aspects that many con-
sumers often consider importantly when they are about to purchase their brand-new car.
Table 1 shows the outcome of the product reputation mining method. Let us assume that
design, performance, price, quality, and service are given in advance as the main aspects
of evaluating general vehicles. Actually several domain experts recommended the five
aspects to us. For each aspect, the product reputation mining method will label the repu-
tation tendency to either positiveness or negativeness. The reputation level indicates the
intensity of the reputation tendency. In our context, there are five levels in positiveness,
neutrality, and five levels in negativeness. The five levels are specified to Level 1 ∼ Level
5. The strongest positiveness (negativeness) is Level 5, while the weakest positiveness
(negativeness) is Level 1.
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Next, to tackle the second problem, the product reputation mining method finds top–k
documents including both relevant and informative reviews in the corpus. The top–k doc-
uments seldom contain meaningless advertisement and exaggeration, spam/fake reviews,
and even text content which is not directly related to e. Here are two examples that we
collected in the most popular web site with many reviews regarding vehicles in Korea.
The following document is considered to be both relevant and informative.

Title: Kia’s next-generation K5 does not change but actually changed everything
Author: Charisma4097
——————————————
The interior was completely obscured and difficult to identify, but the overall shape could be guessed. Once the change
is expected to be quite large. Unlike the existing design that surrounds the driver’s seat, it is likely to change to a
horizontal feeling that stretches from the driver’s seat to the next seat. The door design is completely different from
that of the existing K5. Steeply raised buttons and knobs are flat. Sheets are very similar to those in the new Sonata.
It is characterized by large and wide, with the middle vertical line. However, I am not sure that I will use this sheet
similar to the new Sonata.

On the other hand, the following document shows the typical document that does not
help consumers at all.

Title: Someone who takes the new K5, What about the breaks?
Author: Mr. Oral
——————————————
While I am getting ready to change from SM5 to K5, I wonder if there are too much talk about the bad breaks. I also
wonder what K5 Turbo JBL sound is like. Once I heard from Mark Levinson audio in Lexus, it was so cool.

In practice, the sentiment analysis is the most important step in the product reputation
mining problem. The sentiment analysis is generally categorized to two approaches [16].
One is the machine learning approach and the other is the lexicon–based approach that is
also divided to dictionary–based and corpus–based approaches. Nowadays, even though
main deep learning models such as CNN and RNN used for sentiment analysis have
shown better results, the lexicon–based approach is still important. In a particular do-
main, the accuracy of the lexicon–based approach is much higher than machine learning
approaches. Thus, sentiment analysis based on sentiment lexicons has been widely used
in practical applications. In addition, the lexicon–based approach has no need for com-
plex environment setting like GPU or long pre–training time before the learning model is
used [1]. More importantly, for greater accuracy, the existing deep learning models need
large–scale training data set. In fact, it is non–trivial to obtain the large–scale training
data because human annotators need to label the classes manually. To avoid this prob-
lem, state–of–the–art researches are being carried out to pseudo–generate the large–scale
training data using sentiment lexicons. Due to these reasons, the lexicon–based approach
is still the important methodology in sentiment analysis. In this study, we focus only on
the improvement of the existing lexicon–based approaches [7].

4. Main Proposal

To address the product reputation mining problem, we first consider the three dimensional
coordinate system in which x-axis, y-axis, and z-axis indicate the aspect matching score,
sentence importance score, and word sentiment score of a product of interest, respectively.
In our problem, given a particular product, the three various scores are first measured by
our proposed aspect classification method, sentence weight estimation method, and word
sentiment scoring method, and then are aggregated to its total sentiment score.



366 Zhehua Piao et al.

Now we briefly summarize the key concept of the proposed three methods – the as-
pect classification method, sentence weight estimation method, and word sentiment scor-
ing method. We will also describe the detailed algorithms in the following subsections.
In our aspect classification method, we assume that five aspects of cars such as design,
performance, price, quality, and service are given in advance. The aspects were manually
decided by several experts in the automobile domain. Given a review document as input,
it is divided to a set of sentences. Each sentence is automatically classified to one of the
five aspects.

Fig. 2. Diagram of our aspect matching method

Figure 2 shows the diagram of the proposed aspect matching method and the detailed
algorithm is depicted in Algorithm 1. The train set is a set of pairs like (sentence, one
of five aspects (i.e., price, performance, design, service, and quality)) that is stored as a
list of nodes, each of which contains a sentence and an aspect, in the main and secondary
storage. To train a learning model and to conduct the test step, we use Support Vector Ma-
chine (SVM)[5], Random Forest[3], and Feed-forward Neural Network (FNN)[15]. SVM
was the best classification method before deep learning models are employed actively.
Random Forest often provides high accuracy because it is the best ensemble method.
Unlike the conventional classification methods, it is known that FNN works effectively
because of the deep neural network with multi hidden layers when we attempt to cope
with the non-linear classification problem. Since each model has its pros and cons, the
three learning models are used to assign sentences to the desired aspects.

Subsequently, to identify important sentences in a review document, we propose a
graph-based model for estimating sentence weight values. After the review document is
segmented to a set of sentences, each sentence is represented as a vertex in a graph G.
The link weight between two nodes n1 and n2 is the similarity value sim() between the
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Algorithm 1 Aspect Matching Method
Require: The whole review data set about a given product DS;
Ensure: Several sub corpus with the corresponding to the labels;

1: Use classifiers to classify sentences in DS:
2: if sentences ∈ classifier 1 then
3: Align sentences to sub corpus about label 1;
4: else
5: Send to classifier about label 2 to be classified;
6: if sentences ∈ classifier 2 then
7: Align sentences to sub corpus about label 2;
8: else
9: Send to classifier about label 3;

10: ......
11: if sentences ∈ classifier n then
12: Align sentences to sub corpus about label n;
13: else
14: These sentences are irrelevant;
15: end if
16: ......
17: end if
18: end if

sentences corresponding to n1 and n2. If sim(n1, n2) < θ (a certain threshold value), the
link between n1 and n2 is removed in G. To measure the connection strength between n1
and n2, our method is to compute the probability value to reach n2 from n1 via random
walks overG, where for each step, random walkers visit neighbouring nodes with a certain
probability. This graph-based method is based on the underlying assumption that more
important sentences are likely to receive more links from other sentences. We will discuss
the similarity and graph–based probability equations in Section 4.1.

Next, in word–level, we focus on both importance and sentiment orientation of words
in a review document. To quantify the importance of a word, we use Term Frequency /
Inverse Document Frequency (TF/IDF) that is widely used in the information retrieval
community. Through TF/IDF metric, a word w is considered to be important if w appears
many times in a document, while w seldom appears in the entire corpus. To compute the
sentiment degree value of w, we constructed a sentiment lexicon for Korean language
with assistance from Korean linguists. As illustrated in Figure 3, the Korean sentiment
lexicon consists of the list of positive and negative words, incrementer and decrementer,
flip words, and conjunction words. Based on the sentiment lexicon, we propose a word–
level sentiment scoring method that computes the final score by merging the TF/IDF and
sentiment scores ofw. For the detail, we will discuss the detailed algorithm in Section 4.1.

Finally, after the above three methods are performed, each sentence is assigned to
(word--level score, sentence--importance score) called sentence rep-
utation score (υ). For each aspect a, the total score υp of all positive sentences related to a
are calculated. In the same way, the total score υn of all negative sentences related to a are
calculated as well. Then, the reputation tendency and level are approximated based on υp
and υn. Furthermore, the document reputation score υd is computed by Σk

i=1υi, where k
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Fig. 3. A Korean sentiment lexicon

is the number of sentences in the document. In the final step, all review documents in the
corpus are rearranged by υd and then top-k review documents are chosen as informative
ones.

Suppose that n is the number of sentences in the collection of reviews as input. Be-
cause we propose a FNN-based aspect matching model and compare it to the existing
learning models such as SVM and Random Forest, we focus merely on computing the
time complexity of FNN. Please refer to Table 3 in the paper. According to the table,
each word of the sentence is converted to a 100-dimensional word embedding vector. If
each sentence is composed of ten words, the dimension number of the input vector is
1,000. If the number of words is below ten, we put zero values to empty dimensions (as
a padding approach). We develop the FNN model with five hidden layers (H1, ..., H5)
that contain 1,000, 800, 600, 400, and 200 units, respectively. The input layers has 1,000
units and the output layer has 5 units (# of aspects). The number of the weight parameters
between the input layer and H1 is 1,000∗1,000 and the number of biases between them is
1,000. Similarly, the number of the weight parameters between H1 and H2 is 1,000∗800
and the number of biases between them is 800. As a result, the total number of param-
eters is (1,000∗1,000+1,000) + (1,000∗800+800) + (800∗600+600) + (600∗400+400) +
(400∗200+200) + (200∗5+5) = 2,604,005. This means that at least 2,604,005 memory
spaces are required in both train and test sets. Since FNN model finds optimal parameters
through forward and backward propagation, the time complexity is dominant to the num-
ber of computing the parameters between the input layer and H1. In other words, in case
of the number of units in the input layer is n, it takes O(n ∗ n+ n) = O(n2).

4.1. Aspect Classification Models

Sentence Importance Estimation Method In this section, we present the similarity and
graph-based probability equations by which the importance of each sentence in review
documents is quantified. The similarity equation (sim) between two sentences si and sj
is defined as:
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sim(si, sj) =
|{wk|wk ∈ si, wk ∈ sj}|
log(|si|) + log(|sj |)

(1)

Eq. (18) means that the numerator is the number of the overlapped words between
two sentences and the denominator is the length of the two sentences mainly used to
normalize the similarity score. This proposed similarity measure is reasonable to see how
similar the two sentences are and the meaning of the proposed similarity method is close
to Jaccard similarity measure that is simple but yet high-accurate so is widely used in
real applications. In Eq. (18), |si| and |sj | are the numbers of words in si and sj and the
numerator indicates the number of the words appearing in both si and sj .

To measure the importance of each node in a graph, where a node stands for a sen-
tence, we refer to as:

υi = (1− γ) 1
n
+ γΣj∈degree(i)

sim(i, j)

Σk∈degree(i)∧k 6=jsim(i, k)
υj (2)

Eq. (19) is proposed to identify the global sentiment score of each sentence. It works
based on random walks, where the local sentiment score of a sentence (e.g., x) is propa-
gated to neighbor sentences (e.g., y and z) with its probability values (similarity between
x and y, similarity between x and z). For example, suppose that xs sentiment score is 0.9;
the weight between x and y is 0.7; and the weight between x and z is 0.3. In this case, a
random walker visits to y from x at a probability of 0.7, while it also visits to z from x
at a probability of 0.3. We believe that the equation makes sense to find each sentences
optimal score by considering both the importance and sentiment of all sentences in the
collection. In Eq. (19), i, j, and k are nodes and degree(i) means a set of the neighbour-
ing nodes of i. n is # of nodes in the graph and γ is the weight value of each equation
term. Starting at node i, random walks continue to visit the neighbouring nodes until they
arrive at all nodes in the graph to compute the probability value of i which is denoted by
P (i). The bigger P (i) is, the higher the importance of i is. This is, if one node is pointed
by important nodes in the graph, it may also be an important node. In Eq. (19), the first
term 1

n needs because a random walker jumps to another node chosen at random with the
equal probability whenever it meets terminal nodes in the graph. To quantify the weight
of each sentence in a given corpus, the similarity between two sentences is computed and
stored as a square matrix, where each row(column) means a sentence. In addition, the
sentiment scores of all sentences are stored in a vector. The matrix-vector multiplication
is performed iteratively until the values of the vector are converged. Suppose that n is
the number of sentences in the collection of reviews as input. A n by n matrix and a n-
dimensional vector are created, where the matrix contains the similarity values between
two sentences and the vector means the sentiment score of each sentence. The space com-
plexity is O(n2 + n) = O(n2). The algorithm is peformed iteratively until there in no
difference between the previous and current values in the vector. If we consider k to be
the average number of iterations, the algorithm does the matrix-vector multiplication by
k times. In each matrix-vector multiplication, the total number of the multiplications is
n*n and the total number of the additions is n-1. For n rows in the matrix, the multipli-
cations and additions are needed so O(n(n ∗ n + (n − 1))) = O(n3). As a result, the
time complexity is O(k ∗ n3). Algorithm 2 shows the detailed algorithm of quantifying
the importance of sentences.
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Algorithm 2 Sentence–level Method
Require: One sub corpus processed by Algorithm 2: C;
Ensure: Reputation score for each sentence: srs;

1: Each sentence in the corpus gains a tr by Eq. (19);
2: for sentence in C do
3: srs = ssc ∗ tr;
4: end for

Word Sentiment Scoring Method This method consists of two terms of the equa-
tion. For each word w, one is to measure the importance of w and the other is to mea-
sure the sentiment score of w. To quantify the importance of w, we use TF/IDF met-
ric, where TF is Term Frequency meaning the frequency of a word within a document.
For example, if a word ‘obama’ appears three times in a document that has 100 words,
TF(‘obama’)= 3

100 = 0.03. On the other hand, IDF is Inverse Document Frequency, in-
dicating that a word is more important if it is unique in the corpus. Suppose that we
have 10 million documents in the corpus. If ‘obama’ appears in only 1,000 documents,
then IDF(‘obama’)= 10,000,000

1,000 =4. As a result, TF/IDF(obama)=0.03 × 4=0.12. In this
way, the weight value of each word is quantitatively computed using TF/IDF which is
between 0 and 1. If the weight value of the word is close to 1, then it means that the
word is very important. On the other hand, if the weight value is low, the correspond-
ing word is trivial. Such a word may be ‘a’, ‘the’, ‘in’, and so on. This weight value of
each word captures the importance of the word. Meanwhile, to compute the sentiment

Algorithm 3 Word–level Method
Require: One sub corpus after aspect classification: C;
Ensure: Reputation score for each sentence: ssc;

1: Each word in the corpus gains a ti value by TF/IDF;
2: for sentence in C do
3: def sentence rs(sentence tokens, pw, nw, ssc):
4: if not sentence tokens then
5: return ssc;
6: else
7: cw = sentence tokens[0];
8: Gain the wss of cw from Rules;
9: ssc = ssc + wss ∗ ti;

10: if nw ∈ Conjunction dictionary then
11: ssc = ssc ∗ (−1);
12: end if
13: return sentence rs(sentence token[1:], cw, nw, ssc)
14: end if
15: end for

score of w, we constructed and used our own Korean sentiment lexicon as shown in Fig-
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ure 3. In particular, the sentiment dictionary contains positive and negative words, incre-
menter/decrementer, flip words, and conjunction words. The final word–level score(w) =
TF/IDF(w)× sentiment–score(w). Each sentence is tokenized to words and then is stored
as a list of pairs like (Sentence ID, [word1, word2, word3, ...]). In addition, HashMap
is used, where the key is (Sentence ID, wordi) and the value is (TF/IDF and sentiment
scores of wordi). Suppose that n is the number of sentences in the collection of reviews
and each sentence contains m words on average. In the first step, all TF/IDF and sentiment
scores are computed by n∗m times. In the second step, Algorithm 3 is performed by n∗m
times. Thus, the time complexity is O(n ∗ m). Meanwhile, to store a list that contains
the pairs of (Sentence ID, Words), it needs n∗m+n spaces, where n∗m means the total
number of words in sentences and n means the number of the sentences identifiers. We
also need a HashMap, where each key needs 2 for storing a sentence ID and each word,
and each value needs 2 for storing TF/IDF and sentiment scores. Thus, the HashMap
needs O(n ∗ m(2 + 2)) = O(n ∗ m) spaces. As a result, the total space complexity is
O((n ∗m+ n) + (n ∗m)) = O(n ∗m). Algorithm 3 describes the detailed procedure.

Estimation of Reputation Tendency and Level As the final result, each sentence is la-
belled to sentence reputation score (υ)=(word--level score, sentence--importance
score). For each aspect a, the total score υp of all positive sentences related to a are cal-
culated and then the final reputation score is estimated based on υp

|υp|+|υn| . In the same
way, the total score υn of all positive sentences related to a are also calculated and then
the final reputation score is estimated based on υn

|υp|+|υn| . Finally, the reputation scores
are transformed to the relevant reputation tendency and level based on the index table in
Figure 4.

Fig. 4. Reputation tendency and level index

To find informative review documents, the document reputation score υd is computed
by Σk

i=1υi, where k is the number of sentences in the document. In the final step, all
review documents in the corpus are rearranged by υd and then top-k review documents
are chosen as the informative documents.

5. Experimental Validation

5.1. Experimental Set–up

In the previous section, we described the detailed algorithms of the proposed approach
for computing the reputation tendency and level and selecting top–k informative sen-
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tences about a target product. Now we introduce the process of evaluating the proposed
method, comparing to a straightforward lexicon–based approach as the baseline method
with online reviews about K5 in Kia motors. We collected 1,585 review documents in
Bobaedream, the most popular web sties related to car reviews. In the pre–processing step,
we replaced all words by lower–case letters after removing images, moving pictures, and
advertising texts. Then, we removed stop words [24] in the all documents and converted
derived words to root forms through a stemming software [17]. After the pre–processing
step, we collected 1,562 review sentences. To make the gold standard set (solution set),
four human annotators subjectively labelled the aspect of each sentence to one of five
aspects (design, performance, price, quality, and service) and conflicting sentences are
decided by a majority vote. In the same way, they manually classified all sentences to
a particular sentiment orientation (positive, neutral, and negative). For example, given a
sentence “The front design with Raff is very good,” the sentence orientation is positive
and the aspect label is design. Figure 5 shows the brief characteristics of the data set.

Fig. 5. Distribution of the review documents across five aspects

To select the discriminative features of input vectors, we first computed TF/IDF values
of all words in the data set, and then used top–k words with the highest TF/IDF values as
the feature set. For example, # of the words in the feature set is 1,000. In our repetitive
experiments, we carefully investigated the results of all methods for all possible cases
to find the optimal number of the features in the data set. Finally, after making feature
vectors based on the feature set in the data set, we converted the feature vectors to the
input vectors, which is the input of the models used in our experiment, using a popular
word embedding method such as Word2Vec [20].

We implemented the aspect matching method based on FNN deep learning model in
Python and TensorFlow [6]. The experimental set–up of the method used in our experi-
ments is summarized in Table 2. Through our intensive experiment, we found the optimal
values of the hyper parameters that are suitable in our problem. For the initial values of
weight parameters, we used the truncated normal method [14]. As an activation function,
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ReLU was used in the entire layers except the output layer in which the activation function
was SoftMax function. We also made use of cross entropy as loss function. To improve
the accuracy of the models, we used dropout and regularization techniques in addition to
Adam optimizer for carrying out backward propagation of errors. After completing the
implementation of the deep learning model, we attempted to find the best dropout and
learning rates. To validate the effectiveness of the aspect matching method, we compared
the results of SVM [11], Random Forest [2], and FNN. The number of classes in the data
set is 6. Through cross-validation in the training step, all sentences were divided into five
run sets. Each model had been first trained with the four run sets and then classified each
sentence in the rest set to one of the six aspects. Changing the order of the run sets, we
performed the train and test steps five times, and measured the average accuracy, pre-
cision, recall, and F1–score of the models. Each model was in standalone executed in
a high-performance workstation server with Intel Xeon 3.6GHz CPU with eight cores,
24GB RAM, 2TB HDD, and TITAN-X GPU with 3,072 CUDA cores, 12GB RAM, and
7Gbps memory clock.

For the evaluation metric, we used accuracy, precision, recall, F1–score measures that
have been widely used in IR community. To measure the precision and recall values of a
classification model, we first consider a confusion matrix of classesMi,j , where each row
of the confusion matrix represents predicted class, while each column represents actual
class. n is the number of classes. True positive, False positive, and False negative in each
class are represented as Eq. (3).

True positiviei =Mi,i

False positiviei =
∑n
k=1Mi,k|k 6= i

False negativei =
∑n
k=1Mk,i|k 6= i

(3)

Based on Eq. (20), the precision, recall, and F1–score (Harmonic mean between pre-
cision and recall) are defined as:

Precision =
∑n
k=1

True positiviei
True positiviei+False positiviei

Recall =
∑n
k=1

True positiviei
True positiviei+False negativei

F1–score = 2×Precision×Recall
{Precision+Recall}

(4)

Table 2. Experimental set–up for the used models

Methods Experimental set-up

SVM
Through many experiments, the optimal trade-off value between training error
and margin was selected in each data set

Random Forest
Through Many experiments, the optimal # of trees in the forest & max depth
of the tree were selected in each data set

FNN

Batch size=50, Adam optimizer(learning rate=0.01), dropout rate=0.5,
5 hidden layers H1, H2, H3, H4, and H5 – H1 contains 1,000 units; and H2

contains 800 units;5 hidden layers H1, H2, H3, H4, and H5 – H1 contains
1,000 units; and H2 contains 800 units;
H3 contains 600 units; H4 contains 400 units; H5 contains 200 units
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5.2. Experimental Results

Table 3. Accuracy of three aspect matching models based on SVM, Random Forest, and
FNN

Aspect Price Performance Design Service Quality
FNN 95.7 85.2 93.9 94.6 86.4
SVM 97.3 73.4 89.6 96.1 84.1

Random Forest 96.2 70.6 88.6 95.6 84.2

Result of Aspect Matching Method Table 3 summarizes the average accuracy scores
of the three aspect matching models based on SVM, Random Forest, and FNN. By and
large, the average accuracy values are high for all aspects. For example, the accuracy
of the performance aspect is at least 70.6% in Random Forest. In the price aspect, the
accuracy of SVM is up to 97.3%. In three aspects such as performance, design, and ser-
vice, FNN outperforms both SVM and Random Forest. Interestingly, we observed that
the deep learning model like FNN is better than the conventional learning models such as
SVM and Random Forest in the aspects including many sentences. In contrast, the price
and service aspects have the small number of sentences. In these aspects, SVM is better
than the deep learning model. However, the gap of the accuracies in the different learning
models is not large. In the data set, a relatively large number of sentences are related to the
performance and quality aspects. In general, many sentences in such aspects are often am-
biguous because they may be semantically interpreted to other aspect. Thus, developing
more intelligent aspect matching models is still challenging and there is room to improve
the accuracy of the best learning models.

Sentiment Analysis of the Proposed Method Figure 6 shows the average accuracy, pre-
cision, recall, and F1–scores of the proposed method, comparing to the baseline method
that is the typical lexicon–based approach in the sentiment analysis. To find the prefer-
ence for a particular product, the baseline approach collects (1) review posts, which are
related to the product, from several product review web sites; (2) extracts sentences in the
collection after the pre–processing step such as stemming and removal of stop words is
performed; (3) classifies the polarity (either positive or negative sense) of each sentence
based on a sentiment lexicon; and (4) estimates the positive and negative ratios of the
product by dividing the total numbers of the positive and negative sentences by the total
number of the sentences in the collection. Furthermore, the baseline approach automati-
cally finds important sentences including the positive and negative meaning to/against the
product.

As a motivated example, given a product like Hyundai Sonata, customers often want
to see the summary note including what positive points are and what negative points are
in the ‘car design’ aspect. They also want to gain more useful information regarding other
aspects such as ‘car quality,’ ‘car performance,’ and ‘car service.’ Such an information
will enable customers to make good choice when they attempt to purchase their brand–
new cars. In addition, car makers will be able to figure out the public’s preferences and
positive/negative points for new models on market. In the near future, the weak points of
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the models will be improved by the sentiment analysis. For this, the baseline approach
computes the sentiment score of each sentence and then selects top–k sentences with the
highest positive and negative scores. In the figures, the experimental results show that the
proposed method outperforms the baseline method in all evaluation metrics. For instance,
the average accuracy scores of the baseline method are 75.7% and 68.1% in positive and
negative sentences, while those of the proposed method are 79.9% and 77.9% in positive
and negative sentences. This indicates that the proposed method improves about 5% and
14% accuracies, compared to the baseline method. Similarly, the average F1–scores of
the baseline method are 67.8% and 68.8% in positive and negative sentences, while those
of the proposed method are 75.8% and 79.5% in positive and negative sentences. This
implies that the proposed method improves about 12% and 16% F1–scores, compared to
the baseline method. The main reason why the proposed method outperforms the baseline
method is that three dimensions (word, sentence, and aspect–levels) are considered to find
the reputation tendency and level. In addition, the proposed word–level method considers
both importance and sentiment orientation of words, while the baseline method focuses
only on measuring the sentiment orientation of words. Another reason is because the
proposed method aggregates additional information about the importance of sentences in
order to determine the reputation tendency and level. Besides, through the aspect matching
method, because most sentences are first categorised to the right aspect, the rest methods
have a little chance to get confused to estimate the sentiment scores of the sentences.

(a) Accuracy (b) Precision

(c) Recall (d) F1–score

Fig. 6. Comparison of the proposed method to the existing lexicon–based approach
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Fig. 7. Top–1 positive and negative review documents

A Case Study of Top–k informative review documents For each aspect, both enterprise
executives and customers would like to know the summary of the detailed reviews. If
they go over the review summary, they can know the reasons why customers really like
the product and what inconvenient points exist to be improved. The proposed method
provides top–k documents of the most informative reviews. To validate whether top–k
informative reviews are really useful for producers and consumers, we conducted a case
study of K5 in Kia motors.

The left figure in Figure 7 shows the top-1 document of positive reviews in the aspect
of performance. The identifier of the review document is 62 and the document reputation
score is 0.009 that is the sum of the scores of the six sentences in the document. Each
sentence also shows the reputation score estimated by our proposed method. For instance,
0.0021 is the reputation score of the first sentence – “This car don’t have explosive accel-
erating ability, however, it is very safe.” The top–1 review document contains positive but
yet informative meanings. Similarly, the right figure in Figure 7 shows the top–1 docu-
ment of negative reviews in the same aspect. The top-1 review document contains negative
but yet informative meanings. These results clearly show that the top-1 review documents
are considerably informative. These review documents will help both producers and con-
sumers figure out the detailed pros and cons of the product that they really want to know
in the marketing research.
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A User Study and Statistical Verification To validate the effectiveness of our proposed
method, we first had interviewed with 30 volunteers who had nothing to do with the au-
thors in this article and are willing to respond to this survey. For each aspect, each inter-
viewee took a look at five sentences chosen at random which are related to the reputation
level generated by the proposed method. The interviewee chose one of (i) agree, (ii) dis-
agree, and (iii) N/A to see how much he/she agrees to the results. Figure 8 illustrates the
survey results of the six aspects. Y-axis indicates the ratios of agree, disagree, and N/A
answers from all interviewees. In the figure, it is obvious that the majority of intervie-
wees agreed to the reputation level, especially in the aspects of design, performance, and
service, while it seems that more people disagreed to the reputation level in the quality
aspect.

Fig. 8. Results of user study

In addition, we conducted additional survey for top–k informative documents of re-
views. In the performance aspect, we prepared top–1 review documents retrieved by the
baseline method and the proposed method and showed them to 30 interviewees who gave
a score in range from 1 to 5 to each selected document to see how informative it is.
We conducted the significance test using IBM-SPSS Statistics 21 and Figure 9 shows
the statistical results. We compared the proposed method to the baseline method. When
the significant level is 0.05, the null hypothesis H0 is no statistical difference between
the two methods and the alternative hypothesis H1 is the significant difference between
them. According to our Levene’s test and t–test results,H1 is accepted, indicating that the
proposed method is statistically different from the baseline method because the p–value
is extremely close to 0 and smaller than the significance level. In addition, the intervie-
wees thought that the proposed method is better because the mean score of the proposed
method is higher than the baseline method.

6. Concluding Remarks and Future Work

In this work, we propose a novel method of determining the reputation tendency and
level and selecting top–k informative review documents about a particular product. This
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Fig. 9. Statistical test results

product reputation mining approach can help both producers and consumers understand
the product well. Unlike the existing lexicon–based approach, our proposed method is
based on three dimensional points of word–level, sentence–level, and aspect–level views.
In each level, the sentiment orientation of the product is quantified in addition to the
consideration of the importance of words and sentences. In addition, the aspect matching
process can be helpful in measuring the sentiment orientation of the product. To the best
of our knowledge, our method is new, compared to the existing lexicon–based approach.
Our experiment results show the the proposed method outperforms the baseline method
and we also validated the proposed method through user study and statistical verification
tasks.

For our future work, we have a plan to develop a web–based prototype system for the
demonstration. We will also apply our method to other domains like smart phones and
cosmetic products. Finally, we will propose an automatic method of mining main aspects
about a particular product.
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Abstract. Highly mature service-oriented architecture systems have great flexibil-
ity and reusability, and can align business processes and information technologies
with high quality. Service identification plays a key role in this respect. Further, of
the different methods employed, the most popular and preferred is process-oriented
service identification. However, the absence of dependency analysis in the business
process management domain remains a challenge for the quality of future systems.
In this paper, we propose a goal-oriented dependency analysis for service identifica-
tion via business process modeling. In our analysis solution, we apply a dependency
tree featuring the relationships among requirements. The dependency relations are
analyzed to create business processes via scenarios comprising requirements and
process fragments.

Keywords: Service Oriented Computing, Service Identification, Business Process,
Dependency

1. Introduction

Aligning business processes and information technology (IT) is an important strategy
during a company’s development. The results are irreplaceable in the resultant informa-
tion system architecture [2]. To manage this alignment with different IT implementations,
several solutions have been proposed. Service-oriented architectures (SOA) increase ver-
satility and flexibility within a company [54,11,41]. To benefit from SOA, it is essential
to define its governance [25]. This becomes a benchmark for justifying whether a given
SOA system has achieved its goal. It is nearly impossible to build a perfect SOA system
on the first attempt. Therefore, the maturity level and the current state of the system must
be analyzed. To this end, several methods have been proposed in the literature. For ex-
ample, the Combined SOA Maturity Model provides a 7-level maturity process for SOA
systems [45]. Similarly, the Independent SOA Maturity Model offers a 5-level process
that provides a pathway for SOA systems to become more flexible and mature [42].

A fundamental requirement for SOA governance when pursuing business–IT align-
ment is fulfilling the need for reusable services in the system [2]. Achieving the proper
granularity of a specific service has a significant effect on the reusability of the whole
system [17]. As a first and fundamental phase of the management of the SOA’s life-cycle,

? Corresponding author: Wenge Rong



382 Jiawei Li et al.

service identification helps guarantee the business–IT strategy alignment by communicat-
ing business-related issues from an IT perspective [6]. The outcome of this phase influ-
ences not only the alignment between strategies [44], but also the development of future
systems [35].

Currently there are three main strategies used to identify services within SOA: bottom-
up, meet-in-the-middle, and top-down [5]. The top-down strategy is the most popular and
most widely used [19]. Of the different kinds of top-down methods, process-driven ser-
vice identification addresses alignment [16]. Process-oriented solutions for service identi-
fication capture functional business requirements. However, non-functional requirements
(NFR) are important in business-process modeling, because it provides associated restric-
tions and constraints [1]. Maintaining the awareness of such dependencies is a challenge,
and is helpful for detecting possible conflicts during the early stages [40]. It is difficult
to develop a good SOA for complex systems when the complex relations between ser-
vices are not fully considered [33]. In these studies, it was argued that, when extracting
services from business processes, non-functional dependencies should also be assigned
importance levels to increase the dependability of identified services.

The degree of dependency between requirements has been proven to have a signifi-
cant impact on future defects [51]. Moreover, when complexity increases, the number of
system errors increases significantly. If we underestimate the importance of dependency,
it may result in different bottlenecks and blockages in workflows [47]. Moreover, the idea
of services with high adaptability to business changes focuses on managing the depen-
dent relations between business requirements and IT realization [46]. Consequently, it is
important to precisely catalogue the dependency-analysis methods.

To solve the dependency-detection problem, many methods have been proposed. User
requirement notation (URN) was proposed to provide a more powerful process-modeling
language that focuses on dependencies by including goal-dependency management [40].
The authors argued that three perspectives should be guaranteed to achieve this goal:
process modeling, goal dependency management, and goal/process traceability. It is thus
essential to develop goal-dependency management and goal/process traceability. Whereas
URN is powerful with respect to dependencies, it is difficult to implement because of the
lack of a suitable design pattern. In the literature, business process management nota-
tion (BPMN) is a more user-friendly and popular tool, owing to its graphic presentation
[55,43].

Other solutions have been employed to solve this problem by focusing on requirement
dependencies [51]. One dependency-detection solution is goal-oriented requirement engi-
neering, which usually applies a model-oriented thinking process [37]. Another approach
is i*, which is a pure dependency analysis language proposed for all kinds of possible
dependencies [55,15]. In the latest i* model, iStar 2.0, [12], the language was standard-
ized. As a model language, iStar 2.0 proposed relation types without quantitative values
to evaluation relations.

Several other model-oriented requirements-engineering methods have been proposed.
NFRs are typically more representative of user behavior [36]. However, the logical re-
lationship to business goals is not included. Therefore, Knowledge Acquisition in Auto-
mated Specification of Software Systems (KAOS) was proposed to solve this problem
[26]. Both NFR [36] and KAOS [27] tended to increase the quantification and traceability
of the requirements domain during engineering. Alternatively, GoalBPM was an informal
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framework for goal/process traceability [24]. Unfortunately, this solution was dependent
on an ambiguous definition of effects.

Cooperating with a model-oriented requirement traceability, Cooperative Require-
ments Engineering with Scenarios (CREWS) can easily obtain scenarios pertaining to re-
quirements [48]. During the development phase of services, business goals and objectives
become performance indicators [39]. Scenarios can be used to trace service performances
and goal/process traceability.

Dependency analysis has been successful in requirements management, business pro-
cess management, and service identification [28]. In this study, we integrate dependency
with service identification. First, we model the requirements in the form of scenarios in the
requirement-acquisition phase, because the business process is another representation of
requirements [7]. Then, the scenario is translated into process fragments [13], which be-
come part of the business process. Each fragment represents a candidate service. Finally,
services are grouped per the dependency analysis results. By analyzing the dependency
among process fragments, this method identifies services with respect to the successful
traceability of business goals, and it processes the dependency relation obtained from the
requirement analysis.

Extant dependency analysis methods focus on the graphical representation of depen-
dencies between requirements. One example of dependency analysis is the use of key per-
formance indicators to trace requirements [52]. Another example is iStar 2.0 [12], which
uses a dependency net for organized dependency. iStar 2.0 proposes different types of de-
pendencies without quantitative evaluation to identify services. To produce a measurable
definition of dependency, we propose a goal-oriented dependency analysis for services
identification.

The rest of the paper is organized as follows. In Section 2, we introduce the back-
ground to service identification and related methods from a process-oriented perspective.
In Section 3, we present details of the proposed method. In Section 4, we evaluate and
discuss our method using a case study. Finally, in Section 5, we conclude the paper and
present possible future work.

2. Related Work

The alignment of a business–IT strategy is important to an organization’s success, con-
sidering the fierce market competition and different solutions presented in the literature
[18]. As an early attempt to use enterprise architecture, ATIS [3] leveraged the Zach-
mann framework to measure technology alignment [10]. Recently, with the development
of SOA, it was lauded as a feasible method of improving IT governance in the business
domain [9].

To implement efficient SOA-based applications, one preliminary task is to obtain
proper services [4]. A straightforward idea is to use business entities for service iden-
tification by analyzing the relationships among entities [35]. Every element of a business
is considered a business entity, and those with strong relations are grouped as services.
An example of a business entity is the business process, widely adopted in service identi-
fication as a top-down oriented solution, owing to the similarity between business and IT
processes [5,19].
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Generally, a top-down strategy can have two types of inputs: use cases and business
processes [20,22]. Compared to business processes, use cases do not consider tasks that
have the same function as units [5]. Alternatively, business process-oriented service iden-
tification should design proper metrics for coupling and cohesion [49]. This constitutes
the bases for different approaches.

One example of a business process-oriented top-down method was proposed by Kim
et al., who created services by analyzing and grouping different business processes or
workflows with minimum communication between them [21]. The underlying argument
was that a service should represent a group of tasks. Thus, there should be less communi-
cation to the outside and more centralization. Similarly, Ma et al. classified business pro-
cesses by weighting different SOA characteristics, such that customers obtained a group
of services with balanced characteristics, according to their needs [31]. Because SOA en-
hances the flexibility and reusability of services per its design principal [23], to balance
the contradictory characteristics, the authors proposed matrix achieved the requirements
of an information system.

Another process-driven method, P2S, analyzes the data being sent between tasks [4].
This is suitable for solving complex processes, where interoperation is realized by group-
ing collaborative tasks. By applying a new definition of business value to determine ser-
vice definitions, P2S provides a solution to combine data analysis and design metrics. By
this definition, business value is a product that is created or treated in one department of
an organization and then transferred to another. At this step, P2S obtains several candidate
services. Then, it uses pre-defined design metrics to group services together. P2S inno-
vatively combines business values and design metrics to calculate services and improve
effectiveness. Moreover, this method has proven to be efficient in decreasing errors.

However, most process-driven methods focus on decomposing business processes.
A lack of analysis of their dependencies and goals leaves us to face another challenge
with respect to quality analysis [52]. In fact, the reliability of SOA systems depends on
the existence of a secure architecture for relation management [14]. However, such an
information management system would be difficult to analyze [29]. Thus, it is important
to consider the dependency between business processes during service identification.

Identifying dependencies in business processes is recognized as a fundamental chal-
lenge in the literature. One possible solution is to use URN [40]. Compared to other
popular methods in Table 1, URN has high quality in terms of managing dependencies,
including business-process modeling in the goal-management domain. However, its de-
sign pattern is incomplete for complex situations. To make it suitable for applications.
Three essential parts are necessary [40]. It needs a graphical business-processing model-
ing language; it needs a goal-oriented method for managing requirements; and it needs a
method to relate requirement engineering results to business processes.

Several methods are employed to manage goal-oriented requirements [50], their trace-
ability, and their dependencies. Koliadis et al. proposed the GoalBPM framework [24],
which linked BPMN with KAOS [26]. This framework controls goal satisfaction during
business-process development. Another goal-oriented requirement traceability method is
NFR [36], which goes further in terms of analyzing non-functional requirements and their
relations. By classifying goals at different layers, NFR built a goal-oriented system sim-
ilar to the KAOS model. Instead of focusing on the logical hierarchy among goals, NFR
includes non-functional requirements as soft goals in the dependency tree. Instead of us-
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Table 1. Different modeling languages for dependency management.

BPMN UML iStar 2.0 NFR URN
Sequenceflow

√ √
+/- +/-

√

Roles
√ √ √

×
√

Activities
√ √

× ×
√

Events
√ √

× ×
√

Process Hierarchies
√ √

× ×
√

Goal Modeling × ×
√ √ √

Goal Model Evaluation × × ×
√ √

Goal/Process Traceability × × × ×
√

ing logic relations, as in KAOS, to analyze dependency relations, the NFR dependency
tree focuses on the relationship between soft and functional goals. Another efficient goal-
oriented method is iStar 2.0 [55,12]. Based on the analysis of the dependency relations
among actors, iStar 2.0 forms self-explained modeling languages for tasks in business pro-
cesses, which include not only the dependency among goals but also dependencies among
actors or tasks. At the goal level, iStar 2.0 proposes refinement relationships for goals. See
Table 2. For refinement links, iStar 2.0 defines AND-refinement and OR-refinement re-
lationships. However, it does not propose an evaluation method to measure the degree of
dependency.
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Fig. 1. iStar 2.0 modeling language example

From the literature, business processes have had a close relationship with requirement
engineering [7]. Thus, a business process is simply another representation of related and
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Table 2. Links between elements in iStar 2.0 model

Goal Quality Task Resource
Goal Refinement Contribution Refinement NA

Quality Qualification Contribution Qualification Qualification
Task Refinement Contribution Refinement NA

Resource NA Contribution NeededBy NA

elicited requirements. To model and verify a business process, we must find a suitable
requirement engineering method [49,53]. Process fragments [13] are designed to specify
an action that is needed to compare business processes with itself in order to manage
the overall process. Matching a scenario of requirements to a process fragment helps us
understand the logic inside a business process.

3. Dependency-Aware Service Identification

From the above discussion, business process-oriented service identification is promising
for SOA-based business–IT alignment, and dependencies among processes should be em-
phasized simultaneously. There are many dependency detection and analysis tools in the
literature, and the methods used to employ their ideas for service identification vary. In
this research, we propose a dependency-aware process analysis framework, where we
first employ BPMN to model business processes, because BPMN is a powerful extended
markup language-oriented machine-friendly language. It enables more choices for gate-
ways and special cases and graphical representations of business processes for ease of
understanding [8].

Specifically, we adopted a 3-stage service-identification mechanism for this research.
In the requirement-acquisition phase, we recognize requirements as scenarios using the
popular CREWS–Scenarios for Acquiring and Validating Requirements [48]. After de-
veloping a library of requirements, we develop a KAOS goal-oriented model [26], as a
goal-dependency study [32]. We match scenarios using process fragments and. We group
service candidates according to the dependency tree, where requirements with dependent
relations located in the same root goal have high affinity.

3.1. Requirement Acquisition

The first task for service identification is to define the dependency between different busi-
ness processes. To analyze the dependency, it is necessary to understand the requirements,
because dependencies give rise to conflicts between requirements. To this end, we define
requirements as follows:

R = {Id,D, S, Sc}. (1)

In this dependency-analysis method, a requirement, R, is defined by a unique identi-
fier, Id, which serves to guide the relation between requirements and goals when the
requirement description changes. For ease of understanding, the description information,
D, stored in a unique requirement, should be of a semantic form. It is also possible to
trace back to the source of a requirement. The source, S, helps the requirement engineer
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review the need for the requirement. The set of scenarios, Sc, included in the definition
of a requirement is a representation of traceability management and dependency analy-
sis. CREWS [48] is a model-oriented method employed for scenario construction. In this
definition, a unique requirement can have more than one scenario.

After requirements are defined, the next challenge is representing the dependency
among requirements. In this research, we employ the dependency tree per the goal-oriented
requirement engineering principal by combining the logic relation defined in KAOS [26]
and the goal’s level distributions of NFR [36]. A branch in the requirement dependency
tree is defined as follows:

K = {R,Go, T t, Sr}. (2)

From the definition of a branch, this equation contains information about the requirements
parent and child goals. A branch always points from the leaves to the root. There are two
kinds of branches: “AND” branches and “OR” branches. Both branches signify the logical
relation between sub-goals and goals. The logical relationship between goals helps iden-
tify dependencies between sub goals. The rules are defined in the dependency analysis
section. The satisfaction coefficient of a dependency branch is given by the dependency
relation between the goal and its sub-goal. To obtain the satisfaction level of a goal, we
work from the bottom of the dependency tree. The satisfaction level is classified as “sat-
isfied,” “weak,” or “unsatisfied.” A requirement with all of its scenarios satisfied by the
business process will have the state, “satisfied.” If only some scenarios are satisfied, the
relation is “weak.” Otherwise, the requirement is “unsatisfied.” This satisfaction relation
occurs between the parent goal and a sub-goal, and it can be translated as another form of
dependency for the destination goal.

According to the definition of “scenario” in [48], we define a scenario as a sequence
of events having one possible pathway through a use case containing some actions.

Scej = {ev0, ..., evp}, (3)

where two types of scenarios are further defined. The execution scenario is designed for
execution. This kind of scenario has a positive effect on the parent goal. A forbidden
scenario is a constraint that should not be executed. Forbidden scenarios have negative
effects on the parent goal. When we wish to control for the greatest satisfaction of one
goal, it is necessary to combine both positive and negative influences of the sub-goals.

In this research, a scenario is formed by events. In [48], an event could specify the
system status before or after an actions resulting in a change. To simplify the comparison
between scenarios and business processes, we use only the information of the changing
state (i.e., event) but not the details of the action needed in the requirements. Therefore,
one event can be defined as a set of data with its new state and the information of the
changing source. Each dataset has a data object, a state of data, and a changing source.

ev = {Dt1, ..., Dtq} (4)

Dtl = {Do, st, sc} (5)

Another kind of event is the condition for execution. This event only exists for a con-
dition flux or a condition gateway. A condition event contains one condition description
line and a chosen condition. With the chosen condition, we can orient the condition with a
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certain condition flux. This kind of event helps us discover complex structures of process
fragments.

ev = {Cd1, ..., Cdq} (6)

The last kind of event is of temporal significance: state of system. If we need to locate
a scenario involving the specific state of a system, it can be found in an event. The state
of a system is defined as the need of a company. This kind of event can help to not
only define the significant time points for the system, but also the waiting-time for the
system. The BPMN modeling business process has several special time events requiring
time significance (e.g., interrupted events). Interrupted events make the system wait for a
period before executing the predefined action.

ev = {St1, ..., Stq} (7)

In the analysis of the similarity between scenarios and business processes, process
fragments are a part of business processes and can be located as follows.

PF = {Id, T,E, F,A,G,L,∆}. (8)

A process fragment is connected to a unique requirement. Therefore, it contains the
requirement identification. Inside a process fragment, information exists to rebuild a busi-
ness process section , including the set of tasks, the set of different kinds of associa-
tions, the set of gateways, the set of lanes, and the set of data. Depending on the type of
BPMN element, each has its own definition, and they differ according to their identifi-
cation. Therefore, we follow the identification of each element. There are two types of
connecting elements: flow and association.

A sequence flow is the basic connecting element in the BPMN language, and it con-
tains information about the source and the target references. A message flow is a special
flow that includes additional information about a message sent in the same direction as
the flow itself. As with the definition of the flow, it uses data association. The difference
between a basic flow and a simple association is whether or not the two connected ele-
ments belong to the same participant. If an association is simple, it connects an internal
task with one outside the current participant. To trace the data information of a task, we
collect information about the data association. A data association has two additional im-
portant variables compared to a basic association: ioSpecification andDataSet. If data
association is linked to the input data, the ioSpecification is “input,” and the DataSet
is an inputSet. If the data association is linked to the output data, the ioSpecification is
“output,” and the DataSet is an outputSet.

For ease of management in data information, the process fragment uses ∆ as a set of
data. Input Data is a data object linked to a data association with ioSpecification=“input.”
Output Data is a data object linked to a data association with ioSpecification=“output.”
An event shows changes in the state of data or information before and after a task. We can
now compare the difference to understand a business fragment. The matching process is
described in the next section.
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3.2. Scenario Matching

The objective of this step is to locate a process fragment linking the scenario of a business
process requirement. A business process, BP, has a similar definition as process fragment,
pf:

BP = {T,E, F,A,G,L,∆}. (9)

A business process should have at least one start event and one end event. Normally,
a business process belongs to a process fragment. However, a process fragment is not al-
ways a business process. To manage the dependency of each business process, we define
a relation-matching matrix, which maps the business process to the satisfied process frag-
ment in a requirement. The satisfaction process-fragment management matrix linked to
the giving business process saves information pertaining to connected requirements. This
matrix is defined as:

Mi := [Id, pf1, ..., pfm]. (10)

This matrix is a 1 × (m + 1) matrix and belongs to a specific business process, where
the result corresponds to the scenarios of one requirement. If the business process satis-
fies the scenario of this requirement, the corresponding pfj equals 1. Otherwise, it is 0.
The size of this matrix depends on the number of scenarios processed by the correspond-
ing requirement. The entire management matrix forms the set, M [n]. After searching
for the corresponding requirements and scenario sets for each Mi, we have a set of re-
quirements linked to the business process, R[n]. For each chosen Ri, we have a set of
process fragments, PFi[m], linked to them. For each Ri, we check each scenario, Scej .
If the sequence of the process is found to match the sequence of events in the scenario,
pfij+1 ∈Mi is set to 1. Otherwise, it is set to 0.

Comparing a scenario and business process begins with the first event in Scej . Ac-
cording to the definition of PF , we can define a τ{F,A,L,∆}. The elements belonging
to F are sequence flows, condition flows, or default flows. Condition flows and default
flows are considered special events. For these, we recognize the condition as informa-
tion inside the data. In other words, when we meet a conditioned gateway, we should
match the condition with the existing data content in an event. Otherwise, a task can only
have one in and one out. Thus, neither the flow pointing to the task nor the flow leaving
the task influences the comparison of scenarios and business processes. If a scenario has
found a matching sequence of tasks, the flows in the business process will be succeeded
by the process fragment. From the definitions of the relation between output data and a
task and its input, we know that all data are linked to a certain task via data association
or another association. Consequently, most comparisons consider the difference between
associations and lanes.

Events normally occur either before or after a task. In this research, we assume that
our process fragment involves a task before an event. However, tasks after the last event
are not considered. First, we determine whether the belonging lane of a task is the same
as the changing source of the event. A task’s belonging lane should be the same as the
changing source of the data post event. When an event has more than one changing source,
this is possible only when the event occurs after a gateway. When an event has only one
changing source for all data, a task can have only one input and one output. Data actions
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generally have four states: create, read, update, and delete [4]. We group all actions (e.g.,
rewrite, fill up, send, and copy) in the update state, which represents operations performed
on the data. Therefore, given a task, τ , and several flows, F , associations, A, swim lanes
or collapsed pools, L, and some portions of data, D, linked to the tasks, we can determine
the matching method for a satisfied scenario, as shown below.

To match an event with on in a business process, if a start event has a message mission,
the same message should have at least data ∈ ev and data.state =′ R′, with the message
being a part of the data. If an end event has a message mission, the same message should
have at least data data ∈ ev and data.state =′ U ′, with the message being a part of the
data.

It is more difficult to match an event with a task than to match an event with another
event in a business process. The matching rules are proposed depending on the state of
the data. For a data event, if the data state is “C,” (i.e., data is created during this task), we
have

datal.dataObject ∈ τ.output. (11)

When this piece of data is a message connected to a message association, then this mes-
sage association is directed outwards. Most importantly, an object that is created during a
task should not be found at any time before this task. For a data event with a data state,
“U,”

datal.dataObject ∈ τ.input & datal.dataObject ∈ τ.output. (12)

When this piece of input data is a message connected to a message association, then this
message association is directed inwards. When this piece of output data is a message
connected to a message association, then this message association is directed outwards.
Because updating is a complex operation on a piece of data, the detailed definition of the
same update action should be defined by the company itself. For a data event with a data
state given as “R,” we get

datal.dataObject ∈ τ.input. (13)

For a data event with a data state given as “D,” the data situation should be given as an
“R” state. However, in this case, we should be sure that this object will no longer be used.

When an event is found to match the data states of two tasks, the task in front of the
testing event will be examined if it is in the assumed lane. If so, the task will be a part
of the process fragment. Because we consider the business process for a scenario, we
will have the result of satisfaction. For a scenario where we find a process fragment that
fulfills all scenario events, this scenario is satisfied. Otherwise, it is unsatisfied. To build
a process fragment, we ignore the tasks or gateways between two matched tasks and use
a simple flow for connection. If the matched tasks have a parallel, inclusive, or exclusive
relation between them, the gateway relation should be inherited by the process fragment.
After building the matching-process fragment, we obtain several matching matrices for
the relation between the business process and requirements.

3.3. Service Grouping

In this phase, we already have a business process linked to requirements with a matching
matrix. Because we used the scenario comparison, the location of the requirement should
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group several tasks together, or they may be located inside one task. A matching scenario
forms a candidate service. For candidate services that satisfy the same requirement, we
propose that they be grouped together. If a task is identified as being used by several
requirements, we recommend grouping services per the minimum connection rule with
respect to how loosely coupled they are.

If two process fragments are situated next to one another, we should go through the
requirement dependency-relation tree to minimize the dependent relation between two
services. The dependent requirement will only be analyzed for one generation, which in-
dicates the leaf generation for the requirement. The resulting service dependency relation
is defined as follows:

Rs = {M0, ...,Mx}. (14)

This is a set of matching matrices for requirements with a satisfaction level of at least
“weak”. The dependency relation is traced back to the dependency tree by the matching
matrix. On each occasion, when a service changes, we trace back to the related require-
ments for verification, and, according to the goal-oriented model, we obtain a list of pos-
sibly impacted services. In the case where there are changes to a specific requirement,
services linked to the requirement can be modified rapidly.

To analyze the dependency, we need a goal-dependency coefficient that has a direct
relation with the dependency tree. Apart from the branch that points to a goal null, each
branch of the dependency tree has a coefficient for the identification of the contribution
of a sub-goal, and each coefficient should be between 0 and 1.

(a) Or relation (b) And relation

Fig. 2. Goal relation.

For a goal-dependency relation type, “OR,” as shown in Fig. 2(a), we define the coef-
ficient of the dependency as a measurable degree to enable us to understand how well the
goal can be satisfied by satisfying the sub-goal. This kind of dependency between parent
goal and sub-goal is the level of satisfaction that is contributed by the child goal to the
satisfaction of the parent goal. The satisfaction dependency is created by the use of the
model for requirement management.

κ1, κ2 ∈ [0, 1] and κ1 + κ2 ≤ 1. (15)



392 Jiawei Li et al.

The dependency relation between the two sub-goals, GD(Go1, Go2) = 0. Because we
ignore the other types of dependency, two different sub-goals with the “OR” relation will
not influence one another. Then, the dependency relation between Go and Go1 or Go2
should be the same value as the coefficient of dependency:

GD(Go0, Go1) = κ1, GD(Go0, Go2) = κ2. (16)

For a goal-dependency relation type, “AND,” as shown in Fig. 2(b), the coefficient of
dependency should be as follows:

κ ∈ [0, 1] and κ1 × κ2 = κ. (17)

In the “AND” relation, two sub-goals have a higher dependency on each another than with
the “OR” relation. When we analyze their relations, it is easy to tell if one goal of this type
of relation causes a conflict with the parent goal. Their combined effect should also be
negative to the parent goal. Therefore, for an “AND” relation, two sub-goals should be at
least weakly satisfied for a satisfied goal,Go. Moreover, the dependency relation between
the two sub-goals, GD(Go1, Go2) = 1, meaning the two sub-goals are not independent
of each other and that they should cooperate for the parent goal.

To calculate the goal-dependency relation of a given goal, Gox, with another goal,
Goy , when we already have a known GD(A,B), we have:

GD(Gox, Goy) = GD(Gox, A)×GD(A,B)×GD(B,Goy). (18)

Given the definition of the dependency equation between goals, we should find the co-
parent for these two goals in the lowest position to obtain their dependency coefficient.
Using the special coefficient calculation equation, we predefine if GD(Go,Go) = 1. In
other words, one requirement dependent entirely depends on itself, because it shares the
same resources with itself.

Using requirement-dependency equations, we can thus conclude a dependency calcu-
lation equation, as follows, for two identified services:

Y =

∑0≤j≤v
0≤i≤u GD(Goi, Goj)

u× v
. (19)

In this equation, the dependency between services is calculated by the sum of each of
their requirements. u and v represent the number of requirements belonging to the two
services that are compared.

4. Case Study

To evaluate the service identification method, we performed a case study of the booking
process to validate its capability. The booking process contains a basic hotel booking and
an entertainment service that is an alternative for customers. Each reservation should be
paid for a confirmation of booking. The reservation process is shown in Fig. 3.

To deal with the reservation requirement, the employee of the sales department will
show the customer a detailed table of prices. If the customer is not satisfied with the prices
and decides against reserving a room or a ticket, the process will end. If they continue to
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Fig. 3. Booking Process.

the next step, the customer can select from booking only for rooms, only for tickets, or for
both. After the booking process, the customer will be either satisfied or unsatisfied with
the search result. If they need to look up an alternative, it will be easy to restart from the
beginning. When the booking process is completed, the customers are required to pay a
reservation fare. Afterwards, a booking confirmation will be sent to the customers.

To calculate the dependency between requirements so that we can reuse the results
for obtaining services, we developed a Java-based tool. The first tab of the application is
designed for the information of the business process shown in Fig.4.

4.1. Requirement Acquisition

This booking process is linked to several requirements. We have a list of main require-
ments. The goal-oriented model is built upon the KAOS model proposed in [26]. This
goal-oriented model is built on a tree model with a goal-level definition from an NFR
requirement management tree and a logic relation definition from a KAOS dependency
tree. First, the requirements for this booking process can be derived as follows:

1) R1: Customers want to book hotels or entertainment tickets. 2) R2: Customers want
to view the price table. 3) R3: Customers want to receive booking confirmation feedback
at the end of the booking. 4) R4: The marketing department wants to promote a different
package of tickets to customers. 5) R5: The hotel wants to avoid over-booking. 6) R6: The
financial department wants to collect a reservation fee before the booking process ends. 7)
R7: Customers want to return to review the price table if not satisfied. 8) R8: The financial
department wants to charge booking fee to confirm the booking.

In the tool developed for dependency calculation, we can use requirement manage-
ment windows to insert a new requirement into the tool, as shown in Fig. 5. In this win-
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Fig. 4. Dependency Aware Requirement Analysis Tool.

dow, if we create a requirement without pointing it to a parent goal that is not null, we
create the goal in terms of strategy levels. If there are choices with respect to the parent
goal, a new goal can be chosen from among them. When a goal is connected to its parent
goal with a logic AND, it can choose from a list of possible sub-goals of this parent goal
with logic AND. Because all sub-goals with logic AND are not connected directly to their
parent goal, these choices will influence the dependency analysis process.

Fig. 5. Requirement-management window used to develop new requirements.

After creating requirements, the dependency tree is automatically built. The depen-
dency in this study is equally distributed. In other words, we consider that all requirements
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can fully satisfy their parent goals if satisfied. Then, each sub-goal is equally important
according to its logic relation. We can therefore obtain a requirement table using all the
information inside, as shown in Fig. 6. In the case of modifying the information of one
requirement, we can simply select a row of this table and change the information in the
form below it. The dependency tree of this case study is shown in Fig. 7.

Fig. 6. Requirement-management window for information and editing information.

Fig. 7. Goal-oriented model.
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Taking requirement R1 as an example, we can derive a requirement and scenarios
by using the method proposed in [48], as shown in Fig. 8. We first study requirement
R1 and obtain a use case with two possible actions taken by clients. Before these two
actions, we can create a “need document. After reading the needs of clients and choosing
rooms or tickets for the client, the price shows up, and the process produces a “booking
confirmation document.

Fig. 8. Scenarios and use case for requirement R1.

Scenario Events
Scenario 1 Need(C) - Need(R) & RoomChosen(C) - RoomChosen(R) & Confirmation(C)
Scenario 2 Need(C) - Need(R) & Ent1Chosen(C) - Ent1Chosen(R) & Confirmation(C)
Scenario 3 Need(C) - Need(R) & RoomChosen(C) - Need(R) & Ent1Chosen(C) - Room-

Chosen(R) & Ent1Chosen(R) & Confirmation(C)
Table 3. Scenarios of requirement R1.

According to Table 3, we can use the tab scenario to model the scenario of require-
ment R1 and the other requirements using data events. Otherwise, we can have the list
of other requirements modeled using scenarios shown in Table 4. When we apply all the
information related to the scenarios, we obtained in the tool the table shown in Fig. 9

4.2. Scenario Matching

After obtaining scenarios, we can match the process fragment. In the tab, “process frag-
ment, if we apply the “refresh button, we can obtain a simplified version of the pro-
cess fragment according to certain scenarios. With the help of automatic calculation,
we can remodel each process fragment. To continue the analysis, the detailed results
of process fragments are shown in Fig. 1 to 8 in the process fragments section in the
appendix. Therefore, we can have a group of tasks as a candidate service {τ2, τ4, τ5,
τ6 } for requirement R1. Similarly, we have {StartEvent, τ1, EndEvent1} for re-
quirement R2, {EndEvent6} for requirement R3, {τ2, τ3,τ6} for requirement R4, {τ4,
EndEvent2} for requirement R5, {τ7, τ8, τ9, τ10, EndEvent4} for requirement R6,
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Requirements Events
R2 BasicInfo(R) - BasicInfo(R) & PriceTable(U)
R3 Confirmation(U)
R4 Need(R) - BasicInfo(R) & Need(R) & SetChosen(C) - SetChosen(R) & Confirmation(C)
R5 Need(R) & RoomChosen(C) - ”Room: No?”
R6 Confirmation(R) - AcountInfo(R) - AccountInfo(U) - Confirmation(U)
R7 ”Exist alternative: No? Yes”
R8 Confirmation(C)

Table 4. Scenarios of requirements R2 to R8.

Fig. 9. Information about all scenarios.
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{StartEvent, EndEvent3} for requirement R7, and {τ10, EndEvent4} for require-
ment R8.

In order to analyze the relation between two services, we calculated the dependency
relation between them using the modeling tool shown in Fig. 10. The result is calculated
automatically per the definition of dependency. According to the dependency tree, we can
classify three main services: {StartEvent, τ1}, {τ2, EndEvent1, τ3, EndEvent2, τ4, τ5,
EndEvent3, τ6}, and {τ7, τ8, τ9, τ10, EndEvent4}. With this proposition of candidate
services, we can calculate the dependency between any two, and the results are shown in
Table 5. According to the table, three services are relatively independent of each other.

Fig. 10. Dependency relation for services.

Candidate services Requirements C1 C2 C3
C1 R1, R4, R5 - 0 0.17
C2 R2, R7 0 - 0
C3 R3, R6, R8 0.17 0 -

Table 5. Dependency between candidate services.
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4.3. Discussion

To evaluate the proposed method, we compared it to other popular methods, as shown in
Table 6. The [35] method was used in an attempt to cluster business entities, but the def-
inition of business entities can change from person to person. Once the business process
changes, the standard of business entities will need to be redefined. The [31] method was
applied to a workflow. The result can change according to the weight matrix. However,
we should not amend the weight matrix. This matrix will be used for different business
needs and an amendment will cause a big impact. [21] provided another process-driven
method that works by analyzing the Petri net. However, it depends on a rule respecting a
minimum communication between services. When a new communication is established, it
may influence the belonging location of a task. The structure of services may also change.
[4] is the only method that can be tested for our case study. The result shows that R6 is
separated. We determined that the reason was the absence of a connection between tasks
7 and 8 and tasks 9 and 10. Therefore, the business process should have enough details to
enable the calculation.

The goal-oriented dependency analysis in the service-identification method has not
only an advantage in the service-identification phase, but also with respect to the continu-
ity of the life cycle of services. If the business process changes for a short period, all the
other methods must redo the calculation. Because the services identified from our method
are related to specific requirements, it is not expected that there would a significant change
to the structure of services. However, the other method does not guarantee this.

Table 6. Comparison between service-identification methods.

Method Inputs Method Evaluation Apply to this
case?

For future governance in
SOA?

Goal-
Oriented
dependency
analysis

Business
process in
BPMN

top-down case study
and evalua-
tions

Yes 3 services Yes. No need to redo
the calculation. Services
are traceable linking to
requirements and they
change only when re-
quirements change.

[4] Business
process in
BPMN

top-down case study
and evalua-
tions

Yes 5 services No. Should redo the cal-
culation if business pro-
cess changes.

[21] Petri Net top-down case study
and evalua-
tion

No No. Should redo the
calculation if Petri net
changes.

[31] Workflow top-down case study No No. Should redo the cal-
culation.

[35] Business
Entities

top-down case study
and evalua-
tion

No No. Should redo the cal-
culation.

From the dependency relation table shown in Fig. 10, we can also get dependency
calculation results for any two requirements. Depending on the number of requirements
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accumulated in the first step, we will obtain a table of a different size. In this table, we
can also verify the time required to obtain the matching process fragment. We then obtain
the result shown in Table 7. The times taken to obtain all data events are nearly equal,
and the number of events is not expected to change while obtaining results. The searching
method used in this tool causes the only dependency of time based on the size of the
business process.

Table 7. Testing the matching efficiency.

Requirement/Scenario First data event Last data event Entire scenario Average
R1sce1 0.023131306 s 0.035481503 s 0.022244722 s 0.020 s
R1sce2 0.038197306 s 0.02403289 s 0.020332213 s 0.022 s
R1sce3 0.020299843 s 0.02483421 s 0.024278812 s 0.022 s

R2 0.020369713 s 0.026578955 s 0.023192885 s 0.025 s
R3 0.020369713 s 0.023752625 s 0.027197117 s 0.022 s
R4 0.020315238 s 0.021352217 s 0.024698419 s 0.021 s
R5 0.020663793 s 0.021249191 s 0.020074053 s 0.021 s
R6 0.020581293 s 0.024200654 s 0.020899847 s 0.021 s
R8 0.020717083 s 0.020313659 s 0.024139469 s 0.020 s

5. Conclusion and Future Work

We proposed a goal-oriented dependency-analysis method for service-identification by
finding the business requirements in a business process, realizing the dependency relation
of requirements for business processes and services in SOA, and proposing a definition
of dependency among services. As shown in the case study, this method can provide an-
other proposed standard for classifying tasks to services before applying design metrics to
identify services. We considered the definition of cohesion; the loosely coupling of SOA
is closely linked to the requirement. A service that integrates fewer numbers of possible
requirements is more specific. A service will be more independent if it is not required
cooperate with another service serving the same requirement. Therefore, in this study,
we developed a tool to manage requirements and calculate the process fragments. More-
over, with the predefinition of dependency equations, we can easily obtain the dependency
among services.

Because there are still a variety of gateways and events in business processes, process
fragments face more complex business processes with which they should be matched.
Additionally, we plan to study the case where a business process does not fully satisfy
a requirement. For example, if the requirement is difficult to fulfill because of limited
capability, the important part of the scenario will be satisfied and the rest will be ignored.
In this case, it should still be possible to recognize the requirement in a business process.

For future work, service identification will be extended to services with web service
definition language so that the identified services can be discovered. Then, by pairing
business process with IT processes [20], it will possible to develop a service-identification
phase that is more traceable both from requirements and technical perspectives. Further-
more, when applying SOA to the design of Web services, the low frequency with which
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services are reused is a challenging task [54]. To decrease the difficulty of finding services,
several solutions have been proposed, for which a complete knowledge warehouse appears
to be a promising solution [38]. However, it difficult to relocate a particular service from
a large service center [30]. Thus, it would be a large amount of management work for
the service center. In this paper, we proposed to organize different services based on the
requirements management method, because it helps improve the efficiency of managed
changes [34]. Therefore, there is a need for further research to develop linkages between
requirements and the knowledge-based services center.

Acknowledgments. This work was partially supported by the National Natural Science Foundation
of China (No. 61472021).
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34. Mellegård, N., Staron, M.: Improving efficiency of change impact assessment using graphical
requirement specifications: An experiment. In: Proceedings of 11th International Conference
on Product-Focused Software Process Improvement. pp. 336–350 (2010)



Goal-oriented Dependency Analysis for Service Identification ?? 403

35. Merabet, M., Benslimane, S.M.: A multi-objective hybrid particle swarm optimization-based
service identification. In: Proceedings of 1st International Conference on Advanced Aspects of
Software Engineering. pp. 52–62 (2014)

36. Mylopoulos, J., Chung, L., Nixon, B.A.: Representing and using nonfunctional requirements: A
process-oriented approach. IEEE Transactions on Software Engineering 18(6), 483–497 (1992)

37. Nuseibeh, B., Easterbrook, S.M.: Requirements engineering: a roadmap. In: Proceedings of
22nd International Conference on on Software Engineering. pp. 35–46 (2000)

38. Papazoglou, M.P., van den Heuvel, W., Mascolo, J.E.: A reference architecture and knowledge-
based structures for smart manufacturing networks. IEEE Software 32(3), 61–69 (2015)

39. Papazoglou, M.P., Traverso, P., Dustdar, S., Leymann, F.: Service-oriented computing: State of
the art and research challenges. IEEE Computer 40(11), 38–45 (2007)

40. Pourshahid, A., Amyot, D., Peyton, L., Ghanavati, S., Chen, P., Weiss, M., Forster, A.J.: Busi-
ness process management with the user requirements notation. Electronic Commerce Research
9(4), 269–316 (2009)

41. Raman, A., Bharadwaj, S.S., Mukherjee, J.: Developing soa-enabled service agility capabili-
ties: case studies in services industry. International Journal of Business Information Systems
27(1), 21–44 (2018)

42. Rathfelder, C., Groenda, H.: isoamm: An independent SOA maturity model. In: Proceedings
of 8th International Conference Distributed Applications and Interoperable Systems. pp. 1–15
(2008)

43. Salles, G.M.B., Fantinato, M., Barros, V.A., de Albuquerque, J.P.: Evaluation of the strali-bpm
approach: strategic alignment with BPM using agreements in different levels. International
Journal of Business Information Systems 27(4), 433–465 (2018)

44. Schelp, J., Aier, S.: SOA and EA - sustainable contributions for increasing corporate agility. In:
Proceedings of 42nd Hawaii International International Conference on Systems Science. pp.
1–8 (2009)
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Appendix A. Process fragment

The result of process fragments are shown below from Fig. 1 to 8.
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Abstract. P2P networks have become a commonly used way of disseminating con-
tent on the Internet. In this context, constructing efficient and distributed P2P rout-
ing algorithms for complex environments that include a huge number of distributed
nodes with different computing and network capabilities is a major challenge. In the
last years, query routing algorithms have evolved by taking into account different
features (provenance, nodes’ history, topic similarity, etc.). Such features are usu-
ally stored in auxiliary data structures (tables, matrices, etc.), which provide an extra
knowledge engineering layer on top of the network, resulting in an added semantic
value for specifying algorithms for efficient query routing. This article examines the
main existing algorithms for query routing in unstructured P2P networks in which
semantic aspects play a major role. A general comparative analysis is included, as-
sociated with a taxonomy of P2P networks based on their degree of decentralization
and the different approaches adopted to exploit the available semantic aspects.

Keywords: P2P systems, query routing, network topology.

1. Introduction

A peer-to-peer network (or just P2P network) is a computing model present in almost
every device, from smartphones to large-scale servers, as a way to leverage large amounts
of computing power, storage, and connectivity around the world. In a P2P network, each
peer can act indistinctly as a client and a server and can collaborate in order to share infor-
mation in a distributed environment without any centralized coordination. These systems
are vulnerable to security problems, abuse, and other threats, and consequently, it is nec-
essary to be resilient to different forms of attacks, to have mechanisms to detect and re-
move poisoned data [20,72], and to distinguish spammers from honest peers [92,122,94].
Despite these issues, P2P networks are widely used for large-scale data sharing, content
distribution, and application-level multicast working with a tolerable waiting time for the
users [86,97,144].

P2P technologies have demonstrated great potential to support distributed informa-
tion retrieval. The typical information retrieval problem in P2P networks involves finding
a set of documents in the network that are relevant to a given query. To better describe
the problem of information retrieval in P2P networks, it is useful to identify a number
of salient features, as illustrated in Figure 1. In a P2P information retrieval network each
device or node (peer) maintains a collection of documents available to share with other
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peers. In order for those peers to interact with each other, several components are required
to support search among peers associated with a given query. These components include
a routing algorithm, routing tables, indices, and an established protocol that manages the
queries that each node can handle [56,48,121]. The routing algorithm determines how a
node searches for information by sending query messages to other peers. When a peer re-
ceives a query message, it attempts to retrieve relevant documents from its own collection,
forwarding as well the query to other peers in the network.

In the context of P2P networks, it is necessary to distinguish between the physical net-
work and the logical network. The former consists of real physical connections between
devices while the latter is a topology that emerges from the peers’ interaction. Since the
interaction between peers can be guided by their semantic relations, semantic communi-
ties commonly emerge in logical networks [36,22].

Messages Devices / nodes

Routing tables

Indices

Physical topology

Queries Documents

Logical topology

Routing algorithm

Fig. 1. Conceptual elements which characterize a P2P network.

Different methodologies and techniques for information retrieval on P2P networks
have been proposed [129], providing alternative approaches to exploit the concept of so-
cial communities on the Internet. Some of the benefits which result from applying P2P
information retrieval networks are the following:

– By their very nature, P2P networks do not need a centralized administration, being
self-organizing and adaptive (in the sense that peers can enter and leave the network
without any external control).

– Peers can have access to several storage and processing resources available from dif-
ferent computers and devices in the network.

– Since pure P2P networks are distributed and decentralized, they tend to be fault-
tolerant and with a good load balance for handling network traffic.

Over the years, the Internet has become increasingly restricted to client-server appli-
cations. Unfriendly protocols and firewalls are examples of aspects that restrict and limit
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the use of Internet. To some extent, P2P technologies can be thought of as a way of re-
turning the Internet to its original cooperative design, in which every participant creates
as well as consumes [101]. The emerging P2P networks could thus empower almost any
group of people with shared interests such as culture, politics, health, etc.

In this article, we present a review of literature solutions to the information retrieval
problem in unstructured P2P networks and a description of the main techniques for rout-
ing queries in structured and semi-structured P2P systems. Our analysis includes a novel
classification of these systems, putting special emphasis on their semantic aspects and
the different existing routing algorithms. While existing algorithms have facilitated the
implementation of robust distributed architectures, there are still several limitations faced
by current search mechanisms. Indeed, the information retrieval problem is more com-
plex than the traditional problem of searching for resources based on object identifiers or
names. Over the years, the information retrieval community has developed numerous doc-
ument retrieval techniques for centralized search. However, these methods cannot be di-
rectly applied to P2P information retrieval networks, where search is not centralized since
documents are distributed among a large number of repositories. Given the information
explosion that we have experienced in the last years, such new capabilities are an impor-
tant step for making P2P networks effective in many applications that go beyond simple
data storing. There has been previous research work which provided the background for
our analysis: [147] presents a review of some early methods developed to address infor-
mation retrieval problems in P2P networks. An empirical comparison of some of these
methods is presented in [132] and a more recent survey of the major challenges for P2P
information retrieval is presented in [129].

The remainder of the article is organized as follows: Section 2 presents some back-
ground concepts used in the rest of the paper, including a description of the main compo-
nents of P2P networks and a classification of P2P search algorithms. Section 3 presents
a summary of the most important search algorithms in P2P networks, highlighting those
that make use of semantic aspects. Section 4 provides a comparison and classification of
the algorithms presented in Section 3. Finally, the conclusions derived from this analysis
are presented in Section 5.

2. Background

According to [117], a P2P network is, in its pure form, “a distributed system in which
every peer communicates with other peers without the intervention of centralized hosts”.
In real-world P2P networks, the participating peers are typically computers to be found
at the edge of the network, in people’s offices or homes [77], Thus, a P2P network turns
out to be formed by a set of machines, which offer a wide range of capabilities when con-
sidering storage and Internet access speeds, being attractive for different computing tasks
(such as file sharing, media streaming, and distributed search). P2P networks have usu-
ally no centralized directory, being self-organizing, with the ability to adapt to different
circumstances associated with the participating peers (e.g. joining in, failing or departing
from the network). It is worth noticing that the use of a common language ensures that the
communication between peers is symmetric for both the provision of services and com-
munication capabilities. From this symmetry the P2P network can also be characterized
as self-scaling, since each peer that joins the network adds a new computational resource
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to the available total capacity [32,112,29]. There are many important challenges specific
to P2P networks [45], such as how to administrate resources properly, how to provide an
acceptable quality of service while guaranteeing robustness and availability of data, etc.
Reviews of different P2P frameworks and their applications can be found in [24,105,89].

The rest of this section will present different dimensions relevant for assessing P2P
networks. First, in subsection 2.1 we present a common classification for P2P networks.
Then, subsection 2.2 introduces the concept of semantic aspect in the context of P2P
information retrieval. Subsection 2.3 introduce a novel taxonomy for routing algorithms
based on semantic aspects. Subsection 2.4 present the importance of distributed hash ta-
bles for the implementation of routing algorithms mainly for structured topologies. To
conclude the section, subsection 2.5 introduces some of the salient applications of the
P2P technologies.

2.1. Network classification

A common approach to classify P2P networks is based on their degree of centralization,
which results in three possible alternatives:

– Centralized: These P2P networks have a monolithic architecture with a single server
that allows transactions between nodes and keeps track of where content is stored.
For example, Napster [100] had a constantly-updated directory hosted in a central
location (the Napster website). This system was extremely successful before its legal
issues [50]. Clearly, this centralized approach scales poorly and has a single point of
failure.

– Decentralized: These are systems where there is no centralized directory, since each
peer acts as a client and a server at the same time. Gnutella [111] is an example of
this architecture, where the network is formed by nodes that join and leave the sys-
tem. Several factors motivate the adoption of decentralized networks such as privacy
control, availability, scalability, security, and reliability [107]. On the downside, to
find a file in a decentralized network a node must query its neighbors. In its basic
form, this method is called Flooding and is extremely unscalable, generating large
loads on the network participants.

– Hybrid: These systems have no central directory server and therefore can be seen
as decentralized networks. However, they have some special peers or super-peers
with extra capabilities. FreeNet [41,4] is an example of such system and there is a
growing interest on this kind of P2P architectures, which supports a hash-table-like
interface [110,124,114,149,63].

The network topology is another common classification criterion for P2P networks,
allowing to identify two distinctive groups:

– Structured: In structured P2P networks the nodes are organized into a specific topol-
ogy. This organization ensures that any node can search the network for a resource,
providing as well a good response time. The most common type of structured P2P
network is based on a distributed hash table (DHT) that provides a lookup service
similar to a hash table: (key, value) pairs are stored in a DHT, and any participating
node can efficiently retrieve the value associated with a given key. This approach is
adopted by Chord [124], Pastry [114] and Tapestry [149], among others.
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– Unstructured: In unstructured P2P networks no structure is pre-established over the
network, but rather these networks are formed by nodes that randomly build connec-
tions to each other. Because of their lack of structure, unstructured networks are easy
to build and highly robust. However, a major limitation of these networks is their poor
effectiveness in finding resources. The simplest algorithm used on unstructured P2P
networks is based on propagating the query message through all the network, leading
to a high amount of traffic. Additionally, it is not possible to ensure that search queries
will be eventually resolved. Some examples of this type of systems are Gnutella [111]
and KaZaa [1].

Figure 2 shows a diagram with the classification of P2P systems, identifying the re-
lationships between the different degrees of centralization and the possible topology of
the network. Structured topologies are frequently related to centralized or hybrid systems
in order to take full advantage of both features. However, unstructured topologies have
random connections and in general any peer is equivalent to the others, so that they are
strongly associated with the concept of decentralization. The items marked with a star
correspond to the central topics on which we will focus on the rest of this survey.

Fig. 2. Classification of P2P networks in terms of their degree of centralization and asso-
ciated topology.

Search methods depend on the underlying network structure. As discussed before,
in the case of pure unstructured networks there is no specific pattern for the organiza-
tion of its nodes, resulting in a random topology. As a consequence, these networks have
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relatively low search efficiency when contrasted with structured and hybrid ones, as a
single query can generate massive amounts of traffic even if the network has a moderate
size [112]. Thus, many alternatives have been studied to improve the basic flooding ap-
proach in unstructured networks, such as random walk [88,71,145,28,80], directing the
search towards potentially useful nodes [21,147,138,120], or clustering peers by con-
tent [44,133,33] or interest [123,93,108].

2.2. Semantic Aspects

A possible solution to improve communication overhead and scalability in large-scale
unstructured P2P systems is to forward queries to a group of peers that are known to
be potentially useful to answer the query. The selection of potentially useful peers is
typically based on the peers’ past activity or their semantic similarity to the original
query [43,123,135,74,85,78,130]. Identifying peers based on their potential to answer a
query in a useful way requires associating semantic aspects with peers.

A semantic aspect, in the context of a P2P network, is a feature or a set of features
that allows recognizing the semantic of the data stored in a node. Semantic aspects can
be exploited by routing algorithms to help peers predict which other peers have knowl-
edge useful to respond to a query. Topical information, past experience, and node-state
information are examples of such semantic aspects.

In algorithms that use topical information to compute topic similarity, each peer stores
profiles of other peers. A neighbor profile is information that a peer maintains to describe
the content stored by a neighbor. By analyzing neighbor profiles, peers try to increase
the probability of choosing appropriate peers to route queries. Algorithms that use topic
similarity to guide the search process in a P2P network lead to the spontaneous formation
of semantic communities through local peer interactions [22].

A key concept associated with the use of topic similarity to guide the search pro-
cess is “semantic locality” [140]. Traditionally, the notion of semantic locality has been
used to refer to the ability to store information about peers offering semantically close
services. This ability can be used to index and locate content, complementing the cur-
rent service discovery mechanisms in a Grid and in the Web [115,150,116,79]. Semantic
locality has also been defined as “a logical semantic categorization of a group of peers
sharing common data” [119]. With the help of locality information, an unstructured P2P
network allows to design more informed mechanisms for routing queries, mitigating the
complexity of the search process [102,103].

Another alternative for capturing semantic aspects consists in storing past experiences
from the interaction of a peer with its neighbors. This approach does not require stor-
ing nodes’ profiles. Instead, a peer keeps track of valuable routing information (such as
the number of hits per node or peer availability) and uses this information to select the
most active peers to forward a query [49]. The main problem with this approach is that it
strongly benefits those peers that store large amounts of data, penalizing less resourceful
peers that may also offer relevant material for specific topics.

A number of algorithms use heuristic information based on the state of the nodes and
their past performance to select candidate nodes. There are many heuristics that can be
considered; some of them are based on the analysis of the latency or the response time of
specific nodes [151]. Clearly, in such cases, additional specific data must be collected and
stored for computing the associated heuristic. For example, in [82] a heuristic-based query
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routing algorithm is presented. This algorithm collects a plurality of metrics for each host
that it is aware of in a P2P network, most often by host information or query hit messages.
The metrics collected aid in determining a set of P2P hosts best able to fulfill a query
message, without having knowledge of specific content. The metrics collected also aid in
managing query messages in that they determine when to drop query messages or when to
resend query messages. The choice of the heuristic is a very important step in the process
of developing an algorithm. In [141] a study of the DirectedBFS algorithm implemented
under different heuristics is presented. In this algorithm, in order to intelligently select
neighbors, a node maintains simple statistics on its neighbors, such as the number of
results received through that neighbor for past queries, or the latency of the connection
with that neighbor. From these statistics, the authors develop a number of heuristics to
select the best neighbor to send the query, such as:

– Select the neighbor that has returned the highest number of results for previous queries.
– Select the neighbor that returns response messages that have taken the lowest average

number of hops. A low hop-count may suggest that this neighbor is particularly close
to nodes containing useful data.

– Select the neighbor that has forwarded the largest number of messages (all types). A
high message count would imply that this neighbor is stable and it can handle a large
flow of messages.

– Select the neighbor with the shortest message queue. A long message queue implies
that the neighbor’s pipe is saturated, or that the neighbor has died.

In summary, the use of semantic aspects helps to select the most promising nodes to
route queries with the purpose of implementing more informed search strategies.

2.3. Algorithm classification based on semantic aspects

In unstructured P2P networks, routing algorithms can be classified into content-oriented
or query-oriented, based on the semantic aspects and the decision-making criteria used to
route a query [26].

– Content-oriented: these routing algorithms use metadata extracted from the shared
content of each peer to build a local index with global information. This index pro-
vides each peer with an approximate view of the network content and other peers’
profiles. Hence, peers will be able to route efficiently their queries, improving the
retrieval effectiveness. Nodes’ profiles are the most used semantic aspects in content-
oriented routing algorithms [43,76].

– Query-oriented: these routing algorithms exploit the historical information of past
queries and query hits to route future queries. Past experience based on query hits is
the most used semantic aspect in query-oriented routing algorithms [131,81].

Content-oriented algorithms produce a very large number of messages to build their
associated indices. In contrast, query-oriented methods are more advantageous, as no ex-
cessive network overhead is required for building the routing indices. Recently, efficient
approaches to content-oriented routing algorithms have been proposed in the context of
content-centric networking [39,146]. In content-centric networking, a data object is re-
trieved based on its content identity instead of the IP address of the node on which it
resides.
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2.4. Distributed Hash Tables in P2P systems

Distributed Hash Tables (DHTs) are data structures for indexing data using a distributed
approach. DHTs provide a powerful tool that has changed the way resources and infor-
mation are shared. In structured P2P systems, the data objects are stored by a globally-
agreed scheme. In this context DHTs have turned out to be one of the most highly used
approaches [52]. In P2P systems implemented with DHTs, each peer represents a hash
table bucket with a global hash function. Search in this kind of systems is guaranteed and
efficient since it typically involves logarithmic time with respect to the overlay network
size. A popular P2P system based on DHTs is Kademlia [91], which includes several de-
sirable characteristics that were not present in previous DHT-based approaches. Kademlia
minimizes the number of configuration messages that every node needs to send in order
to learn about each other. In this system, each node has enough knowledge to be able to
proceed with query routing using low-latency paths. Recent work on Kademlia has been
oriented towards analyzing the resilience against failing nodes and communication chan-
nels [61] and secure and trustable distribution aggregation [57]. Viceroy [90] is another
P2P system whose relevance lies on being the first P2P system to combine a constant
degree with a logarithmic diameter, while still preserving fairness and minimizing con-
gestion. This is achieved through a quite complex architecture that guarantees with high
probability that the congestion of the network is within a logarithmic factor of the opti-
mum. Later work on Viceroy resulted in Georoy [54], an algorithm for efficient retrieval
of information based on the Viceroy P2P algorithm. Unlike Viceroy, Georoy establishes
a direct mapping between the identification of a resource and the node which maintains
information about its location. In spite of all their advantages, it must be remarked that
systems based on DHTs suffer from limitations in terms of robustness and search flexibil-
ity. A good P2P structured system needs cooperation among peers to maintain flexibility
and credibility. This assumption is particularly strong, as not all devices on the Internet
connected through the network are necessarily stable and reliable.

2.5. Applications of P2P systems

Many software applications that gained popularity among a large community of users,
such as eMule [14] and PopCorn Time [17], operate on P2P networks. In both cases, these
applications use P2P technologies to stream audio and video to their end users, generating
a considerable portion of the overall traffic on the Internet and requiring a large amount
of energy consumption [34].

Regarding to educational settings, P2P technologies have allowed institutions to share
files globally, as is the case of the LionShare project[96]. Another popular distributed ap-
plication is Bitcoin and its alternatives, such as Peercoin and Nxt, which are P2P-based
digital cryptocurrencies. Bitcoin [51] is a P2P system where transactions take place di-
rectly among users, without an intermediary. Network nodes are in charge of verifying
these transactions, which are eventually recorded in a public distributed ledger (called the
blockchain). Bitcoin has no central repository (nor administrator) and is known as the first
decentralized digital currency [98].

Another area where P2P technologies are becoming increasingly important is social
networking. Currently, the social web is mostly dominated by centralized social networks
such as Twitter, Facebook and MySpace [18,15,16] and as a consequence it is limited by
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the centralization in the use of the information and the potential loss of control of the
privacy of the information by the users. These social networks create the illusion that
users are directly connected to each other. However, the centralized servers belonging
to companies are the ones in charge of controlling the data and the interactions among
users. The lack of control of the users on their data is a problem that is aggravated by the
terms of services, which are often unclear or have notable disadvantages, and by the occa-
sional changes in the privacy policy. Distributed technologies offer a possible solution to
the problem of centralization. With this approach, servers (peers) can communicate with
each other without the intervention of a central server. This schema allows that data, and
the control over them, to be distributed among all users and their servers. P2P networks
offer a way to relax the constraints of centralized control, resulting in systems that are
decentralized, concurrent and with collective or emerging behaviors. These features make
P2P an attractive technology to support social networks. An example of open source dis-
tributed social network is BuddyCloud [2], which allows software developers to share their
applications, supplemented with chats and videos. Another distributed social network is
Diaspora* [3], whose policy allows the decentralization in the use of information. In this
social network profiles are stored in users’ personal web servers, allowing them to have
full control of the content they share and to have absolute knowledge of where the con-
tent is stored and who has access to it. Other examples of distributed social networks
are Friendica [5], GNU social [6], Mastodon [8], Minds [9], Kune [7] and Twister [10].

Clustering is an important data mining issue, especially for large and distributed data
analysis. Distributed computing environments such as P2P networks involve separated
sources, distributed among the peers. According to unpredictable growth and dynamic
nature of P2P networks, data of peers are constantly changing. Due to the high utilization
of computing and communication resources and privacy concerns, processing of these
types of data should be applied in a distributed way and without central management.
In this scenario, clustering algorithms became important to organize the peers among
the network. An example of this kind of algorithm is GBDC-P2P [27]. The GBDC-P2P
algorithm is suitable for data clustering in unstructured P2P networks and it adapts to the
dynamic conditions of these networks. In the GBDC-P2P algorithm, peers perform data
clustering with a distributed approach only through communications with their neighbors.

Distributed data storage is another area in which P2P technologies have proven to be
helpful. Distributed databases allow quick access to data stored throughout a network, and
have different capabilities (e.g. some provide rich query abilities whereas others are re-
stricted to a key-value store semantics). Google’s Bigtable [12], Amazon’s Dynamo [13],
Windows Azure Storage [19], and Apache Cassandra [11] (formerly Facebook’s data
store [59]) are examples of distributed databases. In P2P network data storage, the user
can usually reciprocate and allow other users to use their computer as a storage node as
well. Information may or may not be accessible to other users depending on the design of
the network.

3. Routing algorithms

In this section, we analyze around forty different algorithms as well as some of their
variants related to intelligent query routing in P2P networks. In particular, as discussed
previously, we will focus on unstructured P2P networks in which semantic issues play a
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mayor role. We provide a brief description of each algorithm along with the corresponding
references.

3.1. Routing algorithms in structured P2P networks

In a structured P2P system, the topology that defines the connections among peers and
data locations is predefined. This pre-established topology is exploited by search mech-
anisms that take advantage of these pre-defined relations among peers. Even when using
a distributed hash table (DHT), structured systems may differ on the data structures used
for implementing it (e.g. some of them may rely on flat overlay structures while others
might be based on hierarchical overlay structures). A benefit of DHTs is the possibility
to exploit the structure of the overlay network for sending a message to all nodes, or a
subset of nodes, ensuring a threshold for the overall execution time involved. It is not
natural to implement a search algorithm with DHT in unstructured networks due to their
lack of structure. However, some authors have explored their application in unstructured
and semistructured networks [62].

Some flat data structures (Figure 3) include ring, mesh, hypercube, and special graphs
such as the de Bruijn graph [46]. For example, Chord [124] uses a ring data structure with
node IDs. Each node keeps a table that contains the IP addresses of those nodes that are
half of the ID ring away from it. A key k is mapped to a node A whose ID is the biggest
that does not exceed k. In the search process, A forwards the query for key k to succ(k)
(node in A’s table with the highest ID that is not larger than k). In this way, a query can be
forwarded until the node that holds the key is reached. The so-called “finger table” speeds
up the lookup operation, ensuring an execution time of O(logN).

Fig. 3. Some examples of possible structured topologies.

Pastry [114] is based on a tree data structure which can be considered a generalization
of a hypercube. Each node A keeps a leaf set L. For every node A, the set L consists of
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those L/2 nodes whose IDs are nearest to and smaller than the ID of A, along with the set
of L/2 nodes whose IDs are nearest to and bigger than the ID of A. This set ensures the
correctness of the process. Every Pastry node also keeps a routing table of references to
other nodes of the same ID space. In Pastry, given a search query q associated with a key
k, a node A forwards q to a node whose ID is the nearest to k among all the nodes known
to A. Node A tries then to find a node in its leaf set. If that node does not exist, A looks
for a candidate node in its routing table whose ID shares a longer prefix with k than A.
If this node does not exist either, A forwards q to a node whose ID has the same shared
prefix than A but is numerically closer to k than A. In this way, each Pastry node ensures
an execution time of O(logN). The approach presented in [149] called Tapestry is similar
to the previous one. They differ in the underlying routing algorithm and in the approach
taken to exploit the locality. Tapestry also ensures an execution time of O(logN).

In CAN [110] DHTs are implemented using a d-dimensional toroidal space divided
into hyper-rectangles, which define different zones. Each of these zones is controlled by
a particular node. Keys are mapped with a hash function to points in the d-dimensional
space. Each node has a routing table that consists of all of the other nodes that are in its
d-dimensional space. A node A is in the same space of another node B if the zone of B
shares a (d − 1)-dimensional hyperplane with the zone of A. Given a query q associated
with a key k, a node forwards q to another node according to its routing table whose zone
is the nearest to the zone of the node responsible for key k.

The NetSize-aware protocol introduced in [148] is based on CAN. The main objec-
tive of this algorithm is to solve the problem of search flexibility in DHT. This algo-
rithm preserves CAN’s simplicity, providing a greedy routing algorithm based on DHT.
NetSize-aware uses a binary partition tree algorithm to determine the underlying network
topology. Simulation results show that this approach is resilient, efficient and improves
the performance of CAN.

KaZaA [1] is a P2P file-sharing technology that was commonly used to exchange
MP3 music files and other file types (such as videos, applications, and documents) over
the Internet. Its architecture is based on a two-tier hierarchy in which some nodes are
distinguished as supernodes. Supernodes are those nodes with the fastest Internet con-
nection and best CPU power. Each supernode is responsible for indexing the files of the
nodes that it handles. The use of supernodes with better computing capabilities than reg-
ular nodes allows the system to perform better than the local-indices approach respect to
lower susceptibility to bottlenecks, and similar resilience to churn (where the churn rate
can be defined as a measure of the number of individuals or items moving out of a collec-
tive group over a specific period of time). However, this system suffers the problem of the
resulting overhead associated with exchanging index information between regular nodes
and supernodes [143,84]. In [65] a routing algorithm that is also structured in two layers
is proposed: SkipNet layer and Small-World layer. The first layer routes the queries based
on a numerical ID and the second layer routes the queries using a Small-World topology
(see [137] for a pioneering study of Small-World networks).

An efficient P2P information retrieval system called pSearch is presented in [127].
pSearch supports semantic-based full text searches and avoids the scalability problem of
certain systems that employ centralized indexing. In pSearch documents are organized
based on their vector representations generated by information retrieval algorithms based
on the vector space model and latent semantic indexing. This organization results in more
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efficiency and accuracy, as the search space for a particular query is defined on the basis
of related documents.

The growth of intercommunication between computers gives systems the chance to
operate more efficiently, by better supporting the cooperation between individual com-
ponents. AFT [106] is an overlay that adapts to a changing number of nodes in a P2P
network and is resilient to faults. The AFT overlay is designed to be a solution for sys-
tems that need to share transient information, performing a synchronization between vari-
ous components, such as in mobile ad-hoc networks, urban networks, and wireless sensor
networks. The operations supported by the overlay, such as joining, leaving, unicast trans-
mission, broadcast sharing and maintenance can be accomplished in time complexity of
O(
√
N), where N is the number of nodes which are part of the structure.

In [146] a novel framework is introduced, based on implementing a hybrid forwarding
mechanism. This approach allows discovering content in a proactive or reactive way based
on content characteristics. The proposed framework classifies time-sensitive data utilizing
content identifiability and content name prefixes, aiming at applying the most suitable
strategy to each category. For proactive content dissemination they propose a Hierarchical
Bloom-Filter based Routing algorithm (see [35] for a detailed review of the concept of
bloom filters). A Hierarchical Bloom-Filter is structured in a self-organized geographical
hierarchy, which makes the approach scalable to large metropolitan Vehicular Ad-Hoc
Networks (VANETs).

An approach presented in [79] characterizes the notion of semantic-based sub-spaces
as a basis for organizing the huge search space of large-scale networks. Each sub-space
consists of a set of participants that share similar interests, resulting in semantic-based
Virtual Organizations (VOs). Thus the search process occurs within VOs where queries
can be propagated to the appropriate members. The authors propose a generic ontological
model that guides users in determining the desired ontological properties and in choosing
the “right” VOs to join. DHTs are used to index and lookup the hierarchical taxonomy
in order to implement the ontology directory in a decentralized manner. Even though the
ontology-based model facilitates the formation of the VOs, searching and sharing effi-
ciently is still a major challenge due to the dynamic and large-scale properties of the
search space. In order to efficiently share and discover resources inside VOs an infras-
tructure called OntoSum is proposed.

Security is an important feature in all type of networks, especially in P2P networks
where every participant requests and provides information without any centralized con-
trol. To prevent structured overlay networks from being attacked by malicious nodes, a
symmetric lookup-based routing algorithm referred to as Symmetric-Chord is presented
in [87]. This algorithm determines the precision of routing lookups by constructing multi-
ple paths to the destination. The selective routing algorithm is used to acquire information
on the neighbors of the root. The authenticity of the root is validated via consistency
shown between the information ascertained from the neighbors and information from the
yet-to-be-verified root, resulting in greater efficiency of resource lookup. Simulation re-
sults demonstrate that Symmetric-Chord has the capability of detecting malicious nodes
both accurately and efficiently, so as to identify which root holds the correct key, and
provides an effective approach to the routing security for the P2P overlay network.

Another approach that implements an attack detection method is presented in [66].
The authors propose a routing table “sanitizing” approach that is independent of a spe-
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cific attack variant. The proposed method continuously detects and subsequently removes
malicious routing information based on distributed quorum decisions, and efficiently for-
wards malicious information findings to other peers which allows for progressive global
sanitizing.

In [23], the authors have proposed a scalable solution for lookup acceleration and
optimization based on the de Bruijn graph with right shift. The proposed solution is prin-
cipally based on the determination and elimination of the common string between source
and destination. This procedure is executed locally at the current requestor node. The per-
formance aspects of the proposed model have been validated through simulation results
developing a specific Java program. Among other approaches that use de Bruijn graphs
we can cite D2B [53], DH-DHT [99] and Koorde [70].

3.2. Routing algorithms in semi-structured or loosely structured P2P networks

In loosely structured P2P networks the overlay structure is not strictly specified. The
emerging structure turns out to be formed in a probabilistic way, or defined by some
underlying topology. Thus, searching in this kind of networks depends on the overlay
structure and how the data is stored [125]. FreeNet [41,4] is a P2P loosely structured
system designed for protecting the anonymity of data sources. This scheme is based on
the DHT interface, where each node has a local data repository and an adaptable routing
table. These tables have information about addresses of other nodes and the possible keys
stored in these nodes. Searches are performed in the following way: let us assume that
node A is the query-issuing node and it generates a query q for a data item with key k.
First, A looks up its data repository. If the file is found locally, q is resolved. Otherwise,
q is forwarded to the node B whose key is nearest to k according to As routing table.
Then, node B performs a similar computation. This procedure continues until the search
process terminates. During this process, a node may not forward the query to the nearest-
key neighbor because that neighbor is down or a loop is detected. In such cases, this node
tries to contact the neighbor with the second nearest key. A TTL (time to live) limit is
specified to restrict the number of messages in the query routing process. If the data item
is found, the file is returned to the query-issuing node in the reverse path of the query.
Each node (except the last one on the query path), creates an entry in the routing table for
the key k. To bring anonymity, each node can change the reply message and claim itself
or another node as the data source.

PHIRST [113] is a system that aims at facilitating full-text search within P2P databases
and simultaneously takes advantage of structured and unstructured approaches. In a sim-
ilar way to structured approaches, peers publish first terms within their document space.
The main difference with respect to other algorithms is that frequent terms can be quickly
identified and do not need to be stored exhaustively, thus reducing the storage require-
ments of the system. In contrast, during query lookup agents use unstructured search to
compensate for the lack of fully published terms. In this way the costs of structured and
unstructured approaches are balanced, achieving a reduction in the costs involved in the
queries that are generated in the system. There are other kinds of semi-structured P2P net-
works where the network is divided into different subnets, resulting in a topology based
on the peers’ interests. In [93] a system is presented where nodes are clustered according
to their interests [33] to form a P2P overlay network of multilayer interest domains. Three



422 AL Nicolini et al.

types of nodes are distinguished: active nodes, super-nodes, and normal nodes. Each ac-
tive node acts as a router providing information that facilitates query routing information
at the cluster level. Each super-node is responsible for maintaining the related informa-
tion of each member of the cluster. Finally, normal nodes are responsible for providing
and sharing resources. The network resulting topology is shown in Figure 4.

There are other kinds of semi-structured P2P networks where the network is divided
into different subnets, resulting in a topology based on the peers’ interests. In [93] a sys-
tem is presented where nodes are clustered according to their interests [33] to form a P2P
overlay network of multilayer interest domains. In this system, there are three types of
nodes: active nodes, super-nodes, and normal nodes. Each active node acts as a router
providing information that facilitates query routing information at the cluster level. A
super-node is a representative node of a cluster and is in charge of maintaining the related
information of each member node in the cluster. Finally, a normal node is mainly respon-
sible for providing various types of shared resources. The resulting network topology is
shown in Figure 4. Another similar approach is presented in [133], where the authors pro-
pose a system in which clusters are constructed on multiple logical layers. In this system,
peers can switch overlay networks to search content based on popularity. One of the over-
lay networks is a network based on clusters constructed according to the content of each
peer [134,104].

Social media has changed our way of communication and sharing data on the Inter-
net, which is now mostly based on collaboration among members to provide and exchange
information. The efficiency of this new form of interaction motivates researchers to de-
sign architectures based on the social behavior of the users. In [30] an algorithm called
ROUTIL, that combines social computing and P2P systems, is presented. The goal in
ROUTIL is to link users with similar interests in order to provide a secure and effective
service. A method for modeling users’ interest in P2P-document-sharing systems based
on k-medoids clustering is presented in [108]. In the proposed approach an overlay net-
work is created based on the k-medoids clustering algorithm, which is combined with the
users’ historical queries to improve the initial user interest model.

3.3. Routing algorithms in unstructured P2P networks

In an unstructured P2P network (Figure 5), there is no specific criterion which strictly de-
fines where data is stored and which nodes are neighbors of each other. The Breadth First
Search (BFS) or flooding is the typical algorithm used to search in pure P2P networks. In
these algorithms, queries are propagated from a node to all of its neighbors, then to the
neighbors of those nodes and so on, until the TTL parameter becomes zero. This routing
method is implemented in some systems such as Napster and Gnutella [100,111]. Flood-
ing tries to find the maximum number of results. However, flooding does not scale well
[111], and it generates a large number of messages in comparison with other approaches.

Many alternative schemes have been proposed to address the original flooding prob-
lems in unstructured P2P networks. In iterative deepening [142], also called expanding
ring, the query-issuing node periodically carries out a sequence of BFS searches with
increasing depth limits D1 < D2 <...< Dn. The query is considered to be resolved
when the query result is satisfied or when the maximum depth limit n has been reached.
In the latter case, the query is assumed to remain unsolved, and it can be determined
that the query-issuing node will never find the answer to that query. All nodes use the
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Fig. 4. Network topology structure in a P2P overlay network of multilayer interest do-
mains (adapted from [93]).
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Fig. 5. Graphical representation of an unstructured topology in a P2P network.



424 AL Nicolini et al.

same sequence of depth limits called policy P and the same period of time between two
consecutive BFS searches. This algorithm is appropriate for applications where the ini-
tial number of query hits is important, but this approach does not reduce the number of
duplicate messages and the associated query processing time is high.

In a Depth-First Search (DFS) algorithm, rather than sending a query to all the neigh-
bors, each peer selects a single candidate neighbor to send the query. In this scheme, the
maximum TTL of a query is used to specify the search depth. If the query-originating
node does not receive a reply within a certain period of time, the node selects another
neighbor to send the query. The process is repeated until the query is answered or all the
neighbors have been selected. The criteria used to select a neighbor can highly influence
the performance of the search process. FreeNet [41,4] is an example of a P2P system
using the DFS scheme.

In the standard random-walk algorithm [55], the query-issuing node forwards the
query to one neighbor selected randomly. On its turn, this neighbor proceeds in a similary
way, choosing randomly one of its neighbors and forwarding the query message to that
neighbor. The procedure is repeated until the required data is found. This algorithm uses
only one walker, reducing the message overhead but causing longer search delays. In the
k-walker random walk [88], k copies of the query message are sent by the query-issuing
node to k randomly selected neighbors. Each query message takes its own random walk.
In order to decide if a termination condition has been reached, each walker periodically
communicates with the query-issuing node. This algorithm attempts to reduce the routing
delay. A similar approach is the two-level random-walk algorithm [67]. In this algorithm,
the query-issuing node uses k1 random search threads with a TTL with a value of l1.
When this TTL parameter expires, each search thread explodes to k2 search threads with
the TTL parameter established in l2. This approach aims to reduce duplicate messages,
but it has a longer search delay than the k-walker random walk. Random-walk approaches
are popular in P2P applications. For example, in [80] a study of the random-walk dom-
ination problem is presented with the formulation of an effective greedy algorithm that
guarantees an optimal performance.

Another similar approach is the modified random BFS algorithm [71] where the query-
issuing node forwards the query to a randomly selected subset of its neighbors. On receiv-
ing a query message, each neighbor forwards the query to a randomly selected subset of
its neighbors (excluding the query-issuing node). This algorithm continues until some
stop condition is satisfied. As pointed out in [71], this approach results in more nodes
being visited and has a higher query success rate than the k-walker random walk.

Directed BFS [142] is a routing algorithm that selects those neighbors from the query-
issuing node which are expected to quickly return many high-quality results. The selected
neighbors subsequently forward the query message in a BFS way to all their neighbors.
Each peer stores simple statistics about its neighbors (e.g. the highest number of query
results returned previously, network latency for the neighbor, or the least busy neighbors)
and uses this information for a more informed neighbor selection strategy.

Intelligent search [71] is similar to directed BFS. However, a more intelligent ap-
proach to neighbor selection is achieved by considering the past performance of the query-
issuing node neighbors and limiting query propagation only to a selected subset of these
neighbors. These neighbors are selected through a query-oriented approach that considers
whether the neighbors have successfully answered similar queries (based on query cosine
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similarity [64]) in the past. Each node keeps a profile of its neighbors with information
on those queries that the neighbors answered more recently in the past. Similarly to other
query propagation approaches, a TTL value is used to stop the query propagation process.

In the local-index-based search algorithm [142], every node replicates the indices
maintained by other nodes for their local data with a k-hop distance from it. In this way,
a node can use data from its local indices to answer queries associated with data stored
in other nodes. A broadcast policy P defines when query propagation must stop. As a
consequence, only those nodes at depths smaller than those listed in P check their local
indices and return the query result if the requested data is found. Local indices are updated
to reflect changes when a node joins, leaves, or modifies its own data. At the time a node
Y joins the network it sends a join message with a TTL of r hops. Hence, all nodes
within an r-hop distance from Y receive this message. The message contains metadata
describing Y ’s data collection. If a node X receives a join message from Y , it replies
with another join message with metadata describing its own data collection to keep Y ’s
index up to date. Each time a node Z leaves the network or dies, other nodes that index
Z update their indices after a timeout, removing information on Z’s data collections from
their indices. Modifications on Z’s data collections are reflected on other nodes indices by
sending a short update message with a TTL of r to all Z’s neighbors. Query propagation
in the local-index-based search approach is similar to the iterative deepening approach in
that both algorithms rely on a list of depths to limit the number of hops allowed. However,
while in iterative deepening nodes maintain indices containing local information only, in
local-index-based search, nodes maintain indices containing not only local information
but also information about data collections from other nodes.

The routing-index-based search algorithm [43] is similar to directed BFS and intelli-
gent search. The three approaches guide the entire search process using neighbor infor-
mation but differ in the type of information stored and the way this information is used.
In directed BFS only the query-issuing node uses this information to select appropriate
peers while the rest of the nodes use BFS as a strategy to route queries. Intelligent search
uses information about the past queries that have been answered by neighbors. However,
different from the rest, routing-index-based search stores information about the number of
documents and the topics of the documents stored in the neighbor nodes. This facilitates
the process of selecting the best candidate neighbors to forward queries. In routing-index-
based search, good neighbors typically provide a means to quickly find many documents.
Since indices are required to be small in a distributed-index mechanism routing indices do
not maintain the location of each document. Instead they maintain information to guide
the process of finding a document.

To illustrate the routing indices approach, we revisit the example presented in [43].
Consider Figure 6 which shows four nodes A, B, C, and D, connected by solid lines. The
document with content x is located at node C, but the RI of node A points to neighbor B
instead of pointing directly to C (dotted arrow). By using “routes” rather than destinations,
the indices are proportional to the number of neighbors, rather than to the number of
documents. The size of the RIs is reduced by using approximate indices, i.e., by allowing
RIs to give a hint (rather than a definite answer) about the location of a document. For
example, in the same figure, an entry in the RI of node A may cover documents with
contents x, y or z. A request for documents with content x will yield a correct hint, but
one for content y or z will not. This is a content-oriented method such that the node
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knowledge about topics belonging to other peers is updated when a node establishes a
new connection (not by past experience).

Fig. 6. Routing Indices schema (adapted from [43]).

Some P2P information retrieval methods are adaptations of a classification problem
to query routing. In a classification problem, the classifier tries to classify an object using
some features. The Semantic Overlay Model [68] aims at locating appropriate peers to
answer a specific query. Instead of broadcasting queries, this approach routes queries
to semantically similar peers. They produce semantic vectors in order to classify peers
into categories that represent the peers’ semantic similarity. This is a content-oriented
method given that it uses meta-information to classify peers by interests. A query can be
routed to related peers, increasing the recall rate while reducing at the same time hops
and messages. Experiments have shown that establishing a semantic overlay model based
on latent semantic indexing and support vector machine methods is feasible and performs
well and that the query routing algorithm in the semantic overlay is efficient [68] .

In a pure P2P unstructured and decentralized network all the peers usually have the
same responsibilities. However, some query-routing methods in unstructured P2P network
make use the notion of “super-peer” as is the case in the Backpressure algorithm [118].
In this algorithm, super-peers serve their subordinates by resolving queries or forwarding
them to other super-peers. Super-peers can resolve queries by checking the files/resources
they have, as well as those of their subordinate community. Methods that impose some
structure on special peers are considered “routing algorithms for semi-structured P2P net-
works”, but in this case super-peers are self-organized without a central or initial control.
The algorithm Backpressure is query-oriented, and it uses past information to decide how
to route queries disregarding the content of each peer.

The Route Learning algorithm [40] uses keywords extracted from queries to deter-
mine how to route the queries. This differs from other approaches, where meta-data is
used to classify queries and to decide how to route them. In the Route Learning scheme, a
peer tries to estimate the most likely neighbors to reply to queries. Peers calculate this es-
timation based on the knowledge that is gradually built from query and query hit messages
sent to and received from the neighbors. Route Learning reduces the query overhead in
flooding-based networks using keywords extracted from queries, being therefore a query-
oriented method.

Routing future queries using past experiences is the best way to route queries to spe-
cific nodes with the objective of improving performance, but it is important to store this
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accumulated knowledge in an efficient way. As a consequence, each peer may need to
consider some storage space for maintaining metadata. This storage also implies the cost
of keeping track of these data updates. The Learning Peer Selection approach [26] im-
plements a query-oriented method on unstructured networks with the ability to discover
users’ preferences by analyzing their download history. The proposed model is imple-
mented in three layers. The first of these layers is especially dedicated to store and to
update past information. The other two layers are responsible for managing users’ pro-
files and selecting the relevant peers to send queries.

Cooperation among peers in a P2P network is strongly linked with the concept of
knowledge sharing. Usually, there is a trade-off between improving the network global
knowledge and the cost of sending update messages through the network. The Self Learn-
ing Query Routing algorithm [38] attempts to improve global knowledge by learning the
nodes’ interests based on their past search result history. The number of shared files deter-
mines a rank of friendship between two nodes. Queries are initially routed to friend nodes
only. In case of failure, a broadcast search is executed. Past search results allow nodes to
incrementally learn about other nodes in the network that share the same interests.

A P2P algorithm that relies on the notion of semantic communities is INGA [83]. The
INGA algorithm assumes that each peer plays a different role in a social network , such as
content provide, recommender, etc. The roles associated with peers allow INGA to deter-
mine the best matching candidates to which a query should be forwarded. Facts are stored
and managed locally on each peer, constituting the topical knowledge of the peer. Each
peer maintains a personal semantic shortcut index. An evaluation of different P2P search
strategies based on the 6S system [139] is carried out in [22] with the purpose of showing
the emergence of semantic communities. The query-routing evaluated strategies include a
random, a greedy and a reinforcement learning algorithm. To route queries appropriately,
in the greedy and the reinforcement learning algorithms, each peer learns and stores pro-
files of other peers. A neighbor profile is defined by the information that a peer maintains
in order to describe the contents stored by a given neighbor. By adapting the profile in-
formation, peers try to increase the probability of choosing the appropriate neighbors for
their queries. Simulations demonstrate that peers can learn from their interactions to form
semantic communities even when the overlay network is unstructured. Another content-
oriented search algorithm is State-based search (SBS) [138]. In this algorithm, each node
maintains a list with state information associated with the other nodes in the network and
uses this information to route queries. Searches are performed using a local fuzzy logic-
based routing algorithm. Results reported by the authors indicate that SBS reduces the
response time and obtains a better load balance when compared to baseline algorithms.

An approach aimed at achieving low bandwidth is Scalable Query Routing (SQR) [76].
In this algorithm, a routing table is maintained at each node that suggests the location of
objects in the network based on the past experience. A data structure called Exponen-
tially Decaying Bloom Filter (EDBF) encodes probabilistic routing tables in a highly
compressed manner and allows efficient query propagation. Other content-oriented meth-
ods seek to control the system congestion by tracking alternative routes to balance the
query load between peers. For instance, the method presented in [120] relies on a Collab-
orative Q-Learning algorithm that learns several parameters associated with the network
state and performance. In [31] two algorithms are presented that are a combination of
other existing techniques. One algorithm is a combination of Flooding and Random Walk



428 AL Nicolini et al.

while the other combines Flooding with Random Walk with Neighbors Table. The authors
present different results obtained from simulations over an unstructured P2P network that
showed that hybrid algorithms provide the most balanced performance regarding the av-
erage number of hops, average search time and the number of failures when compared to
the basic resource discovery algorithms.

Other relevant search algorithms in unstructured P2P networks that are not described
in this article but are classified in the following section are q-pilot [126], SemAnt [95],
Remindin’ [128], P2PSLN [152] and NeuroGrid [69].

4. Comparative Analysis

Next we will present a comparative analysis of the major features involved in the query
routing process. We will also discuss the advantages and disadvantages of the different
existing approaches.

4.1. Features comparison

In this subsection, a comparative analysis of the algorithms previously described is pre-
sented. Table 1 shows a comparison between routing algorithms in structured P2P net-
works. In this kind of systems, the use of DHT allows ensuring a logarithmic execution
time. The algorithm used by the SkipNet and Small-Word scheme shows a central differ-
ence with respect to the other algorithms presented in table 1. In Chord and Pastry, the
goal is to implement a DHT diffusing content randomly throughout an overlay in order
to obtain a uniform and load-balanced behavior, whereas in SkipNet the goal is to enable
systems to preserve useful content and path locality using the Small-World topology to
take advantage of shortcuts to remote nodes.

Table 1. Comparison of salient features that characterize structured P2P networks.

Features

DHT
Overlay

Structure
Flat Hierarchical

Algorithm

Chord • • Ring
Pastry • • Tree
Tapestry • • Tree
CAN • • Toroidal
KaZaA • • 2-layers
SkipNet and Small World • 2-layers
pSearch • • Toroidal
AFT • Toroidal
HBFR • Geographical
OntoSum • • Tree

In unstructured P2P networks, search turns out to be a difficult, non-scalable pro-
cess [75]. As a consequence, these algorithms take advantage of different semantic as-
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pects in order to optimize their associated search processes. Table 2 outlines the semantic
aspects that are present in each of the unstructured systems described above. The first five
are flooding-like algorithms, and consequently they do not consider any semantic aspect.
In the rest of the algorithms, the goal is to strategically select candidate nodes in order to
reduce query propagation. To do that, some algorithms (e.g. Directed BFS) use heuristic
information, while others select the candidate nodes by past experience (query-oriented)
or by analyzing the profile of a node (content-oriented). Finally, there is a subset of algo-
rithms that use a classifier to decide which are the best candidate nodes.

Table 2. Semantic aspects in unstructured P2P networks.

Semantic Aspects
Heuristic Information Content Oriented Query Oriented Classification

Algorithm

Flooding
Iterative Deeping
Random Walk
K-walker Random Walk
Two-level K-walker Random Walk
Modified Random BFS
Directed BFS • •
Intelligent Search •
Local Indices Based Search • •
Routing Indices Based Search •
Semantic Overlay Model • •
Route Learning • •
Learning Peer Selection •
Self Learning Query Routing •
6S - Random
6S - Greedy •
6S - Reinforcement Learning •
q-pilot •
SemAnt • •
REMINDIN’ •
P2PSLN •
NeuroGrid •
INGA •
SQR •
SBS •
Collaborative Q-Learning • •

There are some algorithms (such as BFS, DFS, and random approaches) that do not
exploit semantic aspects and consequently they are forced to implement a less informed
method for propagating queries. These features can be observed in table 3. From this
table, we can appreciate that even those algorithms that account for semantic aspects have
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a basic mechanism to propagate queries. These mechanisms are executed over the subset
of candidate nodes or when no candidate node exists and queries must be propagated in
an alternative way. Another feature that is present in this kind of algorithms is the TTL
parameter, which is decremented by one every time the message goes from a node to
another. By performing this process, when the value of the TTL parameter becomes zero
the search for candidates can be assumed to be over, so that the original message can be
ultimately discarded.

Table 3. Basic routing algorithms in unstructured P2P networks.

Features
BFS DFS Random TTL

Algorithm

Flooding • •
Iterative Deeping • •
Random Walk • • •
K-walker Random Walk • •
Two-level K-walker Random Walk • • •
Modified Random BFS • • n/a
Directed BFS • n/a
Intelligent Search • •
Local Indices Based Search • •
Routing Indices Based Search • n/a
Semantic Overlay Model n/a n/a n/a •
Route Learning n/a n/a n/a •
Learning Peer Selection n/a n/a n/a •
Self Learning Query Routing • n/a
6S - Random • • •
6S - Greedy • •
6S - Reinforcement Learning • •
q-pilot n/a n/a n/a •
SemAnt n/a n/a n/a •
REMINDIN’ n/a n/a n/a n/a
P2PSLN n/a n/a n/a •
NeuroGrid • •
INGA n/a n/a n/a n/a
SQR n/a n/a n/a n/a
SBS n/a n/a •
Collaborative Q-Learning • •

Figure 7 presents a timeline that shows the evolution of the main routing algorithms
in P2P networks over the years. From this timeline we can see that between 2002 and
2005 there was a considerable growth of algorithms for unstructured networks, whereas
in recent years research efforts have been particularly focused on hybrid and structured
networks. Furthermore, it can be seen that among algorithms for searching in unstructured
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networks, intelligent algorithms are still a minority, being most of them based on basic
flooding mechanisms.

As introduced in Section 2, query routing algorithms can be classified according to the
topology of the underlying network. Algorithms for structured networks use some data
structure in order to select destination peers. Most of these algorithms use data structures
such as trees or rings, but there are other less usual structures such as the geographical po-
sition of the peers or toroidal. Algorithms for query routing in unstructured P2P networks
can be classified according to the degree of intelligence that they use to select destination
peers. Most of these algorithms are based on basic routing techniques using a random
parameter or simply based on graph paths. Intelligent algorithms use different strategies
for routing queries, which range from the adoption of particular classification techniques
to the use of different kinds of heuristics. Figure 8 shows the main features present in
structured/unstructured routing algorithms.

Fig. 7. Evolution of the main routing algorithms.

4.2. Discussion

P2P systems are distributed systems consisting of interconnected nodes that offer sup-
port to different applications such file sharing, distributed data storage, and distributed
social networks, among others. Developing reliable, robust, effective and efficient P2P
systems gives rise to research challenges such as the design of reputation systems in P2P
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Fig. 8. Salient features of structured/unstructured routing algorithms .

environments, the exploitation of the semantic organization of information, the use of
cryptographic mechanisms for data protection, etc. Several design features commonly
considered when developing P2P systems include:

– Replication. P2P systems rely on content replication to ensure content availabil-
ity. Replication is a major challenge for structured systems such as Chord, where
identifiers are linked to their location. In these cases alias are used to allow replica-
tion [124]. CAN utilizes a replica function to produce random keys to store copies at
different locations [136].

– Security. The dynamic and autonomous nature of P2P systems poses several chal-
lenges at the moment of ensuring availability, privacy, confidentiality, integrity, and
authenticity [25]. Security in P2P networks is a highly explored field. Several cryp-
tography algorithms and protocols have been developed especially for P2P systems,
such as Self-Certifying Data and Information Dispersal [37,109]. Security also in-
volves detecting and managing malicious nodes that can corrupt messages that are
propagated among other nodes. The “Sybil Attack” [47] is a security threat related
to authenticity where a node in a network claims multiple identities. The Symmet-
ric Chord routing algorithm addresses the authenticity problem by implementing an
authenticity validation process. Other approaches to address security issues in P2P
networks rely on the use of special forms of access control lists [45].

– Anonymity. Author anonymity or peer anonymity is some times required in P2P
applications. An approach named “Disassociation of Content Source and Requestor”
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adopted by FreeNet provides anonymity to users by preventing other nodes from
discovering the true origin of a file in the network. Another anonymity mechanism is
“Censorship Resistant Lookup”, which is used by Achord [60], a variant of the Chord
lookup service.

– Incentive mechanisms. The performance of a decentralized P2P system relies on
the voluntary participation of its users. To achieve a good performance it is neces-
sary to implement methods that provide incentives to stimulate cooperation among
users [58]. A simple incentive mechanism is based on ranking highly the results of
a particular node if it has contributed significantly in previous searches. This simple
method typically works for both the Web and P2P networks since appearing high up
in a ranking typically represents an incentive for companies and people [42].

– Semantic grouping of information. The semantic organization of content through
the emergence of semantic communities is deeply analyzed in [22]. Some systems
are based on the notion of “peer communities”, where relationships among peers are
based on nodes’ interests [73]. The emergence of these communities tends to make
the search process more effective as it is possible to target search queries to those
communities more closely related to the topic of the queries. This feature is exploited
by some routing algorithms as discussed in [22,83].

There are several systems that use P2P technologies, such as those presented in sec-
tion 2.5. These systems adopted different architectures and routing algorithms. We con-
sider that no architecture is better than another, but can be use in deferents contexts. While
a structured architecture can guarantee a determined execution time, a decentralized one
can adapt more easily to topology changes. Decentralized approaches need to store some
data to decide how to route a query but most of the algorithms for structured topologies
need to keep their DHT update. Finally, as P2P technologies are still evolving, there are
some open research problems such as a) developing routing algorithms for maximizing
performance; b) defining more efficient security, anonymity, and censorship resistance
schemes; c) exploiting semantic grouping of information in P2P networks; d) developing
more effective incentive mechanisms.

5. Conclusions

The early Internet was designed on principles of cooperation and good engineering. In
many ways, it shared principles and concepts with pure P2P networks. In this decentral-
ized scenario, algorithms that performed searches were essential. When Internet became
more rigid, structured and semi-structured search algorithms emerged, where collabora-
tion among peers was no longer an important issue. Nevertheless, in the last few years pure
P2P networks have come back for playing a major role in the deployment of new systems
and technologies. Research in decentralized search has given rise to novel algorithms that
incorporate semantic aspects derived from the profile of each participant. These seman-
tic aspects can be conveniently exploited to improve routing algorithms, with the goal of
minimizing network traffic and optimizing query response time.

In this article, we have reviewed the most important query routing algorithms in P2P
networks, contrasting their advantages and disadvantages. To facilitate the analysis of
these algorithms, we have introduced different schemes and classifications. In particu-
lar, we have discussed diverse search strategies in structured, semi-structured, and un-
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structured P2P networks. Finally, we have identified common features in these networks,
carrying out a comparative analysis for contrasting these features.

As discussed in this article, semantic issues in intelligent query routing provide a sig-
nificant added value for improving search in distributed environments. This survey aims at
offering an in-depth analysis of the state of the art in this exciting research area, oriented
towards a wide and heterogeneous audience of researchers and practitioners working on
P2P networks. New recent advances in Artificial Intelligence techniques (e.g. [103]) show
that future developments in P2P networks will allow to go beyond the traditional semantic
analysis by adding qualitative reasoning capabilities to the nodes. Even though some mo-
tivating preliminary results have been obtained, most of the research work in this direction
is still to be done.
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Abstract. Hyperspectral remote image sensing is a rapidly developing integrated 

technology used widely in numerous areas. The rich spectral information from 

hyperspectral images aids in recognition and classification of many types of 

objects, but the high dimensionality of these images leads to information 

redundancy. In this paper, we used sensitivity analysis for dimension reduction. 

However, another challenge is that hyperspectral images identify objects as either 

a "different body with the same spectrum" or "same body with a different 

spectrum." Therefore, it is difficult to maintain the correct correspondence 

between ground objects and samples, which hinders classification of the images. 

This issue can be addressed using multi-instance learning for classification. In our 

proposed method, we combined neural network sensitivity analysis with a multi-

instance learning algorithm based on a support vector machine to achieve 

dimension reduction and accurate classification for hyperspectral images. 

Experimental results demonstrated that our method provided strong overall 

classification effectiveness when compared with prior methods. 

Keywords: Sensitivity Analysis, Artificial Neural Network, Ruck Sensitivity 

Analysis, Dimension Reduction, Classification, Hyperspectral Images, Multi-

instance Learning, SVM 

1. Introduction 

Hyperspectral remote sensing technology is a rapidly developing field used in numerous 

areas of specialty, ranging from astronomy and geology to medicine and aerial 

surveillance, among others. Hyperspectral images provide rich spectral information that 

can aid in the recognition and classification of ground objects. However, the high 

dimensionality of these images leads to costly information redundancy, so the 

dimensions must be reduced. Sensitivity analysis using neural networks can be used for 

dimension reduction. However, another challenge remains. Hyperspectral images 

identify objects as either a "different body with the same spectrum" or "same body with 

a different spectrum." Therefore, it is difficult to maintain the correct correspondence 
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between ground objects and samples, which makes classification of the images difficult 

and computationally costly. This issue can be addressed using multi-instance learning 

for classification. In this research, we combine neural network sensitivity analysis with a 

multi-instance learning algorithm based on a support vector machine (SVM) to achieve 

dimension reduction for hyperspectral remote sensing images. 

Hyperspectral imaging differs from general multispectral imaging insofar as 

hyperspectral imaging can display two-dimensional spatial information for a region of 

interest (e.g., the earth's surface), and it can add a dimension of spectral information. 

Multispectral images include only a few spectral bands, whereas hyperspectral images 

include hundreds of bands that are much narrower. Therefore, hyperspectral images can 

form an "image cube" [1]. In addition to multiple bands, hyperspectral images have 

distinct characteristics such as large amounts of data and high information redundancy 

that present difficulties for storing, transmitting, and processing the images. As a result, 

a band selection operation must be performed to reduce some of the unnecessary bands 

before processing hyperspectral images [2]. This operation helps to decrease the 

calculation requirements for hyperspectral image classification, and effectively avoids 

the Hughes phenomenon [3]. 

Hyperspectral image band selection can be considered an NP-hard combinatorial 

optimization problem [4]. Typically, search algorithms are used to search a band subset, 

allowing the evaluation standard to achieve its optimal value across all of the bands of 

the hyperspectral image. This queried band subset can then be treated as the optimal 

band combination. The common method of band selection and dimension reduction [5] 

for hyperspectral remote sensing images is to select several bands from the whole band 

to represent the whole band space. This approach requires that the band combination 

selected be able to provide effective improvement for classification accuracy in the 

subsequent classification. For this research, we select the band according to the band’s 

contribution to classification. Bands that help to improve classification accuracy are 

selected first. 

For classification of hyperspectral remote sensing images, neural network classifiers 

are commonly used because they work well for classifying images with high 

dimensionality and nonlinear structures. To provide a quantitative evaluation of the 

effects of one band on classification accuracy, a neural network sensitivity analysis can 

be employed that is based on a neural network classifier. Sensitivity analysis by a neural 

network [6] can provide a quantitative description of the influence of the input variables 

of a model on the output variables. The sensitivity coefficient of the model properties is 

sorted. Properties with larger sensitivity coefficients are chosen, and those with smaller 

ones are no longer included. In this way, the model is simplified, and the complexity of 

model processing is reduced. In this paper, we apply neural network sensitivity analysis 

to the band selection for hyperspectral remote sensing images, combined with a 

frequently used BP neural network classifier. 

In addition to dimension reduction, the issue remains that hyperspectral images 

identify objects as either a "different body with the same spectrum" or "same body with 

different spectrum," which means they are unable to maintain the correct 

correspondence between target objects and samples. This challenge can be addressed 

using multi-instance learning for classification of hyperspectral images. In the mid- and 

late 1990s, T. G. Dietterich et al. proposed the concept of multi-instance learning in the 

study of drug activity prediction [7]. In this kind of learning, the training set consists of 
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several “bags” labeled with concept tags. Each bag contains several instances without 

concept notations. A bag is labeled positive if it contains at least one instance that is 

positive, and a bag is labeled negative if all of the instances in it are negative. By 

learning from the training bags, the learning system can predict the concept tag of a bag 

that is outside the training set as correctly as possible. Following on the work of T. G. 

Dietterich et al., many researchers began to devise practical multi-instance learning 

algorithms. Multi-instance learning stirred great interest in the machine learning field 

because it was a promising new learning framework in an area of machine learning 

previously unexplored. Multi-instance learning has unique properties and continues to 

offer good prospects for wide application. 

A pixel-level classifier can help to divide the remotely sensed hyperspectral imagery, 

but if spectral background noise and clutter noise are present, classification accuracy 

will be decreased because of omissions or faults. Recently, some researchers proposed 

to adopt classification based on pattern spot images to solve the omissions or faults 

brought by spectrum changes. A pattern spot image refers to the single zone whose 

shape shares the same features with a spectrum. CHEN Jie et al. [8] put forward the 

rough set theory-based object-oriented classification of high resolution remotely sensed 

imagery. First, they abstracted the pattern spot image by means of watershed 

segmentation. Next, they analyzed the texture features of the abstracted images using 

Gabor wavelets, and divided the texture classification rules for abstracted images based 

on rough set theory. ZHANG Chuan et al. put forward object-oriented classification of 

high resolution remotely sensed imagery [9]. YANG Chang-bao et al. explored the 

object-oriented classification of remotely sensed imagery, and they determined the 

classification by segmenting the orthorectification SPOT image based on a distributed 

domain solver [10]. TAN Yu-min et al. put forward an object-oriented remote sensing 

image segmentation approach based on edge detection. [11]. Pattern spot image 

classification differs greatly from pixel-based classification because the former includes 

various regional texture space information, while the latter has only spectral features. 

Pixel-based classification considers only the features of a single pixel. Classification 

based on pattern spot images is less likely to be disturbed by spectral background noise 

and is more likely to retain regional integrity since it is abstracted by the regional spectra 

and space characteristics. 

However, pattern spot image classification still has weaknesses in terms of its anti-

noise properties that result in low classification accuracy with accompanying omissions 

or faults. Since the anti-noise property fails to provide the needed filtering, the 

classification will be less likely to be disturbed by noise with simulti-instance learningar 

spectra and space characteristics classified in the same zone, which is bigger than the 

object by making use of the regional relevance and object-oriented basis. DU Pei-jun et 

al. proposed that the cases in which different objects may have the same spectra 

characteristics or the same object may have different spectra characteristics, together 

with the noise in training instances, can be regarded as particular representatives of 

“ambiguity” in the training bag multi-instance learning. Therefore, when objects from 

the image segmentation are regarded as an instance in multi-instance learning, the object 

set of clutter is regarded as the bag, and multi-instance learning can be used in remote 

sensing classification [12]. 

The phenomena by which the same objects may have different spectra and different 

objects may have the same spectrum are the main source of land surface complexity for 



446           Hui Liu et al. 

remote sensing images. The complexity of land surface composition and the difficulty in 

selecting training samples cause the classification process to be highly dependent on 

human experience and prior knowledge. When using sensitivity analysis provided by an 

artificial neural network to realize dimension reduction for hyperspectral images, all of 

the bands are divided into several groups, as long as a lower correlation exists between 

adjacent bands. In addition, a differential evolution (DE) algorithm is used for 

optimizing the neural network structure. The bands that make only small contributions 

are given up based on the Ruck sensitivity analysis method.  

Given the special advantages of multi-instance learning for solving ambiguous 

problems, and the advantages of neural network sensitivity analysis for dimension 

reduction, we suggest that integrating both multi-instance learning and sensitivity 

analysis for hyperspectral image classification can reduce the uncertainty of 

classification results. In view of this background and the benefits of applying new 

machine learning methods to remote sensing image classification, in this paper, we 

combine multiple-instance learning and an ensemble artificial neural network with 

embedded sensitivity analysis to improve the accuracy of hyperspectral image 

classification. 

2. Related Work 

2.1. Neural Network Sensitivity Analysis  

Sensitivity analysis is an important research focus in the field of neural networks. In 

some practical applications, the availability of a huge amount of data can cause the 

trained neural network to become increasingly complex. The main task of sensitivity 

analysis is to determine how to analyze the parameters of the neural network effectively 

and simplify the scale of the network. Toward this end, we use the following procedure 

in this research.  

Assume that the model is 
( )1 2, ,..., ny f x x x=

, where ix
 is the kth property value of the 

model. It is necessary to ensure that any changes of each property are within the possible 

value range. The next step is to study and predict the influence of the change(s) of these 

properties on the output value of the model [13]. The degree of influence is called the 

sensitivity coefficient of property ix
 on output value

y
: the higher the sensitivity 

coefficient, the greater the influence of the property on the output value. Thus, the 

sensitivity analysis can provide a quantitative description of the influence of the input 

variables on the output variable of a model. Furthermore, we can sort the sensitivity 

coefficients of the model’s properties. We can choose the properties with larger 

sensitivities and give up the smaller ones according to the practical considerations of the 

problems. In this way, the model can be simplified and the computational complexity of 

processing the model reduced, which means dimension reduction is achieved. 

Sensitivity analysis works based on the specific model. In most cases, however, when 

people face vast amounts of information, they are not clear about how the internal 
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mechanisms of the data work. In such cases, they cannot build the model expression 

( )y f x=
 directly, and therefore cannot conduct a sensitivity analysis either. However, 

researchers have shown that while a neural network does not need to model the physical 

concept of the research question, the neural network can provide more effective 

solutions for problems involving uncertainty or nonlinearity. The network provides a 

black box analysis model, and outputs reasonable results through the training and 

learning of input samples [14]. If the input data and output data are known, the neural 

network will use many simple neurons to simulate the non-linear relationships between 

the data. Neural network sensitivity analysis also uses the connection weights and the 

threshold between neurons to assess the influence of the input data on the output data 

[15]. 

Neural network sensitivity analysis can be divided into local sensitivity analysis and 

global sensitivity analysis. Some scholars have focused mainly on the study of local 

sensitivity analysis. There are four types of classical neural network sensitivity analysis. 

The first type is the sensitivity analysis method based on the connection weight, such as 

the Garson algorithm put forward in the early 1990s by Garson [16] and the Tchaban 

algorithm proposed by Tchaban [17]. The second type is sensitivity analysis based on 

the influence of the partial derivatives of output variables on input variables, such as 

Dimoponlos sensitivity analysis [18] and Ruck sensitivity analysis [19]. The third type is 

sensitivity analysis combined with statistics, such as methods based on random testing 

by Olden et al.[20]. The forth type is sensitivity analysis based on input variable 

disturbance, such as the method of adding white noise to the input data of a network and 

calculating the resulting change of output variables, an example of which was put 

forward by Scardi [21] 

2.2. SVM Classification Methods and Multi-instance Learning 

Training data are required to train the SVM model. However, these data cannot be 

separated without errors. The data points that are closest to the hyperplane are used to 

measure the margin, while the SVM attempts to identify the hyperplane that maximizes 

the margin and minimizes a quantitative proportion to the number of misclassification 

errors [22]. The SVM derives the optimal hyperplane as the solution of the following 

convex quadratic programming problem [23]: 

 
( )

, , 1

1
    . .  1 ,  0, 1,2, ,

2
min

n
T T

i i i i i
w b i

w w C s t y w x b i n


  
=

+ +  −  =
,   (1) 

where 1 1{( , ), ,( , )}i ix y x y
 are the labeled training datasets with 

d

ix R
 and 

 1,1iy  −
; 

*w  and 
*b  define a linear classifier in the feature space; C is the 

regularization parameter defined by the user; and i  is a positive slack variable that 

handles permitted errors. 

The optimization problem can be reformulated through a Lagrange function, where 

Lagrange multipliers can be found via dual optimization to generate a convex quadratic 

programming solution as follows [24] [25]: 
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where 1 2[ , , , ]n   =
 is the vector of the Lagrange multipliers, while 

( , )K
 is a 

kernel function. For a linearly non-separable case, a kernel function is introduced that 

satisfies the condition stated by Mercer’s theorem and that corresponds to some types of 

inner product in the transformed (higher) dimensional feature space, as shown: 

( , ) ( ) ( )i j i jK x x x x = 
.       (3)          

The final result is a discrimination function 
( )F x

 conveniently expressed as a 

function of the data in the original (lower) dimensional feature space: 

* * * *

1

( ) sgn[( ) ( ) ] sgn( ( , ) )
n

T

i i i

i

F x w x b y K x x b 
=

= + = +
.   (4) 

Some popular kernel functions include the following: 

a) Linear kernel 

( , ) ( )i iK x x x x= 
,        (5) 

Polynomial kernel 

( , ) [( ) 1]T q

i iK x x x x= +
,       (6) 

           

where 
q

 is a constant. 

 

b) Gaussian Radial Basis Function kernel 
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2
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K x x 



 − 
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   ,     (7) 

Sigmoid kernel 

( , ) tanh[ ( ) ],   0, 0T

i ik x x v x x c v c= +  
.   (8) 

Multi-instance learning was proposed as a new machine learning method to solve 

problems with relationships such as “1∶N∶1” using “object∶description∶label.” In multi-

instance learning, labeled bags composed of several unlabeled instances are treated as 

training samples, and the goal of learning is to predict the labels of unknown new bags. 

In contrast to traditional supervised learning, the bag strategy employed by multi-

instance learning offers special advantages in dealing with ambiguous problems. Multi-

instance learning is viewed as the fourth machine learning framework, in parallel with 

reinforcement learning, supervised learning, and unsupervised learning (Bolton & 

Gader, 2011; Lozano-Perez, 1998; Bolton, et al., 2011; Zhang, et al., 2004; Zhou, et al., 

2002; Andrews, et al., 2002; Zhang, et al., 2010). At the moment research on multi-

instance learning has focused mainly on creating new multi-instance learning algorithms 

and on designing applications of multi-instance learning for various fields (Zhang, et al., 

2004; Zhou, et al., 2002; Li, et al., 2004). In the image processing field, multi-instance 

learning has been used for image retrieval and scene classification, with good results 

obtained in some existing experiments (Li, et al., 2007; Li, et al., 2010; Wang, et al., 

2010; Li, et al., 2008) [26]. 
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Traditional supervised learning can be treated as a special case of multi-instance 

learning. The transformation of traditional supervised learning algorithms to make them 

capable of dealing with multiple instance problems is an important branch in multi-

instance learning algorithm research. Considering the bag concept, multi-instance 

learning can be viewed as a generalization of traditional supervised learning. Combining 

multiple learners for the purpose of enhancing the performance of the base learner is an 

effective method in traditional supervised learning frameworks. According to the 

supervised nature and classification function of multi-instance learning, multiple 

instance ensemble learning is also a feasible approach, and some researchers have 

shown that performance is increased by using an ensemble. Research into the integration 

of ensemble learning and multi-instance learning is an active branch of machine 

learning, so advances have been seen in remote sensing image classification (Qi, et al., 

2011; Zhou, et al., 2003; Auer & Ortner, 2004; Kittler, et al., 1998). 

Multi-instance learning algorithms based on an SVM can be divided into two 

categories: multi-instance learning based on samples (mi-SVM), and multi-instance 

learning based on bags (MI-SVM) [27–28]. mi-SVM tries to identify a maximal margin 

hyperplane for the instances, subject to the constraint that at least one instance of each 

positive bag is located in the positive half-space while all instances of negative bags are 

in the negative half-space. MI-SVM tries to identify a maximal margin hyperplane for 

the bags by regarding the margin of the “most positive instance” in a bag as the margin 

of that bag. 
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where w and b are two parameters; i is a positive slack variable; ix
is the input value; 

 1,1iy  −
is the output value; and C is the regularization parameter defined by the user. 

3. Application of Neural Network Sensitivity Analysis and Multi-

instance Learning to Band Selection 

The back propagation (BP) neural network classifier is a common tool for the 

classification of hyperspectral remote sensing images. Combined with the neural 

network sensitivity analysis method introduced above, the band selection for BP can be 

carried out in the whole band space. The band combination that provides a large 

contribution to the classification is selected (as explained in Section 3.1 below), thereby 

realizing the purpose of dimension reduction. To get better analysis results, before 

conducting a sensitivity analysis the hyperspectral remote sensing image data should be 

pretreated. Some band combinations with weak correlation are preselected by subspace-

partition. To avoid blindness in the selection of the initial weights and threshold of BP 

neural network [29], a differential evolution algorithm is used to optimize the BP neural 
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network. Last, the optimized BP neural network is used to conduct the sensitivity 

analysis. The sensitivity analysis results for all of the test samples are combined by using 

the comprehensive evaluation function, and finally the band with the biggest influence 

on classification results is selected. The specific process is explained in the following 

subsections of this paper. 

3.1. Data Preprocessing and Band Selection 

For the proposed method, data processing takes place using the following steps. Before 

employing the neural network sensitivity analysis, the original hyperspectral remote 

sensing image needs to be preprocessed to eliminate the bands that have interference 

from noise, water vapor, or other serious pollution. Select the object that has the largest 

number of samples as the pre-selected object that is good for classification. Typically, 

the original hyperspectral remote sensing image has a large number of bands, but there 

is a high correlation and high redundancy between bands. Therefore, to attain a good 

result from the sensitivity analysis, it is very important to choose as the input the band 

that also has a weak correlation. 

To solve the above problem, the approach is to divide the whole band into several 

subspaces, and then select the band. The adaptive subspace decomposition (ASD) [30] 

method based on correlation filtering is used to divide the band set of the hyperspectral 

remote sensing image. First, we calculate the correlation coefficient denoted as ijR
 

between the two bands. Let iu
 and ju

 denote the number of i and j bands, respectively. 

As the value of the correlation coefficient grows larger, the correlation between bands 

becomes stronger, and as the correlation comes closer to 0, the correlation becomes 

weaker. ijR
 is defined as: 

( )( ) 

( )  ( ) 
,

22

i i i i

i j

i i j j

E x x
R

E x E x

 

 

− −
=

− −

.     (11) 

The value ijR
 of the matrix R  ranges between 0 and 1. As Rij comes closer to 1, the 

correlation between the two bands becomes stronger. i  and j  are the mean values of 

ix
 and jx

, respectively. They denote the gray mean values of the two bands. [ ]E •  is the 

mathematical value expected. When all ijR
 values are identified, then the proper 

threshold bT
 is set. The continuous bands of 

| |ij bR T
 form a new subspace. We can 

control the number of subspaces and the number of bands in each subspace dynamically 

by changing the threshold bT
. Furthermore, Rs denotes the ratio of the number of bands 

in a subspace to the total number of bands in all subspaces. We select the bands in each 

subspace to create band combinations according to the ratio Rs. Then we reduce the 

correlation of the bands as much as possible. Combining the bands with the pre-object 

types and the object information of the original remote sensing image, we can determine 

the training sample P for input, expected value T for output, test sample P_Test for 
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input, and expected value T_Test for output, all of which are required for the training of 

a BP neural network. These steps make it convenient to determine the topological 

structure of the neural network. 

3.2. Dimension Reduction and Classification based on Sensitivity Analysis and 

Multi-instance Learning 

3.2.1 Ruck sensitivity analysis 

Ruck sensitivity analysis (1990) is based on the partial derivatives of output variables 

for input variables. This method is designed for feedback neural networks, such as BP 

neural networks and RBF neural networks. This approach, which is simple and fast, 

evaluates the partial derivatives with the activation function of the neural network, and 

calculates the influence of the input data on the output data. Therefore, Ruck sensitivity 

analysis is used to study band selection for a hyperspectral remote sensing image based 

on a BP neural network classifier. 

The value ijR
 of the matrix R  ranges between 0 and 1. As Rij comes closer to 1, the 

correlation between the two bands becomes stronger. i  and j  are the mean values of 

ix
 and jx

, respectively. They denote the gray mean values of the two bands. [ ]E •  is the 

mathematical value expected. When all ijR
 values are identified, then the proper 

threshold bT
 is set. The continuous bands of 

| |ij bR T
 form a new subspace. We can 

control the number of subspaces and the number of bands in each subspace dynamically 

by changing the threshold bT
. Furthermore, Rs denotes the ratio of the number of bands 

in a subspace to the total number of bands in all subspaces. We select the bands in each 

subspace to create band combinations according to the ratio Rs. Then we reduce the 

correlation of the bands as much as possible. Combining the bands with the pre-object 

types and the object information of the original remote sensing image, we can determine 

the training sample P for input, expected value T for output, test sample P_Test for 

input, and expected value T_Test for output, all of which are required for the training of 

a BP neural network. These steps make it convenient to determine the topological 

structure of the neural network. 

The above Ruck sensitivity analysis is used only for the sensitivity analysis of the 

input value to the output value of a single sample test point. A comprehensive evaluation 

function is needed to synthesize the sensitivity analysis results of each single sample 

point. Here, we apply the MSA metrics proposed by Jacek. M [25] is chosen as the 

synthetic evaluation function. Assume ikS
 denotes the sensitivity coefficient of the input 

variable i of all the samples to the output variable 
( )1kY k =

, and 
t

iks
 denotes the 

sensitivity coefficient of input variable i to the output variable 
( )1kY k =

 in the number t 

sample. The synthetic evaluation function can be expressed as (15): 
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( )
2

1

n
t

ik

t
ik

s

S
n

==


 ,     (15) 

where n denotes the total number of samples, and ikS
 is nonnegative. ikS

 can be used 

to sort the sensitivity of the input bands, and then the influence of the input variable to 

the output results can be measured. 

3.2.2 Band Classification Using Neural Network Sensitivity 

First, according to the proportion Rs in each subspace, several bands are selected to 

form a band combination. Combined with the pre-selected object type, the training 

sample P and the test sample P_Test are generated, which then serve as the input 

variables of the BP neural network. The number of band combinations is equal to the 

number of the neurons at the input end.  Furthermore, the label value of the ground 

object type is used as the output of the BP neural network. Then, the training samples 

(with results T) and test samples (with results T_Test) are generated. In addition, the 

weight and threshold of the BP neural network are optimized by a DE algorithm. All of 

the samples are classified by the optimized BP neural network, and the results of the 

sensitivity analysis are calculated. In addition, bands are sorted according to their 

sensitivity coefficients. Bands with smaller sensitivity coefficients will be given up, and 

bands with important effects on classification results will be identified. Last, the 

screened band combinations are classified using the neural network classifier to verify 

the effect of dimension reduction. The flow of the procedure is shown in Figure 1. 

Fig. 1. The realization flow for band selection by sensitivity 
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3.2.3 Classification of Hyperspectral Remote Sensing Image based on Multi-

instance Learning 

As described above, in multi-instance learning [31–32], the training set is composed of 

labeled bags, and the bags are made up of non-labeled samples. The goal of multi-

instance learning is to predict the label of previously unseen bags by learning the 

training set. Classification by bags as a unit includes many more features than 

classification by pixels or by the object as a unit, and both the anti-noise capability of 

the region and the accuracy of classification are improved. Each feature of the 

segmented object is taken as an instance; the object set generated by the clustering is 

taken as the packet. Using the packets, multi-instance learning based on an SVM is used 

for classification. In this paper, first, based on the dimension reduction of the band, the 

watershed transform algorithm is utilized to decompose the image into several objects 

that are used as instances for multi-instance learning. Then, the training samples are 

constructed with instances selected by artificial selection, and the unknown bags are 

obtained by the clustering algorithm. The new bag is marked with the nearest sample 

category that has maximum diversity. In other words, the number of generated bags is 

completely determined by the clustering algorithm. The steps of the algorithm are as 

follows. 

 

Fig. 2. The realization flow of classification of hyperspectral remote sensing images based on 

multi-instance learningž 
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(1) Reduce the dimension of the hyperspectral band by using neural network 

sensitivity analysis. 

(2) Obtain the object by applying the common watershed algorithm. 

(3) For each band that is selected by the band selection method, calculate the 

property of the object, and construct the property space. 

(4) Multi-instance bags are generated by the fuzzy C-means clustering 

(5) Select samples for each kind of object to form a training sample bag, and use an 

SVM for classification. 

(6) Get the classification results. 

The flow of the classification process is shown Figure 2. 

4. Experiments and Results 

4.1. Design of the Experiment 

We designed some simulation experiments to demonstrate empirically the effectiveness 

of our proposed method for dimension reduction of hyperspectral remote sensing images 

using neural network sensitivity analysis and multi-instance learning. The experimental 

program was developed using MATLAB R2009b. The SVM classifier utilized the 

LIBSVM toolkit (http://www.csie.ntu.edu.tw/~cjlin/libsvm/) and adopted a radial basis 

function (RBF) to perform the experiments. The penalty factor of the SVM was 16. The 

BP neural network was realized by the built-in neural network toolbox of MATLAB. 

We designed the experiment using a standard hyperspectral image. The dataset was 

revised in MAT format, which can be obtained from the website 

http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scens. 

The image was part of a hyperspectral image from a mixed agroforestry experimental 

zone in northwestern Indiana (USA). It was acquired by the AVIRIS sensors in June 

1992. In this image, the range of wavelengths was 0.4~2.5 um, the size of image was 

145*145 pixels, and the spatial resolution of the image was 25m. In the pretreatment of 

the original image [24] (including image denoising and image deblurring), the bands that 

were heavily polluted by water vapor and noise (such as bands 1~4, 78, 80~86, 

103~110, 149~165, and 217~224) were removed from the original bands. The 

remaining 179 bands were kept for experimental purposes. Figure 3 is an RGB false 

color image composite of the selected bands: 50, 27, and 17. Figure 4 is the real 

distribution image of the 7 objects chosen for the experiments. 

There were 16 classes of ground objects in the image. Seven of these classes had 

larger sample sizes and were chosen for the classification experiments. The ratio 

between training samples and testing samples was selected evenly as 1:1. Table 1 

displays the number of ground objects, as well as the names, and quantities of training 

and testing samples. 
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Fig. 3. The AVIRIS false color image 

 

Fig. 4. The real distribution image 

Table1. Training samples and test samples 

Class 
number 

Training samples Training bags 

Class 1 717 15 
Class 2 417 9 

Class 3 374 8 
Class 4 484 10 

Class 5 1234 25 
Class 6 307 6 

Class 7 647 13 
Total 4180 86 
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4.2. Results and Analysis 

A DE algorithm was used to optimize the BP neural network to get better results from 

the sensitivity analysis, which meant the band combination could improve the accuracy 

of classification effectively after the band with the smallest sensitivity coefficient was 

eliminated. Furthermore, to some extent, the multi-instance learning method based on 

the SVM could improve classification accuracy. We designed six experiments to 

demonstrate the superiority of the multi-instance learning method based on an SVM and 

optimizing the BP neural network with the DE algorithm. The band combinations used 

in the experiments were the same ones selected under the same subspace division. The 

detailed content of the experiments is shown in Table 2. 

Table 2. Comparison experiments 

Gro
up 

Content of Experiments 

A BP neural network classification (BP) 

B Sensitivity analysis and BP neural network classification (SA-BP) 

C 
Sensitivity analysis and Genetic algorithm optimizing BP neural network 

classification (SA-GABP) 

D 
Sensitivity analysis and Differential Evolution optimizing BP neural 

network classification (SA-DEBP) 

E Sensitivity analysis and MI-SVM (SA-MI-SVM) 

F Sensitivity analysis and mi-SVM (SA-mi-SVM) 

 

In each experiment, six types of bands with different numbers were compared, and the values of 

Rs were selected relatively as 1/9, 1/6, 2/9, which meant selecting the band whose number was 

about 20, 30, or 40 from the divided subspace in accordance with the proportion of Rs. The 

topology structure of the BP neural network was set as the N number of neurons of the input layer 

equal to the number of bands in each group. The number of the types of primary features was 7, 

which was also the total number of the classification. The number of the neurons of output layer 

M was set as 7. The hidden layer was set to be single, and the number of its neurons L was set 

according to the expression L N M a= + + . In this expression, a is the adjustment constant 

between 1 and 10. L changed with the training sample set, and ultimately it was determined that 

the error of the network was minimal when a = 5. The related parameters of the BP neural 

network training and DE algorithm were set as shown in Table 3 and Table 4. 

Table 3. The setting of the parameters of BP 

BP Parameters Parameters setting 

Frequency of training 1000 

Minimum mean square error 0.01 

Learning rate 0.1 

Hidden layer activation 
function 

Hyperbolic tangent function tansig 
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Output layer activation 
function 

Linear function purelin 

Training function 
Levenberg-Marquadt Back propagation 

algorithm 

Table 4. The setting of the parameters of DE 

Parameters Parameter values 

Individual dimension D D = N*L+L+L*M+M 

Population size Nd Nd = 20 

Population size MAXGEN MAXGEN = 50 

Hybridization parameters CR CR = 0.9 

Differential evolution model DE/best/1/bin 

 

Except for group A, the other five groups of experiments needed to calculate the 

sensitivity coefficient. Considering the large number of sensitivity coefficients, Tables 

5–7 show only the sensitivity coefficients of three kinds of bands. In the experiments 

with group D, these bands were analyzed using the Ruck method. In the table, the 

sensitivity coefficients are arranged in order from largest to smallest. 

Table 5. Sensitivity coefficient of 20 Bands 

No

. 

Band 

No. 

Sensitivity 

coefficient 

N

o. 

Band 

No. 

1  117 1.0674 11 185 0.5610 

2  43 0.9070 12 199 0.5477 

3  140 0.8505 13 173 0.5102 

4  57 0.7437 14 93 0.5099 

5  5 0.7364 15 72 0.4385 

6  102 0.6796 16 134 0.4076 

7  68 0.6647 17 24 0.3984 

8  212 0.6485 18 87 0.3313 

9  37 0.6098 19 126 0.2332 

10  15 0.5881 20 204 0.1486 

Table 6. Sensitivity coefficient of 30 Bands 

No

. 

 Band 

 No. 

Sensitivity 

coefficient 

N

o. 

Band  
No. 

Sensitivity 

coefficient 

1  16 1.2224 16 141 0.3852 

2  114 0.8933 17 73 0.3778 

3  178 0.8743 18 37 0.3076 

4  34 0.8259 19 87 0.3013 

5  53 0.7306 20 117 0.2566 
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6  133 0.7176 21 148 0.2474 

7  97 0.7028 22 191 0.1856 

8  100 0.6639 23 200 0.1725 

9  89 0.6369 24 170 0.1615 

10  211 0.6300 25 8 0.1520 

11  39 0.6259 26 42 0.1117 

12 

13 

14 

15 

 125 

 27 

 196 

 184 

0.5951 

0.5242 

0.4252 

0.3990 

27 

28 

29 

30 

11 

57 

68 

166 

0.0909 

0.0867 

0.0814 

0.0596 

Table 7. Sensitivity coefficient of 40 Bands 

No

. 

Band 

No. 

Sensitivity 

coefficient 

N

o. 

Band 

No. 

Sensitivity 

coefficient 

1 16 1.3678 21 114 0.4461 

2 68 1.1337 22 141 0.4298 

3 23 1.1020 23 170 0.3795 

4 120 0.9650 24 125 0.3689 

5 196 0.9390 25 39 0.3623 

6 133 0.8981 26 180 0.3424 

7 27 0.8731 27 49 0.3112 

8 89 0.8263 28 73 0.3083 

9 166 0.8159 29 211 0.2794 

10 11 0.7527 30 8 0.2504 

11 117 0.7440 31 87 0.2373 

12 138 0.7327 32 191 0.2334 

13 214 0.6805 33 200 0.2145 

14 37 0.6289 34 42 0.1798 

15 148 0.6065 35 178 0.1409 

16 34 0.5631 36 57 0.1275 

17 102 0.5511 37 184 0.1172 

18 100 0.5422 38 78 0.0988 

19 147 0.5087 39 97 0.0827 

20 53 0.4860 40 14 0.0408 

 

From Tables 5–7, we can see that the sensitivity coefficient of the final band was 

small enough, about the 1/20 of the first one. For several experiments regarding 

classification, first each band whose sensitivity coefficient was less than 0.3 was 

excluded. Then, combined with multi-instance learning, the band combinations after 

dimension reduction were classified again by the BP neural network, checking whether 

the dimension reduction with sensitivity analysis was effective in improving the 

accuracy of classification. Table 8 shows the classification accuracy of band 

combinations after dimension reduction in the experiments of groups A, B, C, D, E, F. 
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Table 8. Classification accuracy 

Number of 

Bands 
A B C D E F 

20 
82.7

5% 
83.68% 

83.7

5% 

84.13

% 

92.4

3% 

93.0

9% 

30 
83.7

5% 
84.02% 

84.7

3% 

85.14

% 

92.7

8% 

93.3

2% 

40 
84.9

0% 
85.24% 

85.5

2% 

85.83

% 

93.1

8% 

93.9

6% 

 

 

Fig. 5. Classification accuracy curves 

From Table 8 and Figure 5, we note that with the same number of bands, the BP 

neural networks optimized with a genetic algorithm (GA) and DE algorithm in the 

experiments with groups C and D achieved better classification accuracy than groups A 

and B. This finding means that the sensitivity coefficients attained in the experiments 

with groups C and D provided more accurate reflection of the effects of each band on 

the classification results. Moreover, the BP neural network optimization with the DE 

algorithm in group D was better than for the GA algorithm adopted in group C. In the 

experiments with group B, the BP neural network was analyzed with the Ruck method 

after the division of the subspace without optimization, so the classification accuracy 

was lower than for groups C and D regardless of the number of bands. The BP neural 

network in experiments with group A was used in classification without dimension 

reduction, so its classification accuracy was the lowest. These results show that 

dimension reduction with sensitivity analysis was effective. 
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For classification, groups E and F used sensitivity analysis combined with multi-

instance learning based on samples (mi-SVM) and multi-instance learning based on bags 

(MI-SVM), respectively. With the same number of bands, the classification accuracy of 

groups E and F was significantly higher than for groups B, C, and D, at more than 90%. 

These results demonstrate that in terms of classification, multi-instance learning 

performed better than the BP neural network. In addition, using multi-instance learning 

not only improved the classification accuracy, but also achieved an ideal classification 

effect. The classification accuracy using 30 bands was higher than when using 20 bands, 

and the classification accuracy using 40 bands was higher than when using 30 bands. 

This result indicates that with an increase in the number of bands, the classification 

accuracy of the same group improved. With the increased number of bands, the 

classification accuracy of groups E and F was more than 90%, which means that 

sensitivity analysis and multi-instance learning are very suitable for the classification of 

hyperspectral image. Figures 6–8 show the results of six groups of experiments using 20, 

30, and 40 bands. It can be seen directly from these figures that groups A and B had the 

fewest incorrect classifications and higher classification accuracy regardless of the 

number of bands. 

Finally, we compared the classification performance of the proposed method with 

some other  hyperspectral image classification methods, as shown in Table 9. In this 

table, the accuracies outside the brackets were taken from corresponding references 

directly, and those accuracies in the brackets were obtained by our proposed method. All 

of the methods were tested under the same conditions with 7 classes and 5% trainings 

samples. Table 9 demonstrates that the classification performance of the proposed 

method outperformed all of the compared methods. 

 

  
                                   A                                                                B      
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                             C                                                                   D 

  

                             E                                                                      F 

Fig. 6. Classification results of 20 bands 
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                              A                                                                     B 

  
                               C                                                                  D 

  
                                E                                                                     F 

Fig. 7. Classification results of 30 bands 
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                            A                                                                    B 

  

                            C                                                                    D 

  

                            E                                                                    F 

Fig. 8. Classification results of 40 bands 
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Table 9. Comparison with other methods 

References Baseline Feature 
Overall 

Accuracy 

Sun et al. [33] RWASL Spectral 94.15% 

Guo et al. [34] FSAF Spectral 84.36% 

Li et al. [35] KELM Spectral 84.53% 

Hu et al. [36] RBF-SVM Spectral 90.74% 

Proposed 

method 

SA-MI-

SVM 
Spectral 94.21% 

Proposed 

method 
SA-mi-SVM Spectral 94.28% 

5. Conclusions 

Hyperspectral images take objects as the basic classification unit in a manner similar to 

the examples and packages used in multi-instance learning. Therefore, multi-instance 

learning can be used for the classification of remote sensing images. In this research, we 

combined neural network sensitivity analysis with a multi-instance learning algorithm 

based on an SVM to achieve dimension reduction and classification of hyperspectral 

remote sensing images. First, to reduce the correlation among the input properties, we 

used adaptive subspace division to select band combinations. In addition, a DE 

algorithm was adopted to optimize the BP neural network. To provide stable network 

connection weights and thresholds for sensitivity analysis by the neural network, we 

employed a sensitivity analysis method based on a partial derivative to calculate the 

sensitivity coefficient and remove bands that had very small coefficients. In this way, we 

achieved dimension reduction. To decrease the impact of the "different body with same 

spectrum" or "same body with different spectrum" phenomena on classification of 

hyperspectral images, a watershed transform algorithm was employed to decompose the 

image into several objects that were used as instances of multi-instance learning. The 

object set generated by clustering formed a bag, and the SVM was used for 

classification. 

Our experimental results demonstrated that our method provided strong overall 

classification effectiveness when compared to prior methods. Based this study, we can 

draw the following conclusions. 

1. Classification accuracy can be improved by means of the proposed neural network 

sensitivity analysis method because the contributions of bands for subsequent 

classification are sorted, and the bands with the largest contributions are selected 

contributions are selected. 

2. A multi-instance learning method can learn robustly from highly noised training 

samples, but the bag label prediction rule for multi-instance learning also brings 

uncertainty to the classification results. The uncertainty problem can be controlled 

through the introduction of neural network sensitivity analysis. 
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3. The multi-instance learning algorithm based on an SVM can obtain higher 

classification accuracy under strong noise training conditions as long as the positive 

examples in the samples are selected properly. 

4. For small sample training, the classification accuracy is higher based on the SVM 

and multi-instance learning algorithm. 

Multi-instance learning has special advantages for resolving ambiguous problems 

compared with traditional supervised learning methods. Integrating multi-instance 

learning with neural network sensitivity analysis proved to have useful effects for 

controlling uncertainty. However, as the experiments showed, ensemble multi-instance 

learning needs a reasonable feature embedding scale factor. The main focus of future 

work should be on methods for implementing dynamically or self-adaptively chosen 

optimal scale factors. 
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Abstract. In this paper we present our ic-NBC and ic-DBSCAN algorithms for data
clustering with constraints. The algorithms are based on density-based clustering
algorithms NBC and DBSCAN but allow users to incorporate background knowl-
edge into the process of clustering by means of instance constraints. The knowledge
about anticipated groups can be applied by specifying the so-called must-link and
cannot-link relationships between objects or points. These relationships are then in-
corporated into the clustering process. In the proposed algorithms this is achieved by
properly merging resulting clusters and introducing a new notion of deferred points
which are temporarily excluded from clustering and assigned to clusters based on
their involvement in cannot-link relationships. To examine the algorithms, we have
carried out a number of experiments. We used benchmark data sets and tested the
efficiency and quality of the results. We have also measured the efficiency of the
algorithms against their original versions. The experiments prove that the introduc-
tion of instance constraints improves the quality of both algorithms. The efficiency
is only insignificantly reduced and is due to extra computation related to the intro-
duced constraints.

Keywords: data mining, data clustering, semi-supervised clustering, clustering with
constraints, instance-level constraints

1. Introduction

Clustering is a well-known and often used data mining technique. Its goal is to assign data
objects (or points) to different clusters so that objects that are assigned to the same cluster
are more similar to each other than to objects assigned to other clusters [10].

Clustering algorithms can operate on different types of data sources such as databases,
graphs, text, multimedia, or on any other datasets containing objects that could be de-
scribed by a set of features or relationships [2]. Performing a clustering task over a dataset
can lead to a discovery of unknown yet interesting and useful patterns or trends in the
dataset. Since clustering algorithms do not require any external knowledge as input (ex-
cept certain parameters such as k in the k-Means algorithm), the process of clustering, in
contrast to classification, is often referred to as an unsupervised learning. However, there
has always been a natural need to incorporate already collected knowledge into algorithms
to make them better both in terms of efficiency and quality of results. This need led to the
construction of a new branch of clustering algorithms based on constraints. Constraint-
based clustering algorithms utilize the fact, that in many applications, the domain knowl-
edge in the form of, say, labeled objects is already known or could be easily specified
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by domain experts. Moreover, in some cases such knowledge can be automatically de-
tected. Initially, researchers focused on algorithms that incorporated pairwise constraints
on cluster membership or learned distance metrics. Subsequent research was related to
algorithms that used many other kinds of domain knowledge [5].

In [12] and [13] we presented the implementation of two neighborhood-based cluster-
ing algorithms ic-NBC and ic-DBSCAN. These two algorithms combined the well-known
NBC [20] and DBSCAN [8] algorithms with two instance-level constraints, must-link and
cannot-link. In this paper, we build upon our previous work. In particular, in Section 4,
we provide a formal background behind the algorithms. The standard concepts used in
ic-NBC and ic-DBSCAN (e.g. k-neighborhood, dense point, direct neighborhood-based
density reachability, neighborhood-based density reachability, cluster, noise, nearest clus-
ter, parent cluster, etc.) had to be adjusted to the new context of instance constraints and
required new definitions. To improve readability, we have introduced a number of exam-
ples and figures illustrating the new concepts. Last but not least, we have added an entirely
new section with experimental results to verify both quality as well as efficiency of the
algorithms.

The paper is divided into six sections. In Section 2 we give a brief introduction to
clustering with constraints and describe the related work in the field of constrained clus-
tering – especially related to density-based clustering. In Section 3, the classic DBSCAN
and NBC algorithms are described. In Section 4 we present our own method. Section 5
contains an experimental evaluation of our algorithms. Conclusions and further research
is discussed in Section 6.

2. Constraints

2.1. Instance-level constraints

In clustering algorithms with constraints, background or expert knowledge can be incor-
porated into algorithms by means of different types of constraints. [5]. Several types of
constraints have been identified so far, for example, instance constraints describing re-
lations between objects or distance constraints such as inter–cluster δ–constraints and
intra–cluster ε–constraints [2]. Nevertheless, the hard instance-level constraints seem to
be most useful since the incorporation of just few constraints of this type can improve
clustering accuracy. (We use the Silhouette score to measure clustering quality in our
experiments.)

In [16] authors introduced two kinds of instance-level constraints, namely: the must-
link and cannot-link constraints. These constraints are simple yet have interesting prop-
erties. For example must-link constraints are symmetrical, reflexive and transitive: if two
points, p0 and p1 are in a must-link relationship, that is, c=(p0, p1) (see Table 1 for nota-
tion), then these points should be assigned to the same cluster. On the other hand, if two
points r0 and r1 are in a cannot-link relationship, that is, c6=(r0, r1), then these points
must not be assigned to the same cluster.

Consider the following example based on Figure 1. In Figure 1.a we present a sample
dataset with two must-link constraints c=(p0, p1) and c=(p2, p3). Each pair of points
should be assigned to the same cluster.In Figure 1.b we present a sample dataset with
one cannot-link constraint c6=(p0, p1). The dataset should be clustered so that points p0
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Table 1. Notation related to instance-level constraints used in the paper and auxiliary
variables used in pseudo-code of the algorithm.

Notation Description
C(p) The cluster to which a point p was assigned. If a point has not been decided yet to which

cluster it should be assigned then C(p) returns UNCLASSIFIED. If p is a noise point, then
C(p) = NOISE.

C= The set of pairs of points that are in a must-link relation.
c=(p0, p1) Two points p0 and p1 are in a must-link relation (must be assigned to the same resulting

cluster).
C=(p) The set of points which are in a must-link relation with point p.

C 6= The set of pairs of points that are in a cannot-link relation.
c 6=(r0, r1) Two points r0 and r1 are in a cannot-link relation (must not be assigned to the same resulting

cluster).
C6=(r) The set of points which are in a cannot-link relation with point r.

ClusterId The auxiliary integer variable used for storing currently-created clusters identifier.
p.ClusterId By using such a notation we refer to a ClusterId related to point p.

p.ndf Such a notation is used to refer to a value of the NDF factor associated with point p.
Rd, Rt The auxiliary variables for storing deferred points.
DPSet The variable for storing dense points. It is used for in an iterative process of assigning points

to clusters.

and p1 will not be assigned to the same cluster.In Figure 1.c and Figure 1.d we illustrate
basic features of instance constraints such as transitivity, reflexiveness, symmetry as well
as entailment. �

2.2. Related Work

In constrained clustering algorithms, background or expert knowledge can be incorpo-
rated into algorithms by means of different types of constraints. Over the years, several
methods of using constraints in clustering algorithms have been developed [5]. Constraint-
based methods proposed so far employ techniques such as modifying the clustering objec-
tive function including a penalty for satisfying specified constraints [6], clustering using
conditional distributions in an auxiliary space, enforcing all constraints to be satisfied
during clustering process [17] or determining clusters and constraints based on neighbor-
hoods derived from already available labelled examples [1]. In the distance-based meth-
ods, the distance measure is designed so that it satisfies given constraints [11,4]. Among
algorithms proposed so far, a few represent modifications of density based algorithms,
such as C-DBSCAN [15], DBCCOM [7] or DBCluC [18].

C-DBSCAN [15] is an example of a density-based algorithm using instance-level con-
straints where constraints are used to dictate whether some points may appear in the same
cluster or not. In the first step, the algorithm partitions the dataset into subspaces using the
KD-Tree [3] and then enforces instance-level constraints within each tree leaf producing
so-called local clusters. Next, under cannot-link constraints, adjacent local clusters are
merged enforcing must-link constraints. Finally, adjacent clusters are merged hierarchi-
cally enforcing remaining cannot-link constraints.

DBCluC [18] which was also based on the DBSCAN [8] employs an obstacle mod-
elling approach for density-based clustering of large two–dimensional datasets. By means
of the modelling it is also capable of detecting clusters of arbitrary shape and is not sensi-
tive to the order of points in a dataset, constraints and noise. The efficiency of clustering
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Fig. 1. An illustration of (a) must-link constraints connecting points p0 and p1 as well as
p2 and p3. Points that are connected by must-link constraint have to be assigned to the
same cluster; (b) cannot-link constraint connecting points p1 and p2. In spite of the fact
that points may be located relatively closely, if there is a cannot-link relation between
them, they cannot by assigned to the same cluster; (c) transitive, reflexive and
symmetrical features of must-link constraints. p0 and p1 as well as p0 and p2 are
connected by must-link constraints, thus p1 and p2 are also connected by a must-link
constraint; (d) entailed cannot-link constraints. All points from clusters s0 and s1 cannot
be assigned to the same cluster because of c 6=(p0, p1) constraint

is leveraged by a reduction of polygons modelling the obstacles – the algorithm simply
removes unnecessary edges from the polygons making the clustering faster in terms of
number of constraints to be analysed. Nevertheless, the mechanism of obstacle reduction
requires a complex preprocessing to be done before clustering.

The DBCCOM algorithm [7] pre-processes an input dataset by modeling the presence
of physical obstacles - similarly to DBCluC. It also detects clusters of arbitrary shapes
and size and is also considered to be insensitive to noise as well as an order of points
in a dataset. The algorithm comprises of three steps: first, it reduces the obstacles by
employing the edge reduction method, then performs the clustering and finally applies
hierarchical clustering on formed clusters. The obstacles in the algorithm are represented
as simple polygons and however the algorithm uses a more efficient polygon edge reduc-
tion algorithm than DBCluC. The results reported by the authors algorithm confirm that
it can perform polygon reduction even faster than DBCCOM and can produce a hierarchy
of clusters.

3. Density-based clustering

Density-based clustering algorithms use density functions to identify clusters. Clusters are
dense regions separated by regions of empty space or low density called noise or outliers.
Clusters generated in this way can be of arbitrary shape. In this section we describe two
density-based algorithms: DBSCAN and NBC.

3.1. DBSCAN

The DBSCAN algorithm [8] is a well known density-based clustering algorithm. The al-
gorithm takes three input parameters: D – the set of data points, ε – the radius of the
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neighborhood, MinPts – the minimal number of points within ε-neighborhood. Each
point in D has an attribute called ClusterId which stores the cluster’s identifier and ini-
tially is equal to UNCLASSIFIED. The key definitions related to the DBSCAN algorithm
shown below will be used in the sequel. Again, the general notation is given in Table 1.

Definition 1 (ε–neighborhood, or εNN(p) of point p). ε–neighborhood of point p is the
set of all points q in dataset D that are distant from p by no more than ε; that is,

εNN(p) = {q ∈ D|dist(p, q) ≤ ε},

where dist is a distance function.

Clusters in DBSCAN are associated with core points which can be considered as seeds
of clusters.

Definition 2 (core point). p is a core point with respect to ε if its ε-neighborhood contains
at least MinPts point; that is, |εNN(p)| ≥MinPts.

The point p2 in Figure 3a is a core point as its ε–neighborhood contains 6 points (we
assume MinPts = 6 in this case).

Definition 3 (directly density-reachable points). Point p is directly density reachable
from point q with respect to ε and MinPts if the following two conditions are satisfied:
a) p ∈ εNN(q)
b) q is a core point.

Figure 3a illustrates the concept of direct reachability.

Definition 4 (density-reachable points). Point p is density-reachable from a point q with
respect to ε and MinPts if there is a sequence of points p1, ..., pn such that p1 = q,
pn = p and pi+1 and is directly density-reachable from pi, i = 1 . . . n− 1.

Figure 3b illustrates the concept of reachability.

Definition 5 (cluster). A cluster is a non-empty set of points in D which are density-
reachable from the same core point.

Although Definition 5 is formulated somewhat differently than the definition provided
in [8], the resulting clusters are identical in both cases.

Points that are not in dense areas are not associated with any clusters and are consid-
ered noise.

Definition 6 (noise). Noise is the set of all points in D that are not density-reachable
from any core point.

DBSCAN proceeds as follows. Firstly, the algorithm generates a label for the first
cluster to be found. Next, the points in D are read. The value of the ClusterId attribute
of the first point read is equal to UNCLASSIFIED. While the algorithm analyzes point
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(a) (b) (c) (d)

Fig. 2. Illustration of a sample execution of the DBSCAN algorithm. The neighborhood
of the first core point is assigned to a cluster (a). Subsequent assignment of
density-reachable points forms the first cluster; initial seeds are determined for the
second cluster (b). The second cluster reaches its maximum size; the initial seeds are
determined for the third cluster (c). The third cluster reaches its maximum size; the
initial seeds are determined for the fourth cluster. Finally, DBSCAN labels noise points
represented here by empty dots (d).

after point, it may happen that the ClusterId attributes of some points may change be-
fore these points are actually analyzed. Such a case may occur when a point is density-
reachable from a core point examined earlier. Such density-reachable points will be as-
signed to the cluster of a core point and will not be analyzed later. If a currently ana-
lyzed point p has not been classified yet (the value of its ClusterId attribute is equal to
UNCLASSIFIED), then the ExpandCluster function is called for this point. If p is a core
point, then all points in C(p) are assigned by the ExpandCluster function to the cluster
with a label equal to the currently created cluster’s label. Next, a new cluster label is gen-
erated by DBSCAN. Otherwise, if p is not a core point, the attribute ClusterId of point p
is set to NOISE, which means that point p will be tentatively treated as noise. After ana-
lyzing all points inD, each point’s attribute ClusterId stores a respective cluster label or
its value is equal to NOISE. An illustration of a sample execution of DBSCAN has been
ploted in Figure 2.

3.2. Neighborhood-based clustering

The Neighborhood-Based Clustering (NBC) [20] algorithm also belongs to the class of
density based clustering algorithms. The characteristic feature of NBC compared to DB-
SCAN is its ability to measure relative local densities. Hence, it is capable of discovering
clusters of different local densities and of arbitrary shape. The algorithm has two param-
eters: the set of points D and the number k which is used to describe density of a point.

The key definitions related to the NBC algorithm are presented below; k–neighborhood
and k+–neighborhood, defined below, are parameters used to describe dense neighbor-
hoods.

Definition 7 (k–neighborhood, or kNN(p)). k–neighborhood of point p is a set of k
(k > 0) points satisfying the following conditions:

|kNN(p)| = k, and

∀o′∈D\kNN(p)∀o∈kNN(p) dist(p, o
′ ≥ dist(p, o).
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Definition 8 (k+–neighborhood, or k+NN(p)). k+–neighborhood of point p is equal
to ε′NN(p) where:

ε′ = max({dist(p, v)|v ∈ kNN(p)}).

k+–neighborhood is similar to εNN(p) (see Def. 3.1). However, ε is not a parameter
given a priori to the algorithm, but a property of dense neighborhoods relative to a given
data set.

Definition 9 (punctured k+–neighborhood). Punctured k+–neighborhood of point p
k+NN(p−) is equal to k+NN(p) \ {p}; that is:

k+NN(p−) = k+NN(p) \ {p}.

The concept of k+–neighborhood of p is illustrated in Figure 4a.

Definition 10 (reversed punctured k+–neighborhood of a point p). Reversed punc-
tured k+–neighborhood of a point p Rk+NN(p) is the set of all points q 6= p in dataset
D such that p ∈ k+NN(q−); that is:

Rk+NN(p) = {q ∈ D|p ∈ k+NN(q−)}.

(a) p0 is directly
density-reachable
from core point p1; p0
is density-reachable
from p2
(MinPts = 6).

(b) Both p0 and p5 are
density-reachable
from core point p2, so
p0 and p5 belong to
C(p2)
(MinPts = 6).

Fig. 3. Illustration of some of the concepts
of DBSCAN

(a) q6 is directly
neighborhood-based
density reachable
from p because
q6 ∈ k+NN(p−).

(b) Point q12 is
neighborhood-based
density reachable
from point q3.

Fig. 4. Illustration of some of the concepts
of NBC algorithm.

Definition 11 (neighborhood-based density factor of a point – NDF (p)). Neighbor-
hood-based density factor of a point p is defined as

NDF (p) = |Rk+NN(p)|/|k+NN(p−)|.

Points having the value of the value of NDF factor equal to or greater than 1, are
considered dense.

Definition 12 (dense point). Point p is called a local dense point if itsNDF (p) is greater
than 1.
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Definition 13 (directly neighborhood–based density reachable). A point p is directly
neighborhood–based density reachable from point q if p ∈ k+NN(q−) and q is a dense
(core) point.

Point q6 in Figure 4a is directly neighborhood–based density reachable from point p.

Definition 14 (neighborhood-based density reachable). A point p is neighbor-hood-
based density reachable from r if p is directly neighborhood-based density reachable
from q and r is directly neighborhood-based density reachable from q.

Point q12 in Figure 4b is directly neighborhood–based density reachable from point q3.

Definition 15 (cluster). A cluster is a maximal non-empty subset of D such that for two
points p and q in the cluster, p and q are neighborhood-based density-reachable from a
local core point with respect to k, and if p belongs to cluster C and q is neighborhood-
based density connected with p with respect to k, then q belongs to C.

Definition 16 (noise). Noise is the set of all points in D that do not belong to any cluster.
In other words, noise is the set of all points inD that are not neighborhood-based density-
reachable from any local core point.

In order to find clusters, NBC starts with calculating values of NDF factors for each
point pi in a database D, i = 0, 1, . . . , |D|. Next, for each pi, a value of NDF is checked.
If it is greater than or equal to 1, then pi is assigned to the currently created cluster c
(identified by the value of ClusterId). Next, the temporary variable DPSet for stor-
ing references to points, is cleared and each point, say q, belonging to k+NN(p−i ) is
assigned to c. If q.ndf is greater than or equal to 1, then q is also added to DPSet.
Otherwise, q is omitted and a next point from k+NN(p−i ) is analyzed. Further, for each
point from DPSet, say r, k+NN(r−) is computed. All unclassified points belonging
to k+NN(r−) are assigned to c and points having values of NDF greater than or equal
to 1 are added to DPSet. Next, r is removed from DPSet. When DPSet is empty,
ClusterId is incremented and a next point from D, namely pi+1, is analyzed. Finally,
if there are no more points in D having values of NDF factor greater than or equal to
1, then all unclassified points in D are marked as NOISE.

4. Clustering with Constraints

In this section we present two density-based algorithms with constraints based on
DBSCAN and NBC. The main modification in both algorithms is the introduction
of the DEFERRED points. The deferred points are in ε–neighborhood (for DBSCAN
algorithm) or k+–punctured neighborhood (for the NBC algorithm) of points in-
volved in cannot-link relationship. The original algorithms are then first executed
without the deferred points after which the points are assigned to appropriate
clusters to satisfy their cannot-link constraints.

The must-link constraints are handled in a simple way. In the original algorithms, the
construction of clusters originates from the core points. These points are kept in appropri-
ate lists which are then updated in subsequent iterations of the algorithm. If a given core
point p is involved in a must-link relationship with another core point r, then r is added
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to the cluster originating in p. In this way, the algorithm can connect two remote regions
via a bridge defined by the pair of points in a must-link relationship.

Our interpretation of the instance constraints is slightly different from most of the ex-
isting approaches which stop execution of the clustering algorithms upon the discovery
of conflicting constraints. We believe that instance constraints do not necessarily have
to be fully satisfied. ic-NBC and ic-DBSCAN use techniques similar to DBCluC [18]
where the concept of so-called obstacle points was introduced. Obstacle points are ig-
nored during the process of clustering. In our algorithms, we treat cannot-link constraints
(along with their nearest neighbors) as points which constitute similar obstacles, but we
do not ignore them completely during clustering

Thus, in the process of clustering, if a conflicting constraints exists, the algorithm
does not have to be stopped, and conflicting points are labeled as NOISE.

4.1. ic-DBSCAN

In this subsection we offer a modified version of DBSCAN with constraints. First we intro-
duce a definition of deferred points (Definition 17) and then present modified definitions
of cluster and noise - Definition 18 and Definition 21, respectively.

Definition 17 (deferred point). A point p is called deferred if it is in a cannot-link rela-
tionship with any other point or it belongs to a ε–neighborhood εNN(q), where q is any
point in a cannot-link relationship (q ∈ C 6=). In the latter case we call q a parent point.

Definition 18 (cluster). A cluster is a maximal non-empty subset of D such that:
– for two non-deferred points p and q in the cluster, p and q are neighborhood-based

density-reachable from a local core point with respect to k, and if p belongs to cluster
C and q is also neighborhood-based density connected with p with respect to k, then
q belongs to C;

– a deferred point p is assigned to a cluster C if the 1st-nearest punctured neighbour of
p belongs to C (1−NN(p−) ∈ C), otherwise, p is considered as a noise point.

Definition 19 (nearest cluster). A nearest cluster of a given point p is a cluster C to
which p belongs.

Definition 20 (parent cluster). A parent cluster of a given point p (gp) is a cluster C to
which a parent point of p belongs.

Definition 21 (noise). The noise is the set of all points in D such that each of them is:
– not density-reachable from any core point or
– is a deferred point that has two or more neighbours at the same distance from it and

thus can not be unambiguously assigned to a cluster.
In other words, noise is the set of all points in D that are not neighborhood-based

density-reachable from any local core point and deferred points points that could not be
assigned to any cluster.

In the first phase, ic-DBSCAN algorithm (Figure 6a) omits all points which are in-
volved in any cannot-link relationship and marks them as DEFERRED. Then, it adds
those points to an auxiliary list called Rd which will be later used in the main loop of
the algorithm using the AssignDeferredPoints function.
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Fig. 5. An illustration of definitions of deferred points (a), parent point (b), nearest and
parent cluster (c,d).

Then the algorithm iterates through all UNCLASSIFIED points from D except those
which were added toRd. For all of those points it calls the ExpandCluster function (Figure
6c) and passes all necessary parameters. The main modifications of the ExpandCluster
function (compared to the classic DBSCAN algorithm) is in how the must-link constraints
are processed. When a must-link point is processed and it is a core point or belongs to a
neighbourhood of a point which is a core point, then it is assigned to seeds or curSeeds
lists (containing seed points) depending on which part of the ExpandCluster function is
currently executed. ( The seeds and curSeeds are lists containing of points that belong
to ε–neighborhoods of currently processed point in the ExpandCluster function and the
number of points in the neighborhood is greater or equal to MinPts.)

The last part of the algorithm is to process the set of DEFERRED points. This is done
by means of the AssignDeferredPoints function (Figure 6b). For each point q from Rd

(a list of points which were marked as DEFERRED in the main algorithm method) the
function determines what would be the parent cluster gp of q. Next, it finds a point p6=
involved in cannot-link relationship and similarly determines its parent cluster gp 6= . Then,
if those two parent clusters are the same (gp = gp 6= ) the DEFERRED point q cannot
be assigned to the nearest cluster gp and is labeled as NOISE. Otherwise, if two par-
ent clusters are different q is assigned to gp.

4.2. ic-NBC

In this subsection we offer our new neighborhood-based constrained clustering algorithm
called ic-NBC. The algorithm is based on the NBC algorithm [20] but uses both must-link
and cannot-link constraints for incorporating knowledge into the algorithm.

Below we present the definition of deferred point as well as modified definitions of
cluster and noise - Definition 23 and Definition 24, respectively.

The ic-NBC algorithm employs the same definitions as NBC which are used
in a process of clustering to assign points to appropriate clusters or mark them
as noise. In NBC three types of points can be distinguished: unclassified, classi-
fied and noise points. In ic-NBC, we also employ a concept of DEFERRED points
although defined slightly different than before.

Definition 22 (deferred point). A point p is deferred if it is involved in a cannot-link rela-
tionship with any other point or it belongs to a k+–punctured neighborhood k+NN(q−),
where q is any point involved in a cannot-link relationship.
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Algorihtm ic-DBSCAN (D, k, C=, C 6=)

Rd = ∅1.

label all points in D as UNCLASSIFIED;2.

ClusterId = label of a first cluster;3.

for each point q involved in any constraint from C6= do4.

label q and points in εNN(q) as DEFERRED;5.

endfor;6.

add all DEFERRED points to Rd;7.

foreach point p in set D \Rd do8.

if (p.ClusterId = UNCLASSIFIED) then9.

if ExpandCluster(D, p, ClusterId, ε, MinPts) then10.

ClusterId = NextId(ClusterId);11.

endif ;12.

endif ;13.

endfor;14.

AssignDefferedPoints(D, p, ClId, MinPts, ε, C=, C6=);15.

(a) The ic-DBSCAN algorithm.
Function AssignDeferredPoints(D, Rd, C 6=)

for each point q ∈ Rd do1.

p← GetParent(q);2.

gp ← NearestCluster(p);3.

p 6= ← C 6=(p);4.

gp 6= = NearestCluster(p 6=);5.

if gp = gp 6= then6.

mark q as NOISE;7.

else if8.

assign point q to gp;9.

end if ;10.

remove q from Rd;11.

end for;12.

(b) Assigning deferred points to clusters.

Function ExpandCluster(D, p, ClId, MinPts, ε, C=, C 6=)

seeds = Neighborhood(D, p, ε);1.

if |seeds| < MinPts then2.

p.ClusterId = NOISE;3.

return FALSE;4.

else do5.

for each point q in seeds do6.

q.ClusterId = ClId;7.

add C=(q) to seeds;8.

endfor9.

delete p from seeds;10.

while |seeds| > 0 do11.

curPoint = first point in seeds;12.

curSeeds = Neighborhood(D, curPoint , ε);13.

if |curSeeds| ≥MinPts then14.

for each point q in curSeeds do15.

add C=(q) to seeds;16.

if q.ClusterId = UNCLASSIFIED then17.

q.ClusterId = ClId;18.

append q to seeds;19.

else if q.ClusterId = NOISE then20.

q.ClusterId = ClId;21.

end if;22.

end for;23.

end if;24.

delete curPoint from seeds;25.

end while;26.

end else;27.

(c) The ExpandCluster function.

Fig. 6. The pseudo-code of the ic-DBSCAN algorithm using instance constraints.

Definition 23 (cluster). A cluster is a maximal non-empty subset of D such that:

– for two non-deferred points p and q in the cluster, p and q are neighborhood-based
density-reachable from a local core point with respect to k, and if p belongs to cluster
C and q is also neighborhood-based density connected with p with respect to k, then
q belongs to C;

– a deferred point p is assigned to a cluster C if the nearest neighbour of p which is not
in cannot-link relationship with p belongs to C, otherwise p is considered as a noise
point.

Definition 24 (noise). Noise is the set of all points in D that:

– have not been assigned to any cluster or
– each of them is a deferred point p whose 1+NN(p−) neighborhood contains points

assigned to different clusters and thus can not be unambiguously assigned to a par-
ticular cluster.

In other words, noise is the set of all points inD that are not neighborhood-based density-
reachable from any local core point and deffered points points which could be assigned
to two or more clusters.

ic-NBC (Figure 7a) can be divided into two main steps. In the first step the algorithm
works very similarly to NBC. It calculates NDF factors and performs clustering. The
main difference between ic-NBC and NBC is that the former:
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Algorithm C-NBC (D, k, C=, C 6=)

Rd ← ∅1.

ClusterId = 0;2.

label all points in D as UNCLASSIFIED;3.

CalcNDF (D, k);4.

for each point q involved in any constraint from C= or C6= do5.

label q and points in k+NN(q−) as DEFERRED6.

add q to Rd;7.

endfor8.

ClusterId = 0;9.

for each unclassified point p in D such that p.ndf ≥ 1 do10.

p.ClusterId = ClusterId;11.

clear DPSet;12.

for each point q ∈ k+NN(p−) \Rd do13.

q.ClusterId = ClusterId;14.

if (q.ndf ≥ 1) then add q to DPset; endif15.

add all points r from C=(q) such that16.

r.ndf ≥ 1 to DPset;17.

endfor18.

while (DPSet 6= ∅) do19.

s = first point in DPset;20.

for each unclassified point t in k+NN(s−) \Rd do21.

t.ClusterId = ClusterId;22.

if (t.ndf ≥ 1) then add t to DPset; endif23.

add all points u from C=(t) such that24.

u.ndf ≥ 1 to DPset;25.

endfor26.

remove s from DPset;27.

endwhile28.

ClusterId + +;29.

endfor30.

label unclassified points in D as NOISE;31.

AssignDeferredPointsToClusters(D, Rd, k, C 6=);32.

(a) The ic-NBC algorithm.

Function AssignDefferedPointsToClusters(D, Rd, C 6=)

Input:

D - the input dataset (not clustered)

Rd - the set of points marked as deferred

k - the parameter of the C-NBC algorithm

C 6= - the set of cannot-link constraints

Output:

The clustered set with clusters satisfying cannot-link and

must-link constraints.

Rt ← Rd;1.

do begin2.

Rt ← Rd; // a temporary set for storing deferred points3.

// assigned to any cluster4.

foreach point p in Rt do begin5.

foreach point q in k+NN(p−) do6.

if (q.ndf ≥ 1 and q.ClusterId > 0 and q ∈ Rd)7.

if (CanBeAssigned(p, q.ClusterId)) and8.

// checking if p can be assigned9.

// to a cluster identified by q.clusterId10.

(CanBeAssigned(11.

p.nearestCannotLinkPoint,12.

q.ClusterId)) then13.

p.ClusterId = q.ClusterId;14.

add p to Ra;15.

break;16.

endif17.

endif18.

endfor19.

remove Ra from Rt;20.

endfor21.

while (Ra 6= ∅)22.

(b) The AssignDefferedPointsToClustesrs
function.

Fig. 7. The pseudo-code of the ic-NBC algorithm.

– determines which points will be considered as DEFERRED;
– excludes these points from all calculations (except to compute the values of NDF

factors); and
– merges areas of clustered dataset according to must-link constraints.

The ic-NBC algorithm starts with the CalcNDF function. After calculating the NDF
factors for each point from D, the deferred points are determined by scanning pairs of
cannot-link connected points. These points are added to an auxiliary set Rd.

Then, the clustering process is performed in the following way: for each point pwhich
was not marked as DEFERRED, it is checked if p.ndf is less than 1. If p.ndf < 1, then
p is omitted and a next from DPSet is checked. If p.ndf ≥ 1, then p as a dense point is
assigned to the currently-created cluster identified by the current value of ClusterId.

Next, the temporary variable DPSet is cleared and each non-deferred point, say q,
belonging to k+NN(p−)\Rd is assigned to the currently-created cluster identified by the
current value of the ClusterId variable. Additionally, if q.ndf ≥ 1, then it is assigned to
DPSet as well as all dense points which are in a must-link relation with q.

Next, for each unclassified point from DPSet, say s, its punctured k+–neighborhood
is determined. Each point, say t, which belongs to this neighborhood and has not been
labeled as deferred yet is assigned to the currently created cluster and if its value ofNDF
is equal to or greater than 1, is added to DPSet. Moreover, all dense points which are in
a must-link relation with t are added to DPSet as well. Later, s is removed from DPSet
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(a) k = 75, s = 0.063 (b) k = 100, s = 0.305 (c) k = 125, s = 0.434

(d) k = 75, s = 0.068 (e) k = 100, s = 0.303 (f) k = 125, s = 0.424

Fig. 8. Results of clustering for the Birch1 dataset using NBC (a-c), and ic-NBC (d-f).
Colors represent mined clusters. k is a parameter if the algorithm. s is a value of the
Silhouette factor computed for the given clustering result. Red dashed lines denote
cannot-link constraints.

and next point from DPSet is processed. When DPSet is emptied, then ClusterId is
incremented. After all points from D are processed, unclassified points are marked as
noise by setting the values of their ClusterId attribute to NOISE. However, in order to
process the deferred points, the AssignDeferredPointsToCluster function is invoked. The
function performs so that for each deferred point p it finds the nearest point q assigned to
any cluster and checks whether it is possible (in accordance with cannot-link constraints)
to assign p to the same cluster as q. Additionally, the function checks if the assignment of
p to a specific cluster will not violate previous assignments of deferred points.

5. Experiments

In this section we present results of the experiments we performed to test the quality and
efficiency of the proposed methods. We divided the experiments into two parts. First we
focused on quality of clustering, then on the efficiency.
Datasets. For the experiments we used three standard two dimensional clustering bench-
marking datasets (Birch) [19] with 100 000 points and 100 clusters. We examined three
different versions of the Birch dataset containing clusters in regular grid structure (Birch1
- Figures 8-9), clusters at a sine curve (Birch2 - Figures 10-11) and random sized clus-
ters in random locations (Birch3 - Figures 12-13).
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(a) Eps = 6000.0, minPts =
15, s = 0.186

(b) Eps = 6500.0, minPts =
15, s = 0.035

(c) Eps = 7000.0, minPts = 15,
s = -0.470

(d) Eps = 6000.0, minPts =
15, s = 0.192

(e) Eps = 6500.0, minPts = 15,
s = 0.077

(f) Eps = 7000.0, minPts = 15,
s = -0.369

Fig. 9. Results of clustering for the Birch1 dataset using DBSCAN (a-c), and ic-DBSCAN
(d-f). Colors represent mined clusters. Eps and minPts are parameters of the algorithm.
s is a value of the Silhouette factor computed for the given clustering result. Red dashed
lines denote cannot-link constraints.
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(a) k = 900, s = 0.724

(b) k = 950, s = 0.456

(c) k = 1000, s = -1.000

(d) k = 900, s = 0.739

(e) k = 950, s = 0.683

(f) k = 1000, s = 0.346

Fig. 10. Results of clustering for the Birch2
dataset using NBC (a-c), and ic-NBC (d-f).
Colors represent mined clusters. k is a
parameter if the algorithm. s is a value of
the Silhouette factor computed for the
given clustering result. Red dashed lines
denote cannot-link constraints.

(a) Eps=2000.0, minPts=15, s = 0.464

(b) Eps=2500.0, minPts=15, s = 0.325

(c) Eps=3000.0, minPts=15, s = 0.263

(d) Eps=2000.0, minPts=15, s = 0.671

(e) Eps=2500.0, minPts=15, s = 0.612

(f) Eps=3000.0, minPts=15, s = 0.659

Fig. 11. Results of clustering for the Birch2
dataset using DBSCAN (a-c), and
ic-DBSCAN (d-f). Colors represent mined
clusters. Eps and minPts are parameters
of the algorithm. s is a value of the
Silhouette factor computed for the given
clustering result. Red dashed lines denote
cannot-link constraints.
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(a) k = 30, s = 0.107 (b) k = 50, s = 0.224 (c) k = 70, s = 0.282

(d) k = 30, s = 0.113 (e) k = 50, s = 0.240 (f) k = 70, s = 0.288

Fig. 12. Results of clustering for the Birch3 dataset using NBC (a-c), and ic-NBC (d-f).
Colors represent mined clusters. k is a parameter if the algorithm. s is a value of the
Silhouette factor computed for the given clustering result. Red dashed lines denote
cannot-link constraints. Black solid lines are must-link constraints. In the experiment 12
must-link and 43 cannot-link constraints were used.
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(a) Eps = 5000.0, minPts =
15, s = 0.128

(b) Eps = 6000.0, minPts =
15, s = 0.146

(c) Eps = 7000.0, minPts = 15,
s = 0.031

(d) Eps = 5000.0, minPts =
15, s = 0.154

(e) Eps = 6000.0, minPts = 15,
s = 0.194

(f) Eps = 7000.0, minPts = 15,
s = 0.171

Fig. 13. Results of clustering for the Birch3 dataset using DBSCAN (a-c), and
ic-DBSCAN (d-f). Colors represent mined clusters. Eps and minPts are parameters of
the algorithm. s is a value of the Silhouette factor computed for the given clustering
result. Red dashed lines denote cannot-link constraints. Black solid lines are must-link
constraints. In the experiment 12 must-link and 43 cannot-link constraints were used.
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(a) ic-DBSCAN.
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(b) ic-NBC.

Fig. 14. Charts with the results of experiments for testing efficiency of ic-DBSCAN (a)
and ic-NBC (b) for datasets Birch1, Birch2, and Birch3.
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Table 2. Results of exeriments. Def - number of deferred points; Count - number of
discovered clusters; Silh. - a value of the Silhouette score; Ind. - time of index building;
Clust. - time of clustering; Tot. = Ind. + Clust. Times are given in milliseconds.
Data Alg. Param. Ind. Clus. Def. Cnt. Tot. Silh.
birch1 NBC 75 10145 63372 47 73517 0.063
birch1 ic-NBC 75 9006 67731 6537 49 76737 0.068
birch1 NBC 100 8980 61405 72 70385 0.305
birch1 ic-NBC 100 10399 74341 9877 73 84740 0.303
birch1 NBC 125 8934 67587 89 76521 0.434
birch1 ic-NBC 125 8791 80985 13542 89 89776 0.424
birch1 DBSCAN 6000.0, 15 9892 29946 223 39838 0.186
birch1 ic-DBSCAN 6000.0, 15 8879 34089 4518 216 42968 0.192
birch1 DBSCAN 6500.0, 15 9702 30969 152 40671 0.035
birch1 ic-DBSCAN 6500.0, 15 8885 34726 5386 146 43611 0.077
birch1 DBSCAN 7000.0, 15 9323 31151 73 40474 -0.470
birch1 ic-DBSCAN 7000.0, 15 9648 37155 6778 74 46803 -0.369
birch2 NBC 900 8955 108149 99 117104 0.724
birch2 ic-NBC 900 9260 187205 77742 100 196465 0.739
birch2 NBC 950 9011 118442 64 127453 0.456
birch2 ic-NBC 950 10281 210245 88899 92 220526 0.683
birch2 NBC 1000 9446 120449 1 129895 -1.000
birch2 ic-NBC 1000 9402 205044 87771 43 214446 0.346
birch2 DBSCAN 2000.0, 15 9370 46691 63 56061 0.464
birch2 ic-DBSCAN 2000.0, 15 9026 68285 26811 89 77311 0.671
birch2 DBSCAN 2500.0, 15 8807 51681 46 60488 0.325
birch2 ic-DBSCAN 2500.0, 15 9470 98568 55157 82 108038 0.612
birch2 DBSCAN 3000.0, 15 9243 56087 39 65330 0.263
birch2 ic-DBSCAN 3000.0, 15 8991 144539 101349 85 153530 0.659
birch3 NBC 30 9093 71470 52 80563 0.111
birch3 ic-NBC 30 8848 72752 213 48 81600 0.090
birch3 NBC 50 8712 78941 54 87653 0.234
birch3 ic-NBC 50 9984 79111 450 50 89095 0.149
birch3 NBC 70 8871 84654 50 93525 0.282
birch3 ic-NBC 70 10469 101585 622 45 112054 0.199
birch3 DBSCAN 5000.0, 15 9132 61933 118 71065 0.133
birch3 ic-DBSCAN 5000.0, 15 8482 63644 247 111 72126 -0.014
birch3 DBSCAN 6000.0, 15 9136 62968 80 72104 0.153
birch3 ic-DBSCAN 6000.0, 15 8644 72144 316 78 80788 0.020
birch3 DBSCAN 7000.0, 15 9293 67478 57 76771 0.031
birch3 ic-DBSCAN 7000.0, 15 8464 72594 515 57 81058 0.069

(a) Results of experiments designed to
examine quality of proposed constrained
algorithms compared to the original
versions of the algorithms using the
Silhouette score.

Data Alg. Param. Cons. Cnt. Ind. Clus. Def. Tot.
birch1 ic-NBC 100 10 62 8728 63990 359 73077
birch1 ic-NBC 100 20 55 9915 68614 803 79332
birch1 ic-NBC 100 40 39 9089 70127 1544 80760
birch1 ic-NBC 100 60 27 8896 65691 2054 76641
birch1 ic-NBC 100 80 15 9184 65275 2396 76855
birch1 ic-NBC 100 100 10 9746 66166 2661 78573
birch1 ic-DBSCAN 5000.0, 15 10 337 9319 28958 309 38586
birch1 ic-DBSCAN 5000.0, 15 20 337 9520 30872 712 41104
birch1 ic-DBSCAN 5000.0, 15 40 333 8739 29988 1192 39919
birch1 ic-DBSCAN 5000.0, 15 60 335 10501 31883 2002 44386
birch1 ic-DBSCAN 5000.0, 15 80 332 8738 31548 2533 42819
birch1 ic-DBSCAN 5000.0, 15 100 328 8960 31973 3216 44149
birch2 ic-NBC 50 10 92 9041 50207 117 59365
birch2 ic-NBC 50 20 81 8966 51558 237 60761
birch2 ic-NBC 50 40 65 10092 55825 633 66550
birch2 ic-NBC 50 60 49 8889 51154 708 60751
birch2 ic-NBC 50 80 32 9199 55838 942 65979
birch2 ic-NBC 50 100 22 9600 56700 1135 67435
birch2 ic-DBSCAN 1000.0, 15 10 94 9652 41497 3836 54985
birch2 ic-DBSCAN 1000.0, 15 20 82 11627 49121 6593 67341
birch2 ic-DBSCAN 1000.0, 15 40 68 9514 44713 12791 67018
birch2 ic-DBSCAN 1000.0, 15 60 53 9078 49770 18159 77007
birch2 ic-DBSCAN 1000.0, 15 80 36 9360 56373 24097 89830
birch2 ic-DBSCAN 1000.0, 15 100 39 9150 56351 26937 92438
birch3 ic-NBC 50 10 45 9050 81492 171 90713
birch3 ic-NBC 50 20 36 9494 80983 421 90898
birch3 ic-NBC 50 40 29 9165 81561 643 91369
birch3 ic-NBC 50 60 22 8499 80386 1097 89982
birch3 ic-NBC 50 80 15 10239 83934 1196 95369
birch3 ic-NBC 50 100 16 9206 83578 1627 94411
birch3 ic-DBSCAN 6000.0, 15 10 72 8711 90199 32349 131259
birch3 ic-DBSCAN 6000.0, 15 20 67 8621 90319 41090 140030
birch3 ic-DBSCAN 6000.0, 15 40 65 8433 91516 40586 140535
birch3 ic-DBSCAN 6000.0, 15 60 61 8815 109920 67327 186062
birch3 ic-DBSCAN 6000.0, 15 80 62 8760 107802 65545 182107
birch3 ic-DBSCAN 6000.0, 15 100 58 9075 124772 80327 214174

(b) Results of experiments testing the
efficiency of the proposed constrained
density based algorithms with respect to the
number of constraints and values of the
algorithms’ parameters.
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Implementation. Both implementations of the algorithms employ the same in-
dex structure – the R-Tree [9]. We implemented them in Java and performed
the experiments on MacBook Pro 2.8GHz eight-core Intel Core i7, 16GB RAM.
The source code can be found under the following link: http://github.
com/piotrlasek/clustering
Quality. To examine how quality of clustering could be improved by means of instance
constraints, we used the Silhouette score [14], a method of interpretation and validation
of consistency within clusters. The Silhouette score for a point i is given by the follow-
ing formula s(i) = (b(i)−a(i))

max{a(i),b(i)} , where a(i) is the avarage dissimilarity of i with all
other points within the same cluster, b(i) is the lowest average dissimilarity of i to any
other cluster to which i does not belong. The silhouette value measures cohesion and
separation that means of how similar an object is to its own cluster compared to other
cluster. The values of the silhouette score can range from −1 to +1, where a higher
value indicates that the object was correctly assigned to its cluster. We report the mean
Silhouette value over all objects in a dataset. Times and values of the Silhouette score
are reported in Table 2a and Figures 8-14.

The introduction of instance constraints improves the quality of both DBSCAN as well
as NBC; in most cases, the improvement is substantial. However, the clustering quality
rises much more for DBSCAN than for NBC. NBC is designed - contrary to DBSCAN
- to discover clusters with varying local densities (thanks to how the NDF factor was
defined). In other words, DBSCAN mines clusters based on a global notion of density,
NBC determines clusters using density calculated locally. For this reason, we do not see
as much improvement in employing constraints in NBC compared to DBSCAN.
Efficiency. In the second part of the experiments we focused on time efficiency
of clustering with respect to the number of constraints as well as values of algo-
rithms’ parameters (Table 2b, Figures 14a-b).

When performing experiments using ic-NBC we were changing the number of must-
link and cannot-link constraints from 10 to 100. Since the additional operations must
have been be performed in order to take the constraints into account, this was obvious
that constrained versions of the algorithms had to be less effective than the original ones.
However, as plotted in Figures 14a-b, the algorithms’ execution times are almost con-
stant with respect to the number of constraints used.

6. Conclusions

In this paper we have presented two clustering algorithms with constraints, ic-NBC
and ic-DBSCAN, which were designed to let users introduce instance constraints
for specifying background knowledge about the anticipated groups. In our approach
we treat must-link constraints as more important than cannot-link constraints. Thus,
we try to satisfy all must-link constraints (assuming, of course, that all of them are
valid) before incorporating any cannot-link constraints. When processing cannot-link
constraints, points which are contradictory (in terms of satisfying both must-link
and cannot-link constraints) are marked as noise.

We have performed a number of experiments to test the quality of clustering
and the efficiency of our algorithms by comparing them to their original versions.
The results of the experiments clearly show that constraints are useful in clustering.
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The experiments proved that the introduction of instance constraints improved the
quality of clustering in both cases. At the same time, due to additional computations
needed to process constraints, the performance of the algorithms was reduced but
only marginally. The experiments also showed that the number of constraints does
not have a critical impact on the algorithms performance.

In this work we have focused on of incorporating instance-level constraints into clus-
tering algorithms by modifying the algorithms. Nevertheless, there are other ways of in-
corporating constraints into the process of clustering. For example, the constraints can be
used to modify a distance matrix so that it reflects must-link and cannot-link relationships.
Such a matrix can then be used as an input to the original algorithm without constraints.
We believe that this is a promising area of research and we plan to explore it in future.
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Abstract. The planned in advance cyber-attacks cause the most damage for the 

users of the information systems. Such attacks can take a very long time, require 

considerable financial and human resources, and therefore, they can only be 

organized by large interest groups. Furthermore, current intrusion detection 

systems, intrusion prevention systems and intrusion response systems used to 

protect against cyber-attacks have several shortcomings. Such systems respond only 

to the attack itself when it is too late to take a preventive action and they are not 

suitable for detecting an attack in early stages when it is possible to block the attack 

and minimize the losses. Early detection requires detailed monitoring of network 

and system parameters to be able to accurately identify the early stages of the attack 

when it is still possible to kill the attack chain. In this paper, we propose to consider 

an attack chain consisting of nine stages. The method to detect early stage cyber-

attack based on the attack chain analysis using hardware implementation of logical 

filters is suggested. The performed experiment acknowledges the possibility to 

detect the attack in the early stages.  

Keywords: System security; Cyber-attack; Intrusion detection; Logical circuits. 

1. Introduction 

The most dangerous cyber-attacks are those that are planned in advance, and they can be 

planned by both state structures and terrorist organizations. The planned cyber-attacks 

consist of a variety of different stages. Different authors describe the different number of 

the stages and parameters of such cyber-attacks. Symantec entitles five stages: 

reconnaissance, incursion, discovery, capture, and exfiltration [1]. The same number of 

stages, but with different names, is proposed in [2]: reconnaissance, intrusion, taking 

control, collecting and leaking information, eliminating traces. Meanwhile, Yadav and 

Rao [3] offer seven steps: reconnaissance, weaponization, delivery, exploitation, 

installation, command and control, act on objective. Yadav and Rao [3] clearly 

distinguished two groups of the stages (early stages and late stages). More research works 

[4]-[6] can be found, where a number of stages varies between three and eight. Different 

means and equipment are used to organize the detection of the attacks at the different 
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stages. It can be assumed that detecting and stopping the attack in the early stages can 

prevent the serious harmful effects [4, 5]. However, it is necessary to distinguish between 

the early stages and the late stages, when damage created by an attack is mainly 

unavoidable. Therefore, it is needful to determine the various stages of attack in order to 

provide the means and methods for preventing the harmful effects of the attacks. 

The aim of the paper is to present a method to determine the possibility of cyber-attack 

against information and telecommunication systems at its earliest stages when the cyber-

attack can still be effectively stopped. The method is based on the detailed monitoring of 

network and system parameters to accurately identify the early stages of the attack. A 

hardware implementation of logical filters is suggested for the method. 

The rest of the paper is organized as follows. We review the related work in Section 2. 

We present an attack vector of early stages in Section 3. We introduce early stage cyber-

attacks detection method in Section 4. We discuss the results of the experiment in Section 

5. We finish with conclusions in Section 6. 

2. Review of Related Work 

The nature of cyber-attacks against information and telecommunication systems is 

different and varies [7]. The information and telecommunication networks are protected 

from cyber-attacks using various tools and methods. All these tools and methods can be 

grouped into three groups: intrusion detection system (IDS), intrusion prevention system 

(IPS), intrusion response system (IRS). 

One of the desirable features of IDS is being a real-time system. An adaptive intrusion 

detection system that can detect unknown attacks in real-time network traffic is a major 

concern. Conventional adaptive intrusion detection systems are computationally 

expensive in terms of computer resources and time because these systems have to be 

retrained with known and unknown attacks. Rathore et al. [8] proposed a real-time 

intrusion detection system for ultra-high-speed big data environment using Hadoop 

implementation. The proposed system is based on four-layered IDS architecture that 

consists of the capturing layer, filtration and load balancing layer, processing or Hadoop 

layer, and the decision-making layer. Al-Yaseen et al. [9] suggested a method that is based 

on a multi-agent system to allow the intrusion detection system to adapt to unknown 

attacks in real-time. The detection model uses the multi-level hybrid support vector 

machines and extreme learning techniques. Despite the widespread use of IDS systems, 

they have several weaknesses. Major deficiencies in the network intrusion detection 

systems (NIDS) include the inability to analyze encrypted traffic, late updates, time delay 

between attack start and warning, and the difficulty of processing data on a redundant 

network. Hybrid intrusion detection systems (HIDS) deficiencies are identified as failure 

to recognize network scans, inefficiencies in DoS attacks [10], [11]. Some IDSs can be 

relatively easily avoided (e.g., anomaly-based or signature based) [12], [13]. Werlinger et 

al. [14] state that the result of using IDS is not always clear. It is also interesting that 

practically the same imperfections have existed for many years [3], [15], [16] and even 

the new methods [13] [17] do not help to avoid them.  

An IPS is a newer approach than the IDS to fight against the cyber security threat. The 

IPS combines the technique of firewall with the IDS [18]. The use of traditional IPSs for 

information and telecommunication systems is problematic for several reasons [19]:  
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1. Latency: in-bound IPS requires inspection and blocking action on each network 

packet, which consumes cloud system resources and increases the detection latency;  

2. Resource Consumption: running the intrusion detection and prevention systems 

(IDPS) services usually consumes significant resources;  

3. Inflexible Network Reconfigurations: traditional IPS does not have network 

configuration features to reconfigure the virtual networking system and provide 

scrutinized traffic inspection and control.   

The IRSs are used for responding to attackers’ actions. There are two types of an IRS: 

passive and active IRS, depending on the type of response. If a system automatically takes 

measures leading to a response, system is called an active IRS, if it takes place in a 

notification or forms a response in a manual way, system is called a passive IRS [20, 21]. 

The Audit expert system is currently widely used [21]. In support of Audit expert systems, 

Moon et al. [22] presented Multi-Layer Defense System (MLDS) that applies a reinforced 

defense system by collecting and analyzing log information and various information from 

network infrastructure. Heo et al. [23] suggested a system design that helps to maintain a 

certain level of quality of service and quality of security service in threatening 

environments. Nevertheless, despite all the advantages provided by such systems, they 

still have many deficiencies that are fully disclosed in the papers [16–21].  

One of the biggest deficiencies is that such systems are susceptible to violations 

because they are relatively static (especially for the associative-based IRS). Other major 

deficiencies are the activation of such systems only when an incident is detected [20] and 

a high number of false alarms, which directly depends on the quality of IDS [21]. There 

are more deficiencies however they are related not to attack but to the healthy state of the 

system, which can be affected by the use or non-use of the IRS [20] or the use of 

appropriate hardware. 

There are currently some attempts to detect cyber-attacks in the early stages. Yadav 

and Rao [3] suggested that the early stages include reconnaissance, weaponization, 

delivery, and initial part of the exploitation, in which, if an attack is detected, its effects 

can be eliminated. Siddique et al. [6] presented promising experimental results of the 

attack detection using IDS. Yan and Zhang [24] offered structured intrusion detection 

based on the behavioral semantics. However, it is not entirely clear how the early stage is 

understood and what opportunities are to process large flows of information. Vincent et 

al. [25] highlighted the importance of early detection and offered some solutions for 

detecting Trojan viruses. However, it should be noted that Vincent et al. [25] did not 

provide a detection algorithm. Chen et al. [26] proposed a model that integrated and 

correlated multiple logs to identify the early phase of targeted attacks. State-based hidden 

Markov model is used to detect joint attacks. However, this model is based on the IDS 

system, which, as noted above, has several shortcomings and, it is mostly designed to 

detect distributed denial-of-service (DDoS) attacks. Moreover, the idea of provided attack 

detection is vaguely presented. There are more investigations that are dedicated to the 

specific type of the attacks [27], [28]. Bhattacharya and Selvakumar [27] suggested a 

multi-measure multi-weight ranking approach for the identification of the network 

features for the detection of denial of service (DoS) and probe attacks. The approach 

combines the filter and wrapper feature selection methods and clustering methods to 

assign multiple weights to each feature. Cheng et al. [28] proposed a DDoS detection 

method for socially aware networking based on the time-series autoregressive integrated 

moving average model. The model describes a multi-protocol-fusion feature to 

characterize normal network flows. 
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The review shows that the tools and methods currently in place do not allow the 

effective control of threats in cyberspace. One of the reasons for such an ineffective fight 

is the fact that usually systems (IDS, IPS, and IRS) begin functioning only when the attack 

is already happening or even happened. Further reasons for relatively ineffective 

protection systems are the delay of the software updates and the ability to bypass or 

negatively impact protection systems functionality by exploiting their own vulnerabilities. 

3. Early Stages of the Cyber-Attack  

As already mentioned, the most dangerous cyber-attacks are those that are planned. The 

preparation of such attacks and their initial stages can last quite long – for months or even 

years. The attacker can assess all the victim's weaknesses and the consequences of the 

attack would be extremely harmful. The main purpose of these attackers is to get the user's 

access to the system, so their attack vectors are directed to obtain user rights in the system, 

exploiting system software vulnerabilities. At their late stages, such attacks normally 

cannot be terminated without causing losses. Such prepared cyber-attacks are difficult to 

detect because of their well-planned steps, but if they occur and enter the late stage sector, 

their consequences are the greatest comparing to other types of attacks. It would be 

advisable to distinguish two types of attacks: a classic attack and an intelligent attack. 

The first type of attack is characterized by the fact that it has practically no individual 

stages, or in some cases, it is possible to distinguish one or two stages: exploration and 

attack. Such attacks are relatively fast, often without a well-defined target, they are poorly 

organized and coordinated. The tools used in such attacks are for creating rugged effects, 

i.e. launching DoS and DDoS attacks, various viruses (untargeted), malware, and the 

similar ones. Such attacks cause losses, but usually these losses relate to a single entity or 

individual object, the effects of such attacks are relatively easy recoverable, and the 

attackers are easily detectable. Attackers creating such attacks are normally represented 

in relatively low-impact output groups, i.e. hackers, crackers, phreakers or vandals. 

Normally, these groups are formed from a small number of members and in the most 

cases, just one member forms a group. 

The second type of attacks (intelligent attacks) has the following characteristics: 

detailed planning, many stages, and slow progress. Attackers have a well-defined target 

and a well-defined goal. Attacks use malware specifically designed for the target and deep 

self-disguise. The effects of such attacks are extremely damaging, requiring a lot of effort 

to eliminate the consequences of the attacks. Such attackers are in large groups and well-

organized, with sufficient financial resources from criminal groups, terrorist 

organizations or state structures. 

For intelligent attacks, it is necessary firstly define their possible stages. As stated in 

the introduction, the elaboration of those stages is an important factor in enabling the most 

accurate estimation of the initial stages of the attack, which have not yet done any harm, 

and which can still be described as "chain killing". Yadav and Rao [3] proposed a vector 

for intelligent attacks that is formed out of seven stages. Although Yadav and Rao [3] 

clearly distinguished early stages and late stages, our offer is to extend the number of 

groups into three: 

1. Early stages;  

2. Transitional stages; 
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3. Late stages.  

The early stages include processes for data collection, target tracking and attack 

infrastructure. In the transitional stages, information from the early stages is used and 

actions are taken to weaken the victims' system (e.g., implementing a malicious code or 

process against the system, exploiting its vulnerabilities). This enables the access to the 

system. Thereafter, the late stage attack processes follow direct system take-over, specific 

data capture, or infrastructure removal procedures. 

Table 1. General classification of cyber-attacks 

Attacks 

parameters 

Classic Intelligent 

Number of Stages 1–2 > 3 

Speed of Attack Fast Slow 

Attack types DoS, DDoS, malware, 

virus 

Classic and custom-made software 

tools purposefully delivered to a 

certain target and specifically 

adapted to victim’s network and 

system configuration 

Attacker types Individual person or 

small groups 

Criminal and terrorist groups, state 

structures 

Target of an attack Separate object or 

subject 

Object groups, state institutions, 

economical branches, wide social 

groups 

Attackers financial 

resources 

Relatively small Wide financial resources, in some 

cases, unlimited 

Consequences Relatively small, easily 

recovered 

Hard losses, hardly recovered 

 

Based on the literature analysis and our own experience, we suggest an extension of 

the number of stages proposed in [3] to nine by adding the stage of social engineering and 

incorporating the stage of evasion (Fig. 1). 

In the social engineering phase (Stage 0), there is an attempt to extract certain 

information about future cyber-attack target (entity or object) with some information that 

would facilitate a cyber-attack using the psychological effects of human beings. Experts 

say that the impact of social engineering is almost impossible to avoid. Therefore, this is 

a good way to extract certain primary data. In this paper, this stage will not be discussed 

further because it is an information collection step that involves various social and 

psychological manipulation techniques. However, to the extent that it aims to obtain data 

for planning a cyber-attack, social engineering should be considered as the initial stage of 

a cyber-attack. 

We suppose that an attack can be withheld if it was detected in the preliminary stages 

1 – 3, i.e. reconnaissance, weaponization and delivery, since an attack detection during 

these stages allows killing or blocking the attack. Because of the continuing attack, 

noticeable damage starts directly interfering with system and network work. It is 

necessary to detect these processes until they reach the 4-th stage (stage 4 – exploitation). 
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The first stage of the attack (reconnaissance) consists of three actions: port scan, host 

scan and system version scan. Port scan is a scanning of the network ports using a SYN 

request. Host scan is a scanning of the nodes in the system and obtaining their IP 

addresses. Version scan is an obtaining of the version of the system. 

 

 

Fig. 1. Elaborated attack stages 

The second stage (weaponization) includes two factors: system & services version scan 

and service stress test. The third stage (delivery) is a stage when the first part of the 

malicious code is delivered to victim’s infrastructure to be executed at a certain time and 

it starts damaging processes against the targeted system. The third stage consists of two 

actions: version check and spoofing. Each of these actions has its own activities. For 

example, the spoofing action includes activities such as modifying network packets and 

programs with malicious code infiltration; performing stress tests over system processes 

remotely. 

Processes and actions, which are executed by an adversary, can be registered by 

monitoring the network stack and system behavior. Results of the monitoring enable 

distinguishing the features inherent in these ongoing processes and application of them 

for detection of system anomalies and recognition of an attack to begin. 

Attacks in the different stages have several characteristics that identify attack process. 

In this paper, we distinguish three characteristic groups that allow to characterize the 

ongoing processes: physical network stack parameters, logical parameters of the system 

being attacked, network stack flags. 

4. Method to Detect the Early Stages of the Cyber-Attack 

The determination provided in Section 3 of early stages of the cyber-attack enables the 

exploration of the ways to recognize the presence of such stages. The essence of the 
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proposed method is to use the appropriate logical filters to classify the certain parameters 

of the traffic. For this purpose, the total analysed data flow is considered to consist of two 

parts: the normal flow (i.e., the flow that is not harmful) and the attacker's flow (malicious 

flow). The generic filter consists of two blocks: a packet analysis block and a parameter 

processor. The traffic input into the filter is analyzed on the packet level, which results in 

a packet parameter (e.g., DST IP). The obtained parameter is passed to the internal 

parameter processor that forms an indicator value according to the conditions provided. 

The detection method consists of three parts: filter part, evaluation block and action 

block (Fig. 2). The filters are implemented in two blocks: consolidated network filtering 

and system monitoring (CNFSM) and parameter preprocessing (PP). In the CNFSM block, 

the filters are grouped into three groups: filtering of network parameters (NF), filtering of 

system parameters (SF), filtering of network stack flags (LF). The evaluation block 

consists of three logical circuits that are connected at the outputs of the corresponding 

filter groups. The purpose of the filters is to register parameters and, if their values exceed 

predefined values, indicate the malicious activity. The purpose of the evaluation block is 

to collect the binary parameters and process them for the indication of the possible attack 

action. The purpose of the action block is to decide which stage of the attack is observed. 

Using this principle, it is possible to analyze network traffic and system behavior 

adaptively by adjusting filters for analysis according to the need (available resources, 

depth of analysis, speed and tolerances of created system or network delays). To ensure 

early detection, different types of filters are used: network parameters NF (shown in 

circle); system parameters SF (depicted in rectangular); network stack flags LF (shown 

in hexagon). The three filter groups in total include 31 different filters: 12 filters belong 

to the NF group; 6 filters belong to the SF group and the remaining 13 filters belong to 

the LF group. These filters are consolidated, i.e. they perform the collection of the 

parameters and their analysis. 
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Fig. 2.  Detailed schematic view of the filters 

The filters of network parameters are numerated from 1 to 12 (NF1 ... NF12 and the 

outputs of the filters, which form inputs to the logical circuit, are labeled as x1 ... x12). 

The filters of system behavior are labeled from SF1 to SF6. The outputs of the filters are 

labeled as x13 ... x18. The filters of network stack flags are labeled from LF1 to LF13. 

The outputs of the filters are labeled as x19 ... x31. All the filters and their functions are 

enumerated in Table 2. 
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Table 2. Functions of attack monitoring filters 

No.  Filter name Filtering 

parameter 

Filter description 

1  NF1 IP Attacker's IP 

address 

2  NF2 IP COUNT IP address 
repetition 

3  NF3 PORT 

NUMBER 

Port number to 

which the 
information is 

sent 

4  NF4 PORT 

DISTRIBUTION 

Distribution of 
ports according to 

the token 

information 

5  NF5 PACKET 

COUNT 

The number of 

packets in the 

network tract 

6  NF6 STACK 

BYTES 

Amount of data 

transferred in the 

session 

7  NF7 PACKETS A-

> B 

Number of 

packets sent from 

the attacker to the 

victim 

8  NF8 PACKETS B-

>A 

Number of 

packets sent from 
the victim to the 

attacker 

9  NF9 BYTES A->B Amount of data 
transferred from 

the attacker to the 

victim 

10  NF10 BYTES B->A Amount of data 

transmitted from 

the victim to the 
attacker 

11  NF11 DURATION Duration of the 
active single 

session between 

the attacker and 
the victim 

12  NF12 ABSOLUTE 

TIME 

Absolute start 

time for the 
session 

13  SF1 PERIPHERAL 

STATUS 

Whether the 

peripheral device 
has changed 

14  SF2 UNLISTED 

PROCESS 

What processes in 

the system are in 
the list 

15  SF3 FLAWLESS 

USER LOGIN 

Whether an 

unexpected user 
connection was 

attempted or a 

password or 
unconnected 
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Data collected from all types of the logical filters is sent to the parameter preprocessing 

block, in which, according to filtered parameters, sets of attack parameters are further 

processed. If the value of the filtered parameter exceeds the predefined value, then this 

parameter is assigned a binary value 1 (anomaly value), otherwise – the binary value 0 

(normal value). According to the result of this process, we can distinguish seven attack 

actions that fall into early three attack stages. The actions are as follows:  

1. HS – Host Scan;  

2. PS – Port Scan;  

3. SSV – System and Services Version; 

4. SST – Services Stress Tests;  

5. SP – Spoofing;  

connection was 

attempted 

16  SF4 SUSPICIUOS 

TIME 

System clock 

times which 
average is 

significantly 

deviating from 
standard user 

connection time 

17  SF5 DISK 

ACTIVITY 

Is the increased 
activity of the disk 

array detected by 

comparing with 
an average value 

18  SF6 PORT 

BINDING 

Whether the port 

is bound to port 

19  LF_FIN FIN FLAG Packet's FIN flag 

20  LF_SYN SYN FLAG Packet's SYN flag 

21  LF_TCP_CONN() TCP_CONN() 

FLAG 

TCP Connection 
request 

22  LF_NULL NULL FLAG NULL flag 

23  LF_PING ICMP FLAG ICMP request 

24  LF_VERSION_DETECTION VER FLAG VERSION flag 

25  LF_UDP_SCAN UDP FLAG UDP request 

26  LF_BULK_SCAN BULK FLAG Random request 

27  LF_WINDOWS_SCAN WIN_SCAN 

FLAG 

Versions of 
Windows query 

28  LF_RPC_SCAN RPC FLAG Identify the RPC 

protocol 

29  LF_LIST_SCAN LST FLAG A query that 

results a list of the 

previous query 
vector 

30  LF_IDLE_SCAN IDL FLAG An IDLE process 

request 

31  LF_FTP_BOUNCE BOUNCE 

FLAG 

FTP service 

request 
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6. LA – Login Attempt;  

7. SE – Service Exploitation. 

Processed session parameter sets are sent to the evaluation block of logical circuits. 

The evaluation block consists of three independent logic circuits: the first logical circuit 

performs analysis of evaluated parameters of NF, the second logical circuit evaluates the 

analyzed SF parameters, the third logical circuit performs analysis of filtered LF 

parameters. The configuration of these filters allows to create a setup of the detection, the 

result of which is determined by the logical circuits. 

The logical circuits operate on the sets of binary parameters. Seven types of the 

possible attack actions were determined; therefore, we have designed the logical circuits 

having seven primary outputs. In such a way, every primary output indicates the presence 

of the different attack action. A logical circuit of NF analysis uses primary inputs x1 ... 

x12 and produces seven primary outputs labeled as F21 ... F27. A logical circuit of SF 

analysis uses primary inputs x13 ... x18 and produces seven primary outputs labeled as 

F35 ... F41. A logical circuit of LF analysis uses primary inputs x19 ... x31 and produces 

seven primary outputs labeled as F42 ... F48. Subsequently, the primary outputs of all the 

logical circuits are combined at the final point in the evaluator block.  

The bit stream, which arrives at the inputs of the evaluation block, is divided into three 

parts and supplied into three independent logical circuits. Every circuit is dedicated and 

produces seven bits. The values at the primary outputs of all three logical circuits are joint 

into single vector. Only the values of the combined vector can implicate the presence of 

the attack action. The presence of the values of the final vector in the lookup table 

indicates the early stage of the cyber-attack.   

The analytical form of logical circuit of NF analysis is shown in (1). A member 𝑥𝐴, 

where 𝐴{1 …  12}, corresponds to the binary 1, and a member 𝑥𝐴̅̅̅̅ , where 𝐴{1 …  12}, 

corresponds to the binary 0. This form contains output logical functions, which consist of 

inputs x1 ... x12 and Output 1 is a vector of F21 ... F27 values. 

 



















































=

































=

121110987654321

121110987654321

121110987654321

121110987654321

121110987654321

121110987654321

121110987654321

27

26

25

24

23

22

21

1

xxxxxxxxxxxx

xxxxxxxxxxxx

xxxxxxxxxxxx

xxxxxxxxxxxx

xxxxxxxxxxxx

xxxxxxxxxxxx

xxxxxxxxxxxx

F

F

F

F

F

F

F

OUTPUT

   (1) 

 

 

 

Table 3 shows the attack actions that make up the attack vector. The values in the 

column under name “Action” have the attribute “part” because the single circuit on its 

own cannot define fully the action of the attack. The action of the attack can be defined 

only when the results of the all three circuits are combined. 
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Table 3. Lookup table of x1…x12 parameter set and NF output values 
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The logical circuit of NF analysis is presented in Fig. 3. On the left side of the picture, 

it is marked binary processed NF parameter inputs, these parameters are obtained directly 

from the network driver. 

The logical circuit uses 23 logical gates. The primary outputs F25 and F26 are identical 

due to the identity of the parameter values analyzed (the parameters of the SP Part and 

LA part analyzed are identical in this analysis, so the generated response is the same, but 

the outputs are different). 
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Fig. 3. Logic circuit of x1…x12 bit stream parameters 

For example, the values on the primary inputs indicating the HS action part of the 

attack are as follows: x1 = 1, x2 = 1, x3 = 0, x4 = 0, x5 ... x12 = 0, and the primary output 

F21 = 1, the remaining primary outputs F22 ... F27 = 0. In this case, the HS action part of 

the attack will be detected when the parameter x1 "IP address" and the parameter x2 "IP 

repetition" exceed their predefined values, meanwhile, the predefined values of the 

remaining NF filter parameters x3 ... x12 will not be exceeded. In this case, the entire 

output vector will have a value of 1000000. Such an assessment is only part of the overall 

assessment of the HS action process, and other parts of the assessment are performed at 

SF and LF logical circuits, respectively.Output 1 is the first part of the logical analysis 

results, further results are obtained from SF and LF analysis, named as Output 2 (SF) and 

Output 3 (LF), respectively. 
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Table 4. Lookup table of x13…x18 parameter and SF output 
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Table 4 shows the attack actions that make up the attack vector of the SF analysis. In 

this case, the attack action HS part and the attack action PS part describe the values on 

the primary inputs x13 ... x18 as zeroes. This is because the SF analysis parameters x13 ... 

x18 do not take part in forming HS and PS actions. However, this result is important, the 

outputs F35 and F36 are assigned the appropriate values. The logical circuit used for SF 

analysis is shown in Fig. 4. The analysis is based on six criteria, so there are six primary 

inputs and, as previously mentioned, seven primary outputs to identify action of the attack. 

In the logical circuit of SF analysis, 12 logical gates are used. As in the case of NF 

circuit, there are input sequences that are identical, therefore, the primary outputs F35 and 

F36, the primary outputs F37 and F39, the primary outputs F38 and F41 are connected in 

parallel. Even though some input vectors for the SF circuit are the same, their combination 

with input vectors of the NF circuit makes the unique input vector and produces a different 

final output result. 

No. ACTION 

INPUTS OUTPUTS 

x13 x14 x15 x16 x17 x18 F35 F36 F37 F38 F39 F40 F41 

1 HS part 0 0 0 0 0 0 1 0 0 0 0 0 0 

2 PS part 0 0 0 0 0 0 0 1 0 0 0 0 0 

3 SSV part 0 0 0 0 0 1 0 0 1 0 0 0 0 

4 STT part 0 1 1 1 1 1 0 0 0 1 0 0 0 

5 SP part 0 0 0 0 0 1 0 0 0 0 1 0 0 

6 LA part 0 0 1 1 0 1 0 0 0 0 0 1 0 

7 SE part 0 1 1 1 1 1 0 0 0 0 0 0 1 
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Fig. 4. Logic circuit of x13…x18 bit stream parameters 

Analytical approach to the LF Analysis Output 3 result is shown in the (3). 

Analogically to the Output 1 and Output 2 forms, a member 𝑥𝐴 , 𝐴{19 …  31} , 

corresponds to the binary 1, and a member 𝑥𝐴̅̅̅̅ , 𝐴{19 …  31}, corresponds to the binary 

0. Output 3 is the last component of the logical gate analysis, characterizing the flag states 

in the network stack. The values on the primary outputs of the logical circuits are 

combined and the attack factors are determined according to the obtained result.  

Table 5 shows the attack actions that make up the attack vector of the LF analysis. In 

this case, the primary inputs x19 ... x31 and the primary outputs F42 ... F48 are used. 

Differently from NF and SF analysis, there are no duplicate output cases. All the primary 

outputs are activated with unique combinations on the primary inputs 
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Table 5. Lookup table of x18…x31 parameter set and LF output values 

 

 

 

The logical circuit used for LF analysis is shown in Fig. 5. For the analysis, 13 criteria 

are used and 13 primary inputs x19 ... x31 correspond to them. The seven primary outputs 

F42 ... F48 for identifying attack actions are used. The logical circuit consists of 26 logical 

gates. In this circuit, unlike NF and SF cases, there are no identical value combinations 

on the primary inputs. 
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Figure 5. Logic circuit of x19…x31 bit stream parameters 

 The analytical aggregated expression combining the previously presented separate 

results is presented in (4). Formula (4) combines output vectors of Output 1, Output 2, 

and Output 3 into single vector for the cyber-attack detection. For example, HS denotes 

that attack action Host Scan is fully characterized by the code HS = 

100000010000001000000 consisting of a set of NF = {F21 ... 27}, SF = {F35 ... 41} and 

LF = {F42 ... F48} filters. We can determine the early stage of the attack according to the 

values in Table 6. 

 

 

𝑂𝑈𝑇𝑃𝑈𝑇 𝐴𝐶𝑇𝐼𝑂𝑁 𝐹𝑈𝐿𝐿 (𝑂𝐴𝐹) = 𝑂𝑈𝑇𝑃𝑈𝑇1 + 𝑂𝑈𝑇𝑃𝑈𝑇2 + 𝑂𝑈𝑇𝑃𝑈𝑇3  (4) 
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Table 6. Lookup table for definition of attack actions 

5. Experiment 

We carried out the experiments on the synthesized data to evaluate the capabilities of the 

proposed method. The experimental set consists of two parts: 

1. Attack vector: values from the binary set {0, 1} are filled in deterministically 

using the determined attack parameters.   

2. Random vector sequence: values from the binary set {0, 1} are generated 

randomly.  

To determine the detection capabilities of the proposed method, we have generated an 

array of 100352 events that were analysed by the proposed logical circuits. As described 

in Section 4, the proposed early detection method consists of three filters: network filter 

(NF), system filter (SF) and network flags filter (LF). The generated array was analysed 
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by these filters separately and the obtained results were combined to determine the attack 

action formed out of events. The generated 100352 events consist of 100053 randomly 

generated events and 299 events that have the parameters of known attacks. NF, SF and 

LF filters identification values are shown in Table 7. Eight parameters are shown in the 

table of the filters: seven parameters that indicate a detection of an attack: HS, LA, PS, 

SE, SP, SST, SSV, and a parameter 0 that corresponds to non-malicious traffic.  

Table 7. NF, SF and LF filters attack identification value 

 

 

As it was possible to predict, the largest values are for non-malicious traffic, which are 

shown in the last row of Table 7. The values 0% in this row show the very important 

obtained result that all the deterministically generated events were detected as malicious. 

The biggest number of detected events in the filter NF was HS and the lowest – PS. HS 

actions also had a high detection ratio in the filter SF. The mostly noticeable difference 

between the filters SF and NF was that PS action in the filter SF had a high detection ratio 

of randomly generated events. The filter LF showed much smaller number of events in 

comparison with the filters NF and SF for action HS. Such differences in action detection 

ratios among filters show methods specificity. In the Table 8, an aggregated form out of 

three filters for actions HS, LA, and PS is shown, which indicates the detection of the first 

stage – Reconnaissance. The obtained result confirms that the proposed method is able to 
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detect all the deterministically on purpose generated events. The proposed method has 

also detected a number of randomly generated events, which varies depending on the 

action. 

For the second part of the experimental set, we have generated an array of randomly 

selected 100352 events. The objective of this part of the experiment is to evaluate the 

possibility to create an attack randomly. The results of three filters NF, SF and LF and 

accumulation results A = NF & SF& LF are shown in Table 9. 

 

 

 

Table 8. Aggregated form of three filters 

Table 9. The results of filters NF, SF, LF and accumulated detection 
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The main part of the traffic is generated randomly for the both parts of the experiment. 

Therefore, we can compare a detection of malicious actions in random traffic in Table 7 

and in Table 9. The main stream of the randomly generated traffic is non-malicious (see 

the last rows of Table 7 and Table 9). Moreover, the obtained numbers of the non-

malicious traffic are quite similar in both tables, e.g. filter NF showed 86730 events for 

action HS in Table 7 and filter NF showed 86503 events for action HS in Table 9. The 

same is true for detection of malicious events, as well. For example, filter SF showed 

2133 events for action LA in Table 7 and filter SF showed 2165 events for action LA in 

Table 9. 

We carried out the experiment on the real attack data that were taken from open 

databases. The experiment was carried out on the network of virtual machines. The results 

of the experiment are presented in Table 10. 

Table 10.  The results of detection of real attacks 

No. Simple or complex 

attack 
Type of attack 

Number of 

attacks 

Detection 

(%) 

1. Simple targeted attack Syn Flood 37 92 % 

Ack Flood 22 91 % 

IP fragment attack 20 80 % 

Xmas scan 16 81 % 

Password Bruteforce 70 87 % 

2. Complex attack Cryptolocker 20 90 % 

Wannacry 15 80 % 

 

We can observe (see Table 10) that our proposed method can detect the real simple 

and complex cyber-attacks at their early stages. Not all the cyber-attacks are detected. 

The least percent of the detection is 80. Not all the cyber-attacks follow our introduced 

rules for the attack detection at the early stages. 

Our experiments confirmed that the proposed method is capable to detect the early 

stages of the cyber-attacks in the network traffic. The method showed that the randomly 

generated traffic consists of 1,6% events indicating reconnaissance stage (the first stage), 

0,3% events indicating weaponization stage (the second stage) and 0,3 % events 

indicating delivery stage (the third stage). The proposed method is a part of a larger work 

that is oriented to a near real-time cyber-attack detection. 

6. Conclusions 

Scientific and technical literature analysis and good practice show that the current system 

of response to cyber threats using IDS, IPS and IRS systems has a number of 

shortcomings, the main problem is that they start up only when a cyber-attack is taking 

place, i.e. such a system does not play a preventive role. 

Intelligent cyber-attacks are characterized using certain stages. To determine the 

precautionary stage, when preventive measures can "kill the chain", the identification of 

those stages must be complete as possible. In this paper, we suggested to consider an 

attack chain of nine steps to describe a cyber-attack vector. 
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The paper proposes a method to detect an intelligent cyber-attack, which takes several 

preparation steps, and which is the most dangerous one, in the early stages of the cyber-

attack. The method is based on the use of several logical filters. We have built the 

analytical aggregated expressions for the detection of threats caused by the early stages 

of the cyber-attacks. 

The mode to detect the early stages of the cyber-attack may be appropriate for both 

standard information systems and small-sized mobile devices, since the suggested method 

is suitable for processing data on devices with a limited memory and computing power. 

The experiments to test the ideas implemented in the proposed method were carried 

out. The essence of the experiments was to evaluate the reliability of the suggested method. 

All the values, which were generated deterministically for the attack, were identified as 

the malicious ones. The proposed method was able to detect many real simple and 

complex cyber-attacks at their early stages. In our opinion, such a result shows a good 

base for further work in increasing the sensitivity of the method to other forms of the 

cyber-attacks. 
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Abstract. Identification and location of defects in software projects is an 

important task to improve software quality and to reduce software test effort 

estimation cost. In software fault prediction domain, it is known that 20% of the 

modules will in general contain about 80% of the faults. In order to minimize cost 

and effort, it is considerably important to identify those most error prone modules 

precisely and correct them in time. Machine Learning (ML) algorithms are 

frequently used to locate error prone modules automatically. Furthermore, the 

performance of the algorithms is closely related to determine the most valuable 

software metrics. The aim of this research is to develop a Majority Vote based 

Feature Selection algorithm (MVFS) to identify the most valuable software 

metrics. The core idea of the method is to identify the most influential software 

metrics with the collaboration of various feature rankers. To test the efficiency of 

the proposed method, we used CM1, JM1, KC1, PC1, Eclipse Equinox, Eclipse 

JDT datasets and J48, NB, K-NN (IBk) ML algorithms. The experiments show 

that the proposed method is able to find out the most significant software metrics 

that enhances defect prediction performance. 

Keywords: software fault prediction, majority voting, machine learning algorithm 

1. Introduction 

Prediction of software defects with the use of software fault prediction models is a cost-

effective approach in the usage of limited project resources. Static software measures, 

i.e. size, coupling, cohesion, inheritance, complexity measures and defect data collected 

may be used to construct machine-learning methods to predict faults in practice. Quality 

of software modules are predicted as fault-prone (fp) and not-fault-prone (nfp). In this 

context, if an error is acquired during module tests, the corresponding module is marked 

as fp otherwise nfp. Defects in software projects lead to failures that increase the total 

cost of the project. From software developer point of view, usage of efficient fault 

investigation methods is important to predict defect-prone modules and thus improve 

software quality [1-3]. Software prediction models make use of historical software 

project faults and its corresponding software metrics to identify quality of an upcoming 

project/module from similar domain. Prediction performance of a software quality 

model depends on the information represented with software metrics. Therefore, 

software quality estimation models require selection of relevant metrics to improve their 

discrimination ability. Feature selection methods are used to obtain a subset of valuable 
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software attributes among all. In this context, development of a feature selection model 

is the main focus of this study [3]. 

Investigation of relevant metrics is a search problem and the answer to this problem 

is the exploration of software metric space with the use of feature selection strategies. 

The feature selection process attempt to locate the feature subsets that represent the data 

at least as good as the original data with all features. In particular, the feature selection 

strategies are classified in two groups, i.e. filtering and wrapper feature subset selection 

algorithms [4]. Filtering based algorithms makes use of some statistical criteria to 

arrange attributes according to their importance or weights. On the other hand, wrapper 

methods locate the most predictive feature subset with the use of search algorithms. It is 

expected that relevant feature subsets may produce a better prediction ability compared 

to the features alone [5]. In this study, we evaluate filtering based feature selection 

algorithms to obtain an effective feature subset. 

The problem with subset selection is that evaluation of whole candidate metric 

subsets is ineffective in terms of computational resources. Therefore, we explain our 

Majority Vote based Feature Selection (MVFS) strategy in having two steps. First we 

rank the metrics according to their relative importance with the help of 4 well-known 

feature filtering strategies, i.e. Information Gain (IG), Symmetrical Uncertainty (SU), 

ReliefF (RLF) and Correlation-based (CO) [6], second, we select the relevant metric 

subset with a voting scheme borrowed from ensemble learning domain [7]. In this 

strategy, each feature in the subset is obtained with the majority votes of the feature 

filtering algorithms on the feature. Having obtained feature subsets with the proposed 

strategy, we make use of 3 machine learning algorithms i.e. Naïve Bayes (NB), 

Decision Tree (J48), and K Nearest Neighbor (K-NN/IBk) [8], to evaluate the defect 

prediction ability of corresponding software metrics. The experimental results show that 

gradual decrease of software metric space with the proposed MVFS algorithm increases 

performance of the models. 

The main contribution of the study is following: Basic feature filtering strategies are 

better to be combined in some way to obtain an improved fault prediction performance. 

In the software fault prediction literature, there are many hybrid strategies that combine 

feature selection strategies to obtain hybrid methods. To the best of our knowledge, this 

is the first study that makes use of a voting mechanism to investigate the most relevant 

features. The remainder of the paper is organized as follows. In section 2, we briefly 

discuss related work. The evaluation dataset and related information is given in Section 

3. In Section 4, we present ranker based filters and the machine learning algorithms 

used in the study. Section 5 gives details about proposed feature selection algorithm, 

detailed results of the conducted experiments, and ANOVA test employed for 

statistically validate the obtained results. In Section 6, validity threats of the study are 

presented. The article ends with conclusion and as well a list of references. 

2. Related Work 

There is an increasing effort on developing Search Based Software Engineering (SBSE) 

oriented algorithms for Software Product Lines (SPLs). SBSE addresses software 

engineering problems such as requirement analysis, predictive modeling, software 

project management, design, testing, refactoring and repair [9]. In the context of this 
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study, one of the most important fields of SBSE searches is related with the obtaining 

optimum feature model. In other words, a valuable search field in SBSE is to find 

alternative methods for selecting effective features. In this paper, as an answer to SBSE 

optimum feature model problem, we propose a hybrid feature selection strategy, i.e. 

MVFS, to investigate effective software metrics for fault-prediction [9, 10]. 

There are many feature selection methods used to obtain the most relevant subset of 

features particularly for improving defect discrimination performance of prediction 

algorithms [11]. Many studies from literature surveys feature selection strategies and in 

general feature selection algorithms are classified as filters, wrappers and hybrid 

methods [12]. Filter based feature methods makes ranking of features from the most 

relevant to the least relevant with the use of statistical and entropy-based correlation 

criteria [13]. Chi-square (CS), Gain Ratio (GR), Information Gain (IG), Symmetrical 

Uncertainty (SU) and ReliefF (RLF) are widely used feature ranker methods [14].  

Though filter rankers are classifier independent feature selection methods, wrappers 

help to obtain relevant feature subset depending on the classification accuracy of a core 

classifier. The methods search whole feature space adding or removing features to 

calculate the estimated accuracy of the core classifier. Generally, an exhaustive search is 

impractical, and therefore non-exhaustive, search methods such as e genetic algorithms, 

greedy stepwise, best first or random search are often preferred. Since filtering based 

selection approaches are independent of a classifier they are more efficient from 

computational cost of view. However, this relative gain is obtained with the loss of 

awareness of possible dependency between features and the prediction algorithm [15].  

The wrapper algorithms propose solution to take account this dependency while 

obtaining feature subset at the expense of a computational cost. Hybrid feature selection 

strategies are trade-off solutions for both feature selection domains. They have made 

combination of multi feature selection approaches to acquire the best feature subset. 

One particular benefit of hybrid solutions help the use of benefits of filter and wrapper 

approaches. For instance a combination of filter selection methods is used in [16] to 

obtain a promising feature subset. The authors have developed a hybrid similarity 

measure based on defect categories and compare the performance of their metric with 

IG, GR and RLF on Area Under the Curve (AUC) metric. They have made use of 11 

NASA Promise datasets and they have obtained about 70 % better values in terms of 

number of projects with the use of their hybrid similarity measure in comparison to 

classical filtering approaches. In an another two-step hybrid feature selection strategy 

[17], the authors have used CS, SU and RLF to determine relevance of the software 

metrics in tandem with a clustering strategy to obtain the optimum subset of features 

from Eclipse and NASA KC1 projects. They have utilized AUC and F-measure metrics 

to evaluate their results and they have stated that their hybrid methodology has 

increased the fault prediction performance compared to relevancy measures alone. In the 

literature, there are many feature selection studies that makes a combination of filter and 

wrapper approaches in some way to obtain the most valuable feature subset. [18] is an 

empirical study that investigates value of hybrid feature selection strategies. 

Having introduced the basis of general feature selection strategies, we now survey 

related work conducted in software defect prediction domain. One of the early studies in 

this context is the study conducted in [19]. The authors made use of filters ranker an 

empirical study to eliminate irrelevant features and they show that only a few software 

metrics are enough to build an effective defect predictor. In another feature selection 

study for software defect prediction, authors use an artificial immune system search for 
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building a wrapper model to evaluate a software fault predictor [20]. Jacob et al. 

propose a hybrid selection method combining information gain ratio and correlation 

based feature selection applied on NASA datasets [21]. In their detailed empirical work, 

Catal et al. investigate effects of various feature selection techniques on public datasets 

from PROMISE repository with the use of RF and NB algorithms [22]. In their recent 

work [23], the authors use a multivariate linear regression stepwise forward feature 

selection as a wrapper fashion to obtain optimal set of source code metrics. Another 

recent work makes use of a hybrid feature selection to improve fault prediction 

performance of machine learning algorithms [24]. As a last study from literature, Chen 

et al. improves performance of their machine learning algorithms with two-step hybrid 

feature selection methodology [25].          

There are many studies in the software engineering domain making use of feature 

selection methods to improve defect prediction accuracies of the algorithms. One of the 

key points observed in the recent studies is that hybrid of feature selection strategies are 

preferred to take benefit of multiple extraction techniques at the same time. The 

rationale behind this approach is similar to ensemble learning methodologies that rely 

on the performance of ensemble learners rather than a single learner [26]. In this 

context, hybrid feature selection strategies are continuously explored particularly in 

software fault prediction domain. Our feature-selection combination strategy, i.e. 

MVFS, is explained in section 5.1 is an extension to the ongoing search. 

3. Software Measurement Data 

In this study, we have used datasets from PROMISE repository [27], Eclipse Equinox 

[28] and Eclipse JDT R3.1 [29] bug prediction datasets given in Table 1. First four 

datasets are from NASA software projects which were developed in C/C++ language for 

spacecraft instrument, storage management, flight and earth orbiting. Eclipse Equinox 

Bug Prediction Dataset which was developed in Java language for the infrastructure of 

the Java IDE. The brief descriptions of the datasets are presented in Table 1.  

Table 1. The description of datasets 

Dataset Number of modules Non-Defective Defective % Defect 

CM1 498 449 49 9.83 

JM1 10885 8779 2106 19.35 

KC1 2109 1783 326 15.45 

PC1 1109 1032 77 6.94 

Eclipse Equinox 997 791 206 20.66 

Eclipse JDT R3.1 3883 2611 1272 32.75 

 

NASA datasets contain 22 attributes composed of 4 McCabe metrics [30], 9 base 

Halstead measures [31], 8 derived Halstead measures [32], and the last attribute is 

‘defect’ with 2 classes (false or true, whether a software module is defective or not) 

[33]. The definition and description of these metrics are presented in Table 2. 
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Table 2. Description of NASA software metrics 

Metric type Software metrics Description 

McCabe 

LOC Line count of code 

v(g) Cyclomatic complexity 

ev(g) Essential complexity 

iv(g) Design complexity 

Derived Halstead 

N Total operators + operands 

V Volume 

L Program length 

D Difficulty 

I Intelligence 

E Effort to write code 

B Effort estimate 

T Time estimator 

Basic Halstead 

IOCode Line count 

IOComment Comment count 

IOBlank Blank line count 

IOCodeAndComment Number of code and comment lines 

uniq_Op Number of unique operators 

uniq_Opnd Number of unique operands 

total_Op Number of total operators 

total_Opnd Number of total operands 

branchCount Number of branch counts 

Class defects 
Describing whether a software 

module is defective or not 

 

On the other hand, Eclipse Equinox consists of 38 metrics: 6 Chidamber & Kemer 

(CK) metrics [34], 11 Object-Oriented (OO) metrics [35], 5 entropy metrics [35], 15 

change metrics [36, 37], and the last metric is ‘bug’ that describing whether a file is bug 

or not. The brief description of these metrics is given in Table 3. 

Table 3. Description of Eclipse Equinox software metrics 

Metric type Software metrics Description 

CK Metrics 

WMC Weighted method count 

DIT Depth of inheritance tree 

RFC Response for class 

NOC Number of children 

CBO Coupling between objects 

LCOM Lack of cohesion in methods 

OO Metrics 

Fan-In Number of other classes that reference the class 

Fan-Out Number of other classes referenced by the class 

NOA Number of attributes 

NOAI Number of attributes inherited 

NOPA Number of public attributes 

NOPRA Number of private attributes 

LOC Number of lines of code 

NOM Number of methods 
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NOMI Number of methods inherited 

NOPM Number of public methods 

NOPRM Number of private methods 

Entropy 

Metrics 

HCM Entropy of code changes 

WHCM Weighted entropy 

LDHCM Linearly decayed entropy 

LGDHCM Logarithmically decayed entropy 

EDHCM Exponentially decayed entropy 

Change 

Metrics 

NR Number of revisions of a file 

NFIX Number of times file was involved in bug-fixing 

NREF Number of times file has been refactored 

NAUTH Number of authors who committed the file 

LOC_ADDED Sum over all revisions of the LOC added to a file 

maxLOC_ADDED Maximum number of LOC added for all revisions 

avgLOC_ADDED Average LOC added per revision 

LOC_REMOVED 
Sum over all revisions of the LOC removed from a 

file 

max LOC_REMOVED Maximum number of LOC removed for all revisions 

avg LOC_REMOVED Average LOC removed per revision 

codeCHU Sum of code churn over all revisions 

maxCodeCHU Maximum code churn for all revisions 

avgCodeCHU Average code churn per revision 

AGE Age of a file in weeks 

WAGE Weighted age 

Class Bugs Describing whether a file is bug or not 

 

The features of Eclipse JDT R3.1 dataset is taken from the study Mausa et al. [29].  

4. Majority Vote Feature Selection Algorithm in Software Fault 

Prediction 

In the literature, feature selection strategies are divided in three main groups, i.e. filters, 

wrappers, hybrid approaches, as aforementioned. The goal of the feature selection 

strategies is two-sided: (i) gain increase in the interpretability of the domain via 

decrease in feature space and (ii) obtain an improvement in the performances of the 

machine learning algorithms. With MVFS method, we explore a subset of software 

metrics that serve these two enhancements. In our method, we make use of 

combinations of filter approaches that are explained in the following sub-sections. 
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4.1. Feature Filtering Methods 

4.1.1. Information Gain 

Information Gain (IG) is a widely used feature selection method based on Shannon’s 

entropy which describes the level of importance between random variable Y and a given 

information X [38]. In machine learning, IG is used to measure the attribute’s 

information gain with respect to the class label. This method can be work with both 

nominal and numerical feature values with an appropriate normalization. IG score of an 

attribute A can be calculated as follows. 

 

𝐼𝐺(𝐴) = 𝐻(𝑆) − ∑
𝑆𝑖

𝑆
𝐻(𝑆𝑖)

𝑖

 (1) 

 

where H(S) is the total entropy of the dataset and H(Si) is the entropy of the ith subset 

generated by partitioning S based on feature A. 

4.1.2. Symmetrical Uncertainty 

Symmetrical Uncertainty (SU) is the normalized form of Information Gain [39] and is 

calculated with the following equation. 

 

𝑆𝑈(𝑆, 𝐴) = 2 ∗
𝐼𝐺(𝑆|𝐴)

𝐻(𝑆) + 𝐻(𝐴)
 (2) 

 

The SU method works similarly to IG. In addition to the score calculated for 

information gain, it defines the information content of a particular attribute, including 

definitions of the attribute and the entropy structure of the class. 

4.1.3. ReliefF 

ReliefF feature selection method measures the importance of an attribute by repeatedly 

sampling an instance and taking into account the value of the given attribute for its two 

nearest instances, one instance from the same class, and the other instance from the 

different class [40]. This method is very effective when working with large amounts of 

data. Since the number of performed sampling trials is constant, ReliefF feature 

selection method can run quicker than other methods. The algorithm of ReliefF method 

for a given m number of sampled instances and k number of features is shown in Figure 

1. 

 

Set all weights W[Ai] = 0.0; 

for j = 1 to m do begin 

   randomly select an instance X; 

   find nearest hit H and nearest miss M; 

   for I = 1 to k do  
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 W[Ai] = W[Ai] – diff(Ai, X, H) / m + diff(Ai, X, M) / 

m 

end; 

Fig. 1. ReliefF Algorithm 

4.1.4. Correlation based approach 

Correlation based feature selection approach evaluates the importance of an attribute by 

measuring the Pearson's correlation between the attribute and the target class [41]. This 

method simply measures linear correlation between features. The following formula 

indicates the calculation of Correlation Coefficient (R) between the attribute A and class 

C. 

𝑅(𝑓𝑖, 𝑦) =
𝑐𝑜𝑣(𝑓𝑖 , 𝑦)

√𝑣𝑎𝑟(𝑓𝑖) 𝑣𝑎𝑟(𝑦)
 (3) 

4.2. Machine Learning ClassifiersNaïve Bayes 

Naïve Bayes (NB) is a well-known machine learning classifier based on statistical 

Bayes Theorem and conditional probability [42]. Bayes theorem provides to calculate 

the posterior probability, P(c | x), from P(c), P(x), and P(x | c). NB classifier presumes 

that the impact of the value of a feature (x) on a given class (c) is independent of the 

values of other attributes. This assumption is called class conditional independence and 

calculated with following equations. 

 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 (4) 

  

𝑃(𝑐|𝑥) = 𝑃(𝑥1|𝑐) ∗ 𝑃(𝑥2|𝑐) ∗ … ∗ 𝑃(𝑥𝑛|𝑐) ∗ 𝑃(𝑐)  (5) 

 

where P(c | x) is the posterior probability of class given feature. P(c) is the prior 

probability of class. P(x | c) is the likelihood which is the probability of feature given 

class. P(x) is the prior probability of attribute. 

4.2.2. Decision Tree 

Decision tree is a supervised learning approach that classifies the test data by creating a 

flowchart-like decision tree based on a training set. In the constructed decision tree, 

internal nodes, branches, and leaflets indicate the features of dataset, values of features, 

and classification labels respectively. The main advantage to the use of decision trees is 

the class-oriented visualization of dataset. In this study, J48 decision tree learning 

algorithm which is a version of well-known Iterative Dichotomiser (ID) 3 is utilized 

[43]. 
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4.2.3. K-Nearest Neighbor 

K-Nearest Neighbor (K-NN) is a simple instance-based and lazy learning classification 

algorithm having no training phase [44]. The distance between the test data and 

remaining instances is calculated, finally the class having maximum count is selected 

from the nearest k samples. In K-NN, Euclidean and Cosine similarity measures are the 

most common algorithms to calculate the distance [45]. In the proposed study, a Weka 

implementation of K-NN algorithm called IBk is employed. 

4.2. Evaluation Criteria 

Different criteria are employed to evaluate the performance of classifiers in Machine 

Learning. All criteria are formulized using a confusion matrix that contains actual and 

predicted class labels. True Positives (TP), True Negatives (TN), False Positives (FP), 

and False Negatives (FN) indicates the four different prediction outcomes [46]. In 

software fault prediction literature, Geometric Mean - 1 (GM) is used by researchers 

such as  Ma et al[46] and Cagatay et al[47] for the valuation of prediction systems to 

benchmark ML algorithms [48]. In this study, we therefore have used GM to evaluate 

performance of our algorithms. GM is also a good performance indicator when the 

datasets are imbalanced and it is used for the evaluation of fault prediction systems [47]. 

GM metric is calculated using Eq. 6. 

 

Geometric Mean1 = √(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙) (6) 

 

In 6, Precision is the ratio of correctly predicted positive instances and total predicted 

positive instances. Furthermore Recall is the defined as the ratio of correctly predicted 

positive instances and total number of correctly observed positive instances. Precision 

and Recall are calculated with Eq. 7 and 8 respectively. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(8) 

5. Experimental Study and Analysis 

5.1. Design 

In this section, we supply a detailed pseudocode that explains the details of MVFS 

algorithm. 
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Input: 
 

D: array [KC1, PCI, JM1, CM1, EclipseCore, EclipseJDT]: Datasets 

S: Full feature set of selected dataset 

MLA: array [IBK, NB, J48]: Machine learning algorithms 

SMLA: Selected machine learning algorithm 

Rt  array [IG, CO, RF, SU]: Feature selection techniques 

r: Number of ranker 

voting: Number of voting 
 

Output: 
 

o1: Specifies Gm (G-means) 
 

Method: 
 

(1) S = D[Selected data set] // A dataset is selected. 

(2) o1 = MLA[smla(S)], o2= MLA[smla(S)]  // Selected machine learning algorithms are 
trained  and tested.  

     Gm = o1 // The value of o1 measure is obtained. 

(3) S = D[Selected data set] // Dataset is selected once again for feature selection.  

(4) o1 = Rt(MLA[smla(S)], r),  o2 = Rt(MLA[smla(S)], r)  

     Gm = o1 // Gm performance metric is obtained. 

(5) while (Rt((S), r) for each dataset) 

    { 

 if (voting = "2/4")  // Voting count is identified. 

  voting_count=2 

 else if (voting = "3/4") 

  voting_count=3 

 else if (voting = "4/4") 

  voting_count=4 

    } 

(6)  o1 =MLA[smla(voting(S), r)]  // 3 new datasets for each voting rule are obtained and 
machine learning algorithms trained and tested using cross validation. 

      Gm= o1 // Gm performance metric for all generated datasets is obtained. 
 

Fig. 2. The pseudocode of MVFS Algorithm. 

In brief terms, the proposed algorithm runs as follows: 

NASA and Eclipse projects are used with all features and tested with NB, J48 and 

IBK algorithms on top of 10-fold cross validation scheme to obtain GM metric. In the 

second phase IG, CO, RF and SY rankers are used to obtain top 20 software metrics and 

the experiments are revaluated. In this phase, MVFS algorithm is run using 2/4, 3/4 and 

4/4 voting rules and 3 new datasets with reduced features are obtained. The 

dimensionally reduced datasets are used and GM metric is obtained for NB, J48 and 

IBK classifiers. This cycle is repeated as follows: (i) obtain subset of features gradually 

20, 15, 10, 5 and run MVFS to obtain 3 new data sets for each voting rule, (ii) use 10-

CV train-test model for NB, J48 and IBK and obtain GM performance metric for all 

generated datasets. 

All the runs are performed using the implementations of NB, J48, and IBK 

algorithms in the WEKA (Waikato Environment for Knowledge Analysis) version 3.8.1 

[49]. The default parameters are used for each algorithm and the mentioned ranker 

methods since they produce promising results as stated in [50]. For NB having 
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continuous variables, any kernel method for prediction of the distribution is not used. 

The default parameters for IBK and J48 algorithm are also employed in the study. For 

IBK, the value of parameter k is selected as 1, distance weighting is not applied and 

Euclidean distance is chosen as distance function. 

5.2. Results 

In this section, we give details corresponding to the designed algorithm. The overall 

results corresponding to each project are given in related tables. However, we did not 

provide the results for all voting rules. We instead selected the best performance metrics 

for the sake of convenience. Additionally, in order to make interpretation of tables 

easier and illustrate the performance of the proposed algorithm more obvious, we 

produced recapping figures for each table. 

Table 4. Experimental Results for Project KC1 

FS 

Method 

Classifier All Features Top 20 Features Top 15 Features Top 10 Features Top 5 Features 

Name GM GM GM GM GM 

 

IG 

IBk 0.838 0.839 0.829 0.832 0.810 
J48 0.835 0.839 0.830 0.833 0.837 

NB 0.819 0.819 0.823 0.824 0.827 

 

CO 

IBk 0.838 0.839 0.831 0.828 0.828 
J48 0.835 0.840 0.835 0.834 0.833 
NB 0.819 0.819 0.821 0.823 0.825 

 

RF 

IBk 0.838 0.838 0.832 0.839 0.831 
J48 0.835 0.833 0.835 0.833 0.836 
NB 0.819 0.819 0.819 0.818 0.816 

 

 

SY 

 

IBk 0.838 0.839 0.835 0.825 0.822 
J48 0.835 0.840 0.836 0.825 0.828 

NB 0.819 0.819 0.825 0.823 0.824 

FS 

Method 

Classifier   19 out of 20 8 out of 15 2 out of 10 1 out of 5 

Name GM GM GM GM GM 

 

Majority 

Vote 

IBk 0.838 0.839 0.833 0.826 0.829 
J48 0.835 0.840 0.839 0.835 0.834 

NB 0.819 0.819 0.822 0.823 0.837 

 

In Table 4, it is seen that MVFS yields acceptable values in terms of GM compared 

to the standard feature ranker algorithms. The results may be examined in Figure 3 more 

precisely.  
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Fig. 3. Illustration of Experimental Results of Table 4 

Table 5. Experimental Results for Project PC1 

FS 

Method 

Classifier All Features Top 20 Features Top 15 Features Top 10 Features Top 5 Features 

Name GM GM GM GM GM 

 

IG 

IBk 0.921 0.919 0.912 0.916 0.913 

J48 0.925 0.921 0.917 0.919 0.934 

NB 0.895 0.894 0.897 0.894 0.895 

 

CO 

IBk 0.921 0.919 0.916 0.910 0.915 

J48 0.925 0.921 0.920 0.923 0.922 

NB 0.895 0.894 0.896 0.897 0.895 

 

RF 

IBk 0.921 0.921 0.915 0.917 0.920 

J48 0.925 0.923 0.918 0.921 0.932 

NB 0.895 0.894 0.893 0.892 0.896 

 

 

SY 

 

IBk 0.921 0.919 0.915 0.916 0.912 

J48 0.925 0.921 0.920 0.919 0.925 

NB 0.895 0.894 0.895 0.894 0.900 

FS 

Method 

Classifier   19 out of 20 11 out of 15 10 out of 10 2 out of 5 

Name GM GM GM GM GM 

 

Majority 

Vote 

IBk 0.921 0.919 0.915 0.916 0.916 

J48 0.925 0.921 0.920 0.923 0.935 

NB 0.895 0.894 0.895 0.902 0.907 

 

While examining Table 5 for the experiments of project PCI, we may observe that 

MVFS technique improves the performance of the algorithms particularly for top 5 

software metrics. This improvement is observed in Figure 4 clearly. 
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Fig. 4. Illustration of Experimental Results of Table 5 

The experiment conducted on Project JM1 is given in Table 6 and the visualization of 

the results is provided in Figure5. 

Table 6. Experimental Results for Project JM1 

FS 

Method 

Classifier All Features Top 20 Features Top 15 Features Top 10 Features Top 5 Features 

Name GM GM GM GM GM 

 

IG 

IBk 0.766 0.765 0.762 0.761 0.758 

J48 0.776 0.782 0.787 0.792 0.792 

NB 0.784 0.784 0.783 0.782 0.782 

 

CO 

IBk 0.766 0.766 0.762 0.759 0.764 

J48 0.776 0.776 0.785 0.787 0.790 

NB 0.784 0.783 0.783 0.784 0.787 

 

RF 

IBk 0.766 0.766 0.766 0.764 0.755 

J48 0.776 0.777 0.781 0.789 0.784 

NB 0.784 0.783 0.783 0.784 0.774 

 

 

SY 

 

IBk 0.766 0.765 0.761 0.760 0.752 

J48 0.776 0.783 0.791 0.786 0.798 

NB 0.784 0.784 0.783 0.781 0.785 

FS 

Method 

Classifier   18 out of 20 9 out of 15 7 out of 10 5 out of 5 

Name GM GM GM GM GM 

 

Majority 

Vote 

IBk 0.766 0.766 0.763 0.786 0.775 

J48 0.776 0.782 0.791 0.809 0.788 

NB 0.784 0.784 0.784 0.785 0.787 

 

As the Table 6 and Figure 5 is evaluated together, top 10 software metrics obtained 

with MVFS method result in higher GM values.  
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Fig. 5. Illustration of Experimental Results of Table 6 

CM1, another NASA projects, is evaluated with the same scheme explained before. The 

results of the experiments and the corresponding sum up figure is given as Table 7, 

Figure 6  respectively. 

Table 7. Experimental Results for Project CM1 

FS 

Method 

Classifier All Features Top 20 Features Top 15 Features Top 10 Features Top 5 Features 

Name GM GM GM GM GM 

 

IG 

IBk 0.843 0.843 0.851 0.835 0.848 

J48 0.855 0.850 0.851 0.850 0.850 

NB 0.857 0.856 0.856 0.862 0.866 

 

CO 

IBk 0.843 0.843 0.836 0.837 0.832 

J48 0.855 0.855 0.859 0.850 0.851 

NB 0.857 0.857 0.855 0.857 0.866 

 

RF 

IBk 0.843 0.843 0.838 0.847 0.830 

J48 0.855 0.854 0.853 0.845 0.856 

NB 0.857 0.857 0.855 0.855 0.855 

 

 

SY 

 

IBk 0.843 0.843 0.851 0.835 0.840 

J48 0.855 0.855 0.851 0.850 0.851 

NB 0.857 0.857 0.856 0.862 0.870 

FS 

Method 

Classifier  19 out of 20 13 out of 15 9 out of 10 4 out of 5 

Name GM GM GM GM GM 

 

Majority 

Vote 

IBk 0.843 0.843 0.848 0.851 0.861 

J48 0.855 0.855 0.856 0.850 0.856 

NB 0.857 0.857 0.855 0.869 0.872 

 

From Table 7 and Figure 6, we may observe that, the proposed method does not 

improve the results at first glance. However, it retains the classification performance 

metrics at top 10 and top 5 features. 



MVFS Algorithm in Software Fault Prediction           529 

 

 

Fig. 6. Illustration of Experimental Results of Table 7 

The evaluation results of Eclipse Equinox dataset, is provided in Table 8 and 

corresponding Figure 7. 

Table 8. Experimental Results for Project Eclipse Equinox Core Dataset 

FS 

Method 

Classifier All Features Top 20 Features Top 15 Features Top 10 Features Top 5 Features 

Name GM GM GM GM GM 

 

IG 

IBk 0.799 0.819 0.804 0.804 0.801 

J48 0.805 0.824 0.823 0.818 0.845 

NB 0.827 0.833 0.841 0.840 0.840 

 

CO 

IBk 0.799 0.808 0.805 0.797 0.775 

J48 0.805 0.812 0.802 0.820 0.832 

NB 0.827 0.827 0.839 0.840 0.840 

 

RF 

IBk 0.799 0.787 0.788 0.802 0.743 

J48 0.805 0.806 0.811 0.805 0.758 

NB 0.827 0.843 0.839 0.829 0.754 

 

 

SY 

 

IBk 0.799 0.816 0.809 0.811 0.794 

J48 0.805 0.814 0.819 0.830 0.834 

NB 0.827 0.835 0.841 0.843 0.838 

FS 

Method 

Classifier  18 out of 20 13 out of 15 10 out of 10 3 out of 5 

Name GM GM GM GM GM 

 

Majority 

Vote 

IBk 0.799 0.810 0.812 0.804 0.798 

J48 0.805 0.825 0.828 0.848 0.842 

NB 0.827 0.838 0.842 0.840 0.848 

 

The results of the experiments show a fairly increase in GM metrics, in particular at 

top 10 and top 5 software metrics selected with MVFS. 
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Fig. 7. Illustration of Experimental Results of Table 8 

The evaluation results of last dataset, Eclipse JDT dataset, is provided in Table 9 and 

in the corresponding Figure 8. 

Table 9. Experimental Results for Project Eclipse JDT Dataset  

FS 

Method 

Classifier All Features Top 20 Features Top 15 Features Top 10 Features Top 5 Features 

Name GM GM GM GM GM 

 

IG 

IBk 0.709 0.704 0.708 0.692 0.698 

J48 0.721 0.722 0.719 0.744 0.734 

NB 0.720 0.719 0.716 0.720 0.720 

 

CO 

IBk 0.709 0.721 0.707 0.691 0.686 

J48 0.721 0.729 0.726 0.732 0.732 

NB 0.720 0.719 0.722 0.723 0.722 

 

RF 

IBk 0.709 0.703 0.704 0.687 0.674 

J48 0.721 0.729 0.727 0.716 0.691 

NB 0.720 0.723 0.720 0.725 0.683 

 

 

SY 

 

IBk 0.709 0.711 0.708 0.689 0.695 

J48 0.721 0.716 0.718 0.739 0.737 

NB 0.720 0.718 0.716 0.719 0.716 

FS 

Method 

Classifier  17 out of 20 12 out of 15 8 out of 10 1 out of 5 

Name GM GM GM GM GM 

 

Majority 

Vote 

IBk 0.709 0.718 0.709 0.684 0.693 

J48 0.721 0.732 0.737 0.739 0.738 

NB 0.720 0.720 0.720 0.722 0.723 

 

The results of the experiments show a considerable increase in GM metrics, in 

particular at top 20, top 15 and top 5 software metrics selected with MVFS. 
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Fig. 8. Illustration of Experimental Results of Table 9 

As a sum up of this section, we summarize the results of the experiments and 

compare the performance of our method with conventional feature rankers based on GM 

metric in Table 10. 

Table 10. Overall Evaluation of Experimental Results based on GM  

 Top20 Top 15 Top 10 Top 5 

KC1 same better worse same 

PC1 worse same same better 

JM1 same same better worse 

CM1 same worse better better 

Eclipse Equinox Core  worse same better better 

Eclipse JDT better better worse better 

 

As the Table 10 is examined, it is seen that the proposed method is eligible to 

discriminate most valuable software metrics that are functional in software fault 

prediction detection. Table 10 provides the comparative results of proposed MVFS 

algorithm and standard rankers, i.e., IG, SU, RF and CO.  

For all datasets, MVFS algorithm yields similar results compared to conventional 

rankers for top 20 and top 15 features. Furthermore, as it can be observed from Table 

10, our approach is able to find the most informative software metrics at top 10 or top 5 

features. As an overall summary, we may draw a conclusion from Table 10 that the 

proposed method either increases the prediction of the algorithms or keep their 

performance as the same. 

We have moreover calculated mean and medians of the predictions of the classifiers 

from the related tables to compare overall results. The results of these statistical 

calculations are given in Table 11.  

As the Table 11 is inspected with median and mean perspectives, it can easily be 

observed that the proposed method is almost better than the remaining algorithms in 

terms of fault prediction.  
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Table 11. Median and Mean Calculations of Classier Results based on GM 

  Top20 Top 15 Top 10 Top 5 

KC1 

Mean Value  0.839 0.834 0.831 0.834 

Median Value 0.839 0.835 0.833 0.834 

Majority Value 0.840 0.839 0.835 0.837 

Median Base Result better better better better 

Mean Base Result better better better better 

PC1 

Mean Value  0.921 0.918 0.920 0.928 

Median Value 0.921 0.919 0.920 0.928 

Majority Value 0.921 0.920 0.923 0.935 

Median Base Result same better better better 

Mean Base Result same better better better 

JM1 

Mean Value  0.783 0.786 0.788 0.791 

Median Value 0.784 0.786 0.788 0.791 

Majority Value 0.784 0.791 0.809 0.788 

Median Base Result better better better worse 

Mean Base Result same Better better worse 

CM1 

Mean Value  0.856 0.856 0.859 0.864 

Median Value 0.857 0.856 0.859 0.866 

Majority Value 0.857 0.856 0.869 0.872 

Median Base Result better same better better 

Mean Base Result same same better better 

Eclipse 

Equinox Core  

Mean Value  0.834 0.840 0.838 0.820 

Median Value 0.834 0.840 0.840 0.839 

Majority Value 0.838 0.842 0.848 0.848 

Median Base Result better better better better 

Mean Base Result better better better better 

Eclipse JDT 

Mean Value  0.724 0.722 0.735 0.723 

Median Value 0.725 0.722 0.735 0.733 

Majority Value 0.732 0.737 0.739 0.738 

Median Base Result better better better better 

Mean Base Result better better better better 

      

5.3. ANOVA Test and Validation 

Analysis of variance (ANOVA) test was used to statistically validate the results of 

empirical analysis. In this study, two-way ANOVA test is employed to determine 

whether the differences between multiple groups of results are statistically significant 

based on independent factors. In the ANOVA test, feature selection methods, classifiers, 

feature sets and datasets are taken as the factors of the analysis. In addition, the 

interactions (interactions through order 2) between different factors are also taken into 

consideration. Namely, feature selection method and classifier interaction, feature 

selection method and feature set interaction, feature selection method and dataset 

interaction, classifier and feature set interaction and classifier and dataset interaction are 

also considered. In the analysis, a GM values are taken as the response values.  The 
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hypothesis regarding the method performed on Minitab statistical software. The 

statistical values of ANOVA test are given in Figure 9. Parameters of the test, namely, 

DF, SS, MS, F and p-value correspond to degrees of freedom, adjusted sum of squares, 

adjusted mean square, F-statistics and probability value, respectively [51]. 

 

 

Fig. 9. Two-way ANOVA test results 

 

Fig. 10. Main Effects Plot for G-means 

As indicated in Figure 9, the better predictive performance obtained by the proposed 

new feature selection method is statistically significant at 99% confidence level. 

Regarding the test results presented in Figure 9, there are statistically significant 

differences among the factors of the analysis (such as Classifier, Feature selection 

method, Dataset, etc.). Hence, it can be seen clearly in Figure 9 that most of the values 

obtained are statistically significant at 99% confidence level. However, there is no 
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statistically significant difference between the GM values for feature selection method 

and classifiers. That is, differences for predictive performance of different feature sets 

do not exhibit a varying pattern based on the classifiers. 

In Figure 10, the main effects plots for classification GM values of the empirical 

analysis is given. It summarizes comparatively the main findings of the study based on 

the average results of experiments. As it can be seen from Figure 10, the highest 

performance in terms of accuracy values were obtained by the proposed majority voting 

based feature section method. Regarding the performance of classification algorithms, 

the highest predictive performance (in terms of GM) was achieved by J48 algorithm. 

Regarding the datasets utilized in the empirical analysis, PC1 dataset yields the highest 

performance. In Figure 11, the histograms of residuals for all empirical results (in terms 

of GM) are presented to examine the distribution of empirical results. As it can be 

observed, the patterns for residuals of all observations exhibit a skewed distribution, 

which validate the statistical differences obtained by two-way ANOVA test results 

presented in Figure 11. 

 

 

Fig. 31. Histogram of Residuals 

6. Threads to Validity 

This empirical study uses six bug prediction datasets. Four from PROMISE repository, 

and two from Eclipse domain. One of the main threads of such empirical studies is that 

the generalization capability of the methods may be insufficient and domain dependent. 

Naturally, the proposed feature selection method may provide varying results in 

different software domains. Furthermore, the success of empirical software analysis 

strategies is highly dependent on the quality of selected metrics. The main emphasis of 

this study is to develop an ensemble feature selection strategy that combines various 

selection algorithms to obtain the best feature subset. Being a pre-processing step, the 

selection of classifiers probably has minor influence on the final decisions. Though not 

guaranteed, this feature selection strategy is expected to provide better results compared 

with the results of a single feature selection method. Finally, the significance of the 

proposed method is supported with statistical tests.  
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Selection of classifier parameters, being another thread, have also influence on the 

corresponding results. Even the same classifier with different parameters may affect the 

related fault-detection performance and therefore selection of the set of classifier 

parameters are also evaluated in the study.  

One more important thread is that the classifier fault-detection performances may 

vary with the selected subset of metrics. In this context, our proposed method uses a 

voting ensemble strategy to obtain an optimal set of metrics. The method makes use of a 

majority combination rule to select the most significant metrics from the results of four 

different widely used ranker algorithms. Voting based ensembles may also be obtained 

with averaging or weighting combination mechanisms that may influence the results. 

Other empirical studies may take advantage of various combinations to obtain the best 

subset of software metrics [52].   

This study makes use of various feature selection algorithms, their ensemble 

combinations. The quality of the obtained subset of features is evaluated with various 

classifiers. To reduce modeling errors to minimum, the experiments and statistical 

investigation were conducted by only one skilled researcher. 

7. Conclusion 

Quality in selection of software metrics is critical in the fault detection performance of 

prediction models.  Therefore intelligent selection of software metrics is the first step to 

obtain an accurate model. We present a collaborative feature selection model to 

discriminate the most informative software metrics and eliminate other irrelevant 

metrics. We made use of six software projects and three machine learning algorithms in 

order to compare performance of or MVFS algorithm with four conventional rankers. 

As a result, it is empirically observed in the sum up Table 10 that the proposed method 

is either increases the fault detection performance or retain it as the same compared to 

the performance of the standard feature selection methods. The obtained experimental 

results are statistically supported with two-way ANOVA test conducted for GM values. 

As a future work, we want to test the performance of the proposed MVFS algorithm 

with the use of another software projects to demonstrate its efficiency. 
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Abstract. In-silico research has grown considerably. Today’s scientific code 

involves long-running computer simulations and hence powerful computing 

infrastructures are needed. Traditionally, research in high-performance computing 

has focused on executing code as fast as possible, while energy has been recently 

recognized as another goal to consider. Yet, energy-driven research has mostly 

focused on the hardware and middleware layers, but few efforts target the 

application level, where many energy-aware optimizations are possible. We revisit 

a catalog of Java primitives commonly used in OO scientific programming, or 

micro-benchmarks, to identify energy-friendly versions of the same primitive. We 

then apply the micro-benchmarks to classical scientific application kernels and 

machine learning algorithms for both single-thread and multi-thread 

implementations on a server. Energy usage reductions at the micro-benchmark 

level are substantial, while for applications obtained reductions range from 3.90% 

to 99.18%. 

Keywords: Energy, Scientific application, Java, Micro-benchmarks, Code 

refactoring. 

1. Introduction 

Scientific computing is a field that applies Computer Science to solve scientific 

problems from other disciplines, such as Mathematics, Engineering, Biology, Physics 

and Chemistry. Scientific computing is inherently associated with large-scale computer 

modeling and simulation since it mainly concerns wisely using many computing 

resources to quickly deliver results for ever-growing problem sizes. In fact, the high 

popularity of this in-silico approach to research has significantly grown over the last 

years, which gave birth to Computational Science, a relatively new multidisciplinary 
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field that uses advanced computing capabilities and notably High-Performance 

Computing (HPC) infrastructures to solve complex problems. 

Irrespective of the computing infrastructure, research in HPC has traditionally 

focused on executing computations as fast as possible. Much research spanning the 

high-level architecture of such infrastructures including advances at the hardware level 

(e.g., more/faster cores for CPUs), platform level (e.g., efficient/robust middleware-

level schedulers) and application level (e.g., parallel programming models) has been 

conducted. Nevertheless, the area has already acknowledged the importance of energy 

usage as well [6]. Energy consumption accounts for 15% of the operational 

expenditures in datacenters [17]. Furthermore, the energy consumed in datacenters in 

Western Europe will increase 100 TWh per year by 2020 [14], which is significant 

considering that for example 108 TWh was the energy consumption of Netherlands 

itself during 2014 according to the CIA World Factbook. This leads to huge operational 

costs, reduced system stability and negative ecological consequences [7]. 

In response, there is a wide spectrum of research efforts at the hardware level. This 

involves equipping processors with finer “C-states”/”P-states” and better 

voltage/frequency scaling techniques. Other ambitious efforts have produced the first 

ARM-based HPC cluster [35]. Moreover, efforts at the platform level include re-

designing operating systems for energy efficiency and providing parallel middlewares 

to properly trade-off obtained performance and used energy for computations [1]. 

However, literature shows that there are few efforts focused on how HPC applications 

should be coded to use less energy [31, 27]. 

We study the energy consumed by versions of micro-benchmarks representing 

common programming operations found in scientific applications. To this end, we 

revisit a recent study [36] that has catalogued such operations but measured their 

implications in the context of Android programming. The experiments performed in this 

paper using fixed hardware show that, for the same operation, there are versions which 

are much more energy-efficient than others. We considered several scientific 

applications [12] and refactored their implementation code using the energy-efficient 

versions of micro-benchmarks, again obtaining energy savings. We limit the scope of 

our research to Java, which is useful for developing HPC applications and middlewares 

[41] because of its “write once, run anywhere” philosophy. This work is based on an 

earlier conference version published in [25], but it introduces several pertinent 

enhancements, namely: 

 

1 A deeper analysis of the reasons behind the obtained differences in energy 

consumption for the various micro-benchmarks and their variants. 

2 The use of representative scientific application kernels (SFA) as scientific test 

applications by basing on the well-known Phil Colella’s categorization [12, 4], 

who identifies and delineates a set of scientific kernels which form the basis for 

most of the existing scientific applications. We also consider Machine Learning 

algorithms, the base of many real-world applications. 

3 An active power versus computation time analysis of the above SFAs by 

considering single-core and multi-core versions of the applications. 

4 Statistical significance tests to ensure results validity. 
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Next Section discusses related works. Section 3 explains the micro-benchmarks and 

details the SFAs used. Section 4 presents the experimental results. Section 5 presents 

the conclusions and future works. 

2. Related Work 

In this section, we will describe relevant efforts to increase energy efficiency in 

datacenters paying special attention to those focused on the latter, since our goal is 

reducing energy consumption via code refactorings in HPC applications. 

To analyze energy consumption it is necessary to know which hardware resources 

consume more energy. The main part of power consumed by a server is accounted for 

the CPU, followed by the memory [26]. Based on this, Chen and Shi [10] present a 

process-level power profiling tool and a power-aware system module that eliminates 

energy wasted by abnormal-behavior applications for which hardware information is 

essential. The authors encourage the design of simple energy models to obtain real and 

instant measurements to control energy consumed by applications. 

Other scientists analyze energy consumption of both hardware manufacture and use, 

and software execution [2]. For the use phase, Ardito and Morisio [2] present generic 

guidelines to achieve energy efficiency at four different levels: Infrastructure, 

Application, Operating System and Hardware. At the application level the guidelines 

include Design efficient UI, Use event-based programming when possible, Use low-

level programming, Reduce data redundancy, Reduce QoS/scale dynamically and Use 

power/energy profiling tools. 

Pinto, Soares-Neto and Castor [33] review works in the area of mobile programming, 

and they conclude that such works are focused on 6 issues to reduce energy 

consumption: user interface, CPU offloading, HTTP requests, software piracy, 

continuously running apps, and I/O operations. The authors also review efforts in the 

area of parallel programming, identifying 3 issues: excessive copy chains, embrace 

parallelism and GPU programming. However, authors do not analyze works based on 

servers. Besides, unlike [2] and [33], we study concrete energy-aware programming 

primitives in HPC code. 

The work reported in [38] studies OO design patterns energy consumption in server 

applications. A new tool for measuring the power consumption and mapping between 

energy usage and design patterns is proposed. The authors focus on 15 creational, 

structural and behavioral patterns. Notable conclusions are the usage of design patterns 

can both increase and decrease the amount of energy used by an application and the 

usage of design patterns within a category impact energy usage differently. 

With regards to application detailed design, Dhaka and Singh [13] study how much 

the correction of a wrong design affects energy consumption based on code smells, 

namely god class, feature envy and long method. The authors show that code smell 

removal permutations yield varying levels of energy consumption for the resulted 

software versions. It is also observed that the order in which smells are removed affects 

energy consumption differently. In addition, the authors propose the best sequence that 

generates a better design code and consumes the least energy possible. 

In these lines, some works measure, control and compare energy consumption of 

languages, libraries, algorithms and applications. The work in [29] presents the 



544           Mathias Longo et al. 

POWERAPI architecture which working together with power modules allows 

developers to calculate the power consumption of both processes and applications. With 

this, authors conclude that Java using the default options is quite energy-efficient in 

comparison to other programming languages, the energy efficiency of Pascal is at the 

same level as C or C++, and Perl is the most energy-consuming language. The work in 

[45] goes even further and analyzes execution time, memory consumption and energy 

consumption of 27 different programming languages over 10 different problems from 

the Computer Language Benchmarks Game1. To increase significance, the authors 

employ state-of-the-art compilers, virtual machines, interpreters and libraries. The main 

finding is that C remains as the fastest and most energy efficient language, together with 

compiled languages in general. In addition, Java is among the top-five most energy-

efficient languages, while the least efficient ones are all interpreted.Other works 

evaluate common practices use or choices when developing applications. Procaccianti, 

Fernández and Lago [34] evaluate two practices: use of efficient queries (i.e. avoiding 

indexation mechanisms or unnecessary ordering operations such as SQL ’ORDER BY’) 

and put applications to sleep to reduce CPU (and energy) utilization at the expense of 

increased execution time. They measure the impact using the Apache WebServer and 

the MySQL Server. In [27] an exhaustive evaluation of the energy consumption and 

performance of the NAS parallel benchmarks (NPB) is reported. The authors focus on 

the impact of multithreading and consider different number of threads and compilers. 

Authors conclude that it is difficult to balance performance and energy even for 

relatively simple benchmark as NBP. 

Other works study the role of data structures and collections. Energy consumption of 

operations done on Java List, Map, and Set abstractions (e.g., insertion, iteration, 

random access) has been evaluated in [19]. Authors found that choosing the wrong 

Collections type in an application can consume 300% more energy than the most 

efficient collection. Second, Manotas, Pollock and Clause [24] describe an automated 

energy optimizer based on code-level changes. Consequently, the authors propose a 

framework that a) generates different versions of the same code combining all 

Collections instantiations, b) performs power-monitored executions of all generated 

versions, c) analyzes the results, and d) generates an optimized version of the original 

code. In the same line, jStanley [43] is a static code analyzer, implemented as a plug-in 

for the Eclipse IDE, which focus on reducing energy consumption by replacing Java 

collections for alternative, more efficient ones. The plug-in finds and quantifies method 

calls to collections in an application's code (maps, lists, and sets), computes normalized 

method calls costs, and suggests optimizations. Normalized costs are taken from a 

previous study from the same authors [44], where they tested the energy costs of 24 

implementations of Java sets, lists and maps, considering 42 different methods in total. 

Interestingly, jStanley allows the user to focus on energy-driven or time-driven 

optimizations. Reported energy gains using real applications range from 2% to 17%. 

3. Common Operations in Scientific Applications 

We study eight groups of micro-benchmarks because of their recurrent use in standard 

and specifically scientific OO programming, namely array copying, matrix traversal, 

                                                           
1 http://benchmarksgame.alioth.debian.org/ 
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string handling, use of arithmetic operations, exception handling, object field access, 

object creation and use of primitive data types.  

Over the years several built-in facilities were developed in diverse OO languages 

such as Java and C++ [32]. Then, we determine particularly energy improvement using 

such facilities to copy an array over implementing manually the same functionality. 

Additionally, matrices and related operations are important in linear algebra algorithms 

[28]. Regarding string manipulation, concatenation is the most important operation [11]. 

Concerning the fourth group, several studies have focused on optimizing arithmetic 

operations or involve large numbers of them [36]. Exceptions represent a widely used 

mechanism for elegant error handling. Method invocation was chosen since in OO 

programming methods must be called to use any subroutine associated with a class. In 

addition, we chose object creation because it involves costly memory management 

chores, such as garbage collection in Java or explicit object disposal in C++. Finally, the 

last group is the use of primitive data types versus (heavier) object-based data types. 

3.1 Array Copying (AC) 

Most languages include reusable libraries and built-in functionality such as data 

structure sorting or image manipulation. Using this support has advantages over using 

ad-hoc implementations since efficiency of such libraries tends to improve over time, 

which motivated us to compare the use of System.arraycopy method with a manual 

solution for the same functionality. Arrays are very important in scientific code, e.g. in 

mathematics arrays are used for representing polynomials. 

3.2 Matrix Traversal (MT) 

Matrices have many different uses such as writing problems conveniently and 

compactly or helping to solve problems with linear and differential equations. 

Additionally, in graph theory an adjacency matrix can be naturally associated to each 

graph where the position [i,j] indicates if vertex i is connected with vertex j. 

Indeed scientific programmers use these structures quite frequently. Matrices are 

used to store any data type for information handling (i.e., primitive data types or 

objects) and are a common structure in rendering applications, where they are often 

used to represent and apply transformations to images. Basically, we tested micro-

benchmarks where NxM matrices are traversed by rows and columns. Specifically, both 

micro-benchmarks involve instantiating a matrix in main memory with numeric values, 

using a nested loop to iterate the matrix, and accessing each cell while placing the cell 

value in a local variable. 

Java represents n-dimensional arrays by using nested 1-dimensional arrays, which 

involves in principle more instantiated objects. In addition, the way this nested structure 

is traversed in a code might exercise the memory hierarchy differently. 
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3.3 String Handling (SH) 

Java applications use the String class to save/read data or display messages to the user. 

Concatenating smaller data chunks is necessary to create bigger data chunks, thus we 

work with the “+” operator versus using the StringBuilder class, which exploits 

buffering. Despite the string concatenation operator is optimized by the compiler using 

the StringBuilder class, to operate using the String class and its operator “+” might yet 

be an inefficient practice since each concatenation with this operator implies creating a 

StringBuilder instance. The operator applied on n strings has O(n2) complexity, and 

requires memory space to maintain intermediate concatenations. We consequently 

expect an energy improvement using StringBuilder. 

3.4 Use of Arithmetic Operations (AO) 

Arithmetic operations are commonplace in scientific applications. This is illustrated for 

instance by data compression and mathematical applications. Also, scientific 

applications often need millions of calculations. Thus, the more energy-efficient the 

arithmetic operations are, the lower the energy consumption becomes. Since addition is 

one of the commonest arithmetic operation CPUs solve, we measure energy 

consumption of adding primitive types (int, long, float and double). Specifically, the 

micro-benchmark performs the successive addition into a local variable of the content 

of another variable whose value does not change and is set upon executing the micro-

benchmark. Both variables are of type T, with T ∈ {int, long, float, double}. In addition, 

we used proper default values for the second variable (i.e. using suffixes/floating point 

literals) to avoid implicit upcasting/downcasting operations. Since integer operations are 

more efficient than floating point operations due to the greater inherent computational 

complexity of the later, we aim at quantifying the reduced energy consumption. 

3.5 Exception Handling (EH) 

Exceptions are used to manage any unexpected event in the code, while ensuring code 

readability. When an object is in a condition it cannot handle, it raises an exception to 

be captured by another object. The Java Virtual Machine (JVM) searches backward 

through the call stack to find methods that do can handle the exception. Sadly, 

exception handling is expensive and involves object creation. Then, we analyze two 

equivalent approaches to trigger error or exceptional situations: one using exceptions 

and one without these to increase energy efficiency. The tested code checks whether a 

numeric parameter is even and if so it always raises an exception in the inefficient 

version of the code, and always returned a value indicating the situation in the efficient 

version. In practice, the second approach implies e.g. returning an error code, an error 

message or an invalid value, which is a simple task for programmers. The first approach 

intuitively is less efficient, but the goal of the experiment is to quantify how much can 

be reduced by employing the second approach. 
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3.6 Object Field Access (OFA) 

Classes comprise attributes/fields, and methods with behavior. The OO paradigm 

encourages information hiding, so each class should provide special public methods 

(accessors) used by other classes to access fields in the declaring class. However, 

invoking accessors also has a negative impact on performance and clearly consumes 

energy. For our purposes we measured the energy consumption to obtain a non-static 

attribute value, which in one case is performed through a method call, and in the other is 

performed directly, i.e., without having accessors. 

3.7 Object Creation (OC) 

Object creation is inherent to OO because different entities with different states coexist 

in memory at runtime, but this involves some computational –and hence energy– cost. 

However, sometimes developers can avoid creating new objects of the same class by 

reusing objects of that class no longer used after resetting their attributes.  

We analyze the impact of object creation versus reuse on energy consumption. In 

other words, this means creating a new instance of an application class each time it is 

needed, or reusing the same instance while resetting its internal state. As the 

possibilities to evaluate this aspect are quite diverse because of the different classes and 

reset behaviors that could be implemented, we chose Lists, which are often used in 

applications to store data in memory and are constituting parts of other data structures. 

Particularly, we compare the energy consumption of creating a new list (specifically 

ArrayList) object and insert a String into it, versus creating an instance of ArrayList 

once, adding the String and using the clear() method to reset the list instance to its 

empty state. 

3.8 Use of Primitive Data Types (PDT) 

Past programming languages only had primitive data types (integers, booleans and 

strings) and procedures. Developers could define their own procedures and chain them 

to build larger programs based on primitives data types only, but abstract types 

appeared later. Java has classical primitive data types that are not classes per se, but in 

addition each of them has a corresponding object data type (e.g., int → Integer). We 

then evaluate the energy consumption using primitive data types versus using object 

data types. For this, we test the common behavior of accumulating several values 

(primitive long values) into a variable V. In one case, V is of type Long, and in another 

case V is defined as long. 

3.9 Energy-efficient Micro-benchmarks: Test Applications 

We also studied savings when refactoring real-world scientific applications based on the 

energy-efficient versions of the micro-benchmarks. The source code was modified 

considering our energy-driven optimizations only, to avoid introducing potential bias 
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due to unintentional inclusion of other optimizations that might also contribute to 

further reduce energy (e.g. removing program console output). Specifically, we 

refactored code by just removing all occurrences of the less-efficient micro-benchmarks 

to apply the most efficient ones instead, which implied for example removing all 

exceptions and use return values in methods, resetting the same object state rather than 

creating a new instance each time, using primitives data types instead of wrapper 

classes, and so forth. 

We framed our application selection based on the Phil Colella’s categorization [12, 

4], who identifies a set of scientific application kernels which form the basis for most 

existing scientific applications. We also included Machine Learning (ML) algorithms 

since they are widely used in a broad range of areas, such as Bioinformatics, Natural 

Language Recognition and Economics. To select actual projects implementing these 

applications, we analyzed several sources: the Ibis/Satin parallel middleware [22], the 

GitHub code repository and the Weka ML library [18].  

From GitHub we used JAligner2 and gradient-descent. This later is no longer 

available at GitHub at the time of writing this paper, and due to licencing issues, only 

the binary version of gradient-descent is provided by us together with the software for 

reproducing our experiments. From Weka we used the Bayes Network Classifier. 

Lastly, another four applications were extracted from the Ibis/Satin middleware. 

3.9.1 Scientific Application Kernels (SFA) 

Broadly, SFAs are a set of patterns that can represent broad types of scientific 

applications. They are in general very CPU-intensive and use primitive data structures, 

such as arrays and matrices. 

Phil Colella’s work [12] identifies a list of seven high-level numerical methods 

(dwarfs) that represent the majority of HPC science and engineering applications, and 

have persisted over time. That list was enlarged in [4] to consider 6 new SFAs. To both 

cover some of the SFAs from [12] and [4] via applications that might benefit from as 

many of the micro-benchmark groups explained above as possible, we using the 

following concrete applications: 

 

1. Fast Fourier Transform (FFT), which can be categorized as Spectral Methods 

[12]. Spectral Methods are a set of techniques to solve certain differential 

equations, and for that purpose they use FFT. 

2. Matrix Multiplication (MMult): [4] this SFA is considered as Dense Linear 

Algebra one, level 3 (matrix-matrix operations). These SFAs often include 

access to all the elements of the data structures. 

3. Knapsack (KP): This problem lays in the Backtracking and Branch & Bound 

category since this is a combinatorial optimization problem. Backtracking and 

Branch & Bound SFAs are used in Integer Linear Programming and Boolean 

Satisfiability as well. 

4. N-Queens (NQ): This problem is one of the most characteristic type of problems 

found in Backtracking and Branch & Bound. It solution involves using a 

                                                           
2 JAligner Web page: https://github.com/ahmedmoustafa/JAligner  

https://github.com/ahmedmoustafa/JAligner
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modified version of Backtracking to place the queens in the different possible 

positions of a board. 

5. Sequence Alignment (SA): This is an algorithm used to align two DNA 

sequences in order to analyze their similitude. To this end, Sequence Alignment 

algorithms usually rely on Dynamic Programming. 

Table 1. Test applications. Columns are AC (Array copying), MT (Matrix traversal), SH (String 

handling), AO (Use of arithmetic operations), EH (Exception handling), OFA (Object field 

access), OC (Object creation) and PDT (Use of primitive data types) 

Application AC MT SH AO EH OFA OC PDT 

FFT (Fast Fourier 

Transform) 
- - Yes Yes Yes Yes Yes Yes 

MMult (Matrix 

Multiplication) 
- Yes - Yes Yes - Yes Yes 

KP (Knapsack) Yes Yes - Yes Yes - Yes Yes 
NQ (N-Queens) - Yes - Yes Yes - - Yes 
SA (Sequence 

Alignment) 
- Yes - Yes - Yes Yes Yes 

 

Table 1 summarizes the characteristics of these applications. The first column lists 

the test applications, while the rest of the columns are AC (Array copying), MT (Matrix 

traversal), SH (String handling), AO (Use of arithmetic operations), EH (Exception 

handling), OFA (Object field access), OC (Object creation) and PDT (Use of primitive 

data types). The cells indicate whether each micro-benchmarks group was present 

(“Yes”) or not (“-”) in the various applications, and hence whether the associated 

energy-aware refactoring opportunities apply or not. The extent to which each 

application uses each micro-benchmarks group naturally varies across applications. For 

example, FFT instantiates more objects at runtime than the rest of the applications. 

Applications on the other hand do not contain many input/output operations (disk 

usage) that might introduce noise in the energy measurements. 

FFT. It computes the discrete Fourier transform, which has an impact on different 

areas such as image (JPEG) and audio (MP3) processing, reduction of noise in signals, 

analysis of frequency of discrete signals, among others. Being x0, x1, ..., xn-1 complex 

numbers, directly evaluating the well-known discrete Fourier transform (DFT) formula 

requires O(n2) arithmetic operations. However, Gauss proposed a method that requires 

O(n log n) steps to evaluate it, called FFT. 

The algorithm in this paper is a recursive decomposition of the FFT in simple 

functions until obtaining 2-element functions with k={0 or 1}. Once these simple 

transforms are solved, the algorithm groups them in other top level computations to be 

solved again until the highest recursive level is reached. Lastly, the results must be 

reorganized obtaining the same results as the original FFT. 

Mmult. It takes as parameters two matrices (A, B) containing numbers and returns 

another matrix (C) which holds the result of multiplying the first two matrices. Each cell 

cij is the addition of the products of each element in row i in matrix A with the 

corresponding element in column j in matrix B. 

To produce the C matrix, the application used in this paper first divides each input 

matrix into four quadrants. This division is recursive until the last level where there is 

an nxn matrix with n given as a parameter. The result at any level can be computed as 
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C11 = A11 * B11 + A12 * B21; C12 = A11 * B12 + A12 * B22; C21 = A21 * B11 + A22 * B21; C22 

= A21 * B12 + A22 * B22. We used n=1 to evaluate the impact of the micro-benchmarks 

in the most extreme case. 

KP. This is an NP-complete combinatorial optimization problem whose goal is to 

optimize the total value that a backpack can contain. The backpack can support a default 

weight W. The backpack is filled with elements each having a value v and a weight w. 

The problem arises constantly in Engineering [3] and has several applications in 

operation management and logistics. The version used in this paper divides the initial N 

elements into two subproblems recursively for N−1 elements, one with the lost item 

placed in the backpack, and the other without it. This runs recursively until the 

backpack is full or there are not elements left. 

NQ. Implements a classic NP-hard problem where n queens are placed on a NxN 

board so that queens can be attacked considering the chess rules. The problem has been 

broadly used as part of more complex applications such as OS deadlock prevention and 

register allocation, traffic control, robot placement for maximum sensor coverage, and 

many others. N-Queens is also used in many other Physics, Computer Science and 

industrial applications [39]. The variant used in this paper searches for every possible 

solution, so it is very CPU intensive. 

SA. Given two DNA sequences identifies the similarity regions. A sequence is 

represented by a string of characters, being each a residue. If two DNA sequences are 

arranged next to one another and their most similar elements juxtapose, they are 

aligned. There are two types of alignment methods: global and local. The former 

performs the alignment of all the residues of every sequence at the same time. The local 

approach looks into some parts of each sequence and compares them with one part of 

the other. This paper focuses on the Smith-Waterman [40] local alignment algorithm, 

which is based on dynamic programming. 

3.9.2 Machine Learning Algorithms 

Machine Learning (ML) involves algorithms to allow the computer to “learn”. They 

take as input a structured dataset, with several properties (features) to build a model able 

to make estimations for new data. Supervised ML algorithms are designed for datasets 

where each entry has associated a set of feature values and an output –usually a 

category. Supervised algorithms can be further divided into classification algorithms, 

which target discrete outputs, and regression algorithms, which target continuous 

outputs. Unsupervised algorithms are applied in datasets with features data but no 

output. Their purpose is to find relationships among the data and split it into different 

cohesive groups. 

ML algorithms are CPU-intensive, and may take a long time to come up with a 

model. In addition, they are usually modeled with matrices, and lots of operations are 

done with those matrices. Particularly, we will study with Gradient Descent and Bayes 

Network Classifier. The first algorithm is the basis for many other ML algorithms and 

can be categorized as Dense Linear Algebra according to [12]. Bayes Network 

Classifier is a classification algorithm that uses the Bayes theorem as the basis to build 

the model, and is classified as Construct Graphical Models according [4].  
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Table 2. ML applications.  

Application AC MT SH AO EH OFA OC PDT 

Bayes Yes Yes - Yes - Yes Yes Yes 
GD (Gradient Descent) - Yes - Yes Yes Yes Yes Yes 

 

Table 2 summarizes the two ML applications employed. The first column lists the 

ML applications used, while the rest of the columns are AC (Array copying), MT 

(Matrix traversal), SH (String handling), AO (Use of arithmetic operations), EH 

(Exception handling), OFA (Object field access), OC (Object creation) and PDT (Use 

of primitive data types). Cell values are interpreted as those in Table 1. 

Gradient Descent (GD). When dealing with several variables in a function, it is 

computationally expensive to determine its derivative to find the global minimum. 

Gradient Descent iteratively optimizes until convergence the search of the local 

minimum for a function based on the function’s gradient. In fact, most ML algorithms 

base their calculations on this approach or on a modified version of it [8], such as 

Logistic Regression, Neural Networks and Deep Learning. There are basically three 

types of Gradient Descent: Batch, Stochastic and Mini-batch. The first one takes into 

consideration the whole dataset at each iteration. The second variant performs an update 

round for each data point of the dataset. This is usually much faster than Batch Gradient 

Descent and can also be used in online learning algorithms, but it may not converge to 

the local minimum every time. The third approach takes groups or batches of k data 

points. Thus, it takes the best of the two previous alternatives (fast convergence and 

good solution quality). 

Bayes Network Classifier (Bayes). The Bayes Network Classifier is an ML 

supervised classification algorithm that takes advantage of the well-known Bayes 

theorem to classify instances in a dataset. The dataset is processed to learn the 

importance that each feature has in determining the category of an instance and thus 

classify unknown instances. Bayes Network classifiers are used in a wide range of 

areas, such as information retrieval, Bioinformatics, or image processing. 

The commonest variant is the Naïve Bayes Classifier, which assumes that each 

feature is conditionally independent from all the other random features. This usually 

generates a high bias in the model and reduces effectiveness. Therefore, an alternative 

approach [15] considers the concept of Bayes Network, which depicts the dependencies 

between each feature in the model.  

4. Experiments 

We measured the individual impact of micro-benchmarks on energy consumption 

(Section “Micro-benchmarks Results”) and their effect on the real code described earlier 

(Section “Test Application Results”).  

The JVM includes a dynamic compiler that optimizes the parts of a program that are 

most frequently used [5], and a garbage collector, periodically launched to free unused 

memory. These features introduce “noise” when profiling programs, especially when 

these programs perform fine-grained operations, like our micro-benchmarks do. Thus, 

we used Google’s Caliper [16], a framework for running benchmarks that deals with 

these problems. This research considered Java 8. 
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The seven applications –SFAs– were also run in multi-thread mode. Given a single-

thread SFA, its multi-thread counterpart was obtained by creating several instances of 

the SFA in a black-box fashion, one per available core in the host computer. This was 

done using the Executor support of Java. For the sake of uniformity, each instance was 

parametrized with the same parameters as the single-thread version (primitive values or 

object instances depending on the case). Measuring the energy consumption of the 

applications running in parallel would show whether there is a relationship between 

energy consumption and either exploiting one CPU core or multiple CPU cores.  

Note that this black-box, embarrassingly-parallel scheme to run instances of a single-

thread code is actually a very popular way of conducting simulation-based experiments 

among scientists and engineers [46]. Many of such simulations execute the same 

application code (e.g. a metal deformation model) in parallel with varying values for 

certain parameters (e.g. applied tension) resulting in different output results (e.g. did the 

piece broke in each case?). 

With respect to quantifying energy, the PowerMeter device3 was used. It takes 2,000 

samples (voltage, amperage, active power and apparent power) per second. We plugged 

a host computer –4-core AMD A8-5600K APU processor (running @3600 MHz), 8 GB 

RAM DDR3 and Ubuntu 17.04– to the device, which was in turn plugged to the power 

line. The computer connects to the device via a MODBUS RS232 port. Note that this 

setting means that the device cannot differentiate how much how power is consumed by 

a given experiment and the bare system (i.e. the software which runs when the computer 

is idle, mainly the operating system). In consequence, the power measured in an 

experiment corresponds to the whole system (computer). To quantify as accurately as 

possible the impact of the reduced power consumption introduced by refactoring code, 

we aimed to reduce the consumption levels of the computer by turning off both the 

network card and the screen in the computer. Running an application involved  several 

iterations, for the sake of decreasing statistical errors. Upon executing an iteration, we 

force the application to wait until the JVM is warmed up, i.e., the state at which 

necessary data structures, user-level threads and internal JVM threads have been 

initialized. We chose iterations = 10, which yielded deviations < 2% for all tests.  

In addition, we noted that some readings from PowerMeter were invalid (i.e., 

apparent power was close to 2^16), so proper support was included in our 

experimentation software to discard such readings. Given an individual measurement 

log, which therefore has stored measures corresponding to the iterations of an 

application, only the lines having invalid apparent power values were deemed 

inconsistent and hence not considered upon processing the active power readings from 

the log. This could be done since the standard deviation of the remaining (valid) lines 

was, in terms of active power, below 2%, as explained above. These actions, together 

with the use of Caliper, allowed us to obtain correct and usable measurements. 

The experimentation software (mainly bash scripts and to a lesser extent Python 

code), the code itself to talk to the measurement device (written in C), and the 

source/binary code used in the experiments are available at a GitHub repository4.  

                                                           
3 PowerMeter Web page: http://www.powermeter.com.ar/eco/ 
4 https://github.com/cmateos/Experiments-ComSIS-2019 

http://www.powermeter.com.ar/eco/
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4.1 Micro-benchmarks Results 

Table 3 depicts the average power consumption (in Ws) of each micro-benchmark 

version. Table 4 depicts the same for the Use of arithmetic operations micro-

benchmark. Within each micro-benchmark least to most efficient versions are ordered 

from top to bottom. EnergyUsageReduction per micro-benchmark was defined as: 

( ) ( )
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execWs

ecimprovedExWsexecWs

i

ii











 −




 (1) 

where Ws(execi) is the consumption of iteration i of the original version of a micro-

benchmark, and Ws(improvedExeci) is the consumption of an individual iteration of an 

improved micro-benchmark version. Ws consumed by an individual iteration is the 

sustained active power (in Watts) as measured from the power device considering valid 

readings, multiplied by the time it takes to execute the iteration (in seconds). Since the 

power device outputs a line of data every second, the sustained active power is the 

average power measured during the iteration, which was possible to use as a meaningful 

statistical indicator since as explained low deviations were observed even discarding the 

invalid readings in each iteration. In the formula, we sum up all the Ws values and then 

divide by the number of iterations since clearly such values might be different between 

individual iterations. 

Array copying. To compare the efficiency of System.arraycopy we used a manual 

implementation of the same functionality with an array of 8KB, i.e., the default internal 

array size in Java for buffered readers, which are extensively used for data streams. The 

built-in implementation reduces energy consumption by a 37.9%. These results are in 

line with previous studies on Java optimization [42], where using the System.arraycopy 

function instead of manual array copy for the entire Java I/O piped stream subsystem 

resulted in likewise performance gains. 

Table 3. Micro-benchmarks results (Use of arithmetic operations not included) 

Micro-benchmark Version Consumption (Ws) Energy reduction (%) 

Array copying Manual array copy 102.8  

 System array copy 63.8 37.9 
Matrix iteration By-column iteration 53,776.8  

 By-row iteration 102.6 99.8 
String handling String concatenation (+) 4,456.1  

 String builder 271.7 93.9 
Exception  Use Exception 14,108.6  

handling No Exception 28.1 99.8 
Object field access Accessor-based access 9,190.0  

 Direct access 1,700.8 81.4 
Object creation On-demand creation 813.1  

 Object reuse 461.6 43.2 
Use of primitive  Use of object data types 3,082.3  

data types Use of primitive data types 2,356.2 23.5 
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Table 4. Use of arithmetic operations micro-benchmark results 

Version Consumption 

(Ws) 
Energy reduction (%) 

  Versus double Versus float Versus long 

Add constant to double 5,152.5 - - - 

Add constant to float 5,089.3 1.2 - - 

Add constant to long 3,643.5 29.2 28.4 - 

Add constant to int 838.8 83.7 83.5 76.9 

 

 

 

 

 
 

 
 

 

Fig 1. Two-dimensional array representation and traversing in Java 

At the JVM level, using manual array copy implies copying array elements one by 

one, whereas invoking System.arraycopy delegates the copy to a native method. A 

native method be implemented differently by each JVM runtime and can be optimized 

in several ways that are not a possibility for Java developers. For example, the copy of 

the array can be done with a single memcpy/memmove low-level primitive from a native 

method, instead of n distinct copy operations. 

Matrix traversal. This paper uses NxM matrix structures and compares traverse by 

rows versus traverse by columns. Specifically, a matrix of 1024x1024 was used to run 

tests. A key advantage of these micro-benchmarks is the simplicity of changing the 

traverse mode in an existing code. The results show an improvement (energy reduction) 

of 99.8% using the traverse by row version. 

Java represents two-dimensional matrices via an array, where each cell points to 

another object array (Fig. 1). Overall, when a matrix is traversed by row, all the cells of 

arr [0] are traversed first, continuing with arr[1] and so on. When reading arr[0][0], the 

CPU caches the cells that are close by (arr[0][0] to arr[0][n] and may cache some cells 

from the next row). When the matrix is traversed by row, the next cell (arr[0][1]) is 

likely cached, which is faster than fetching the cell from main memory. But, when 

traversing by column, some of the next cell accesses (arr[1][0], arr[2][0], ..., arr[n][0]) 

are likely to cause a cache miss. 

String handling. Table 3 shows that using the class StringBuilder directly instead of 

the “+” operator yields a very good improvement (1,000 concatenations were used). 

String literals in Java are instances of String, which are immutable meaning that their 

characters cannot be changed after created. Using the “+” operator involves the creation 

of a StringBuilder object that maintains a single internal mutable array of characters. 

Besides, the method using “+” also instantiates the StringBuilder class to handle 

concatenation, but performs four method calls whereas the efficient version performs 

three method calls. 
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Use of arithmetic operations. This micro-benchmark group, whose results are shown 

in Table 4, involved adding a constant value c to a numerical variable declared by 

varying their data type. Specifically, we resolved X + c using float, double, int and long 

variables and constants. As a result, using the float, long and int data types yields a 

reduction of 1.2%, 29.2% and 83.7% respectively over relying on the double data type. 

Then, double and long data types consume more energy than float and int data types, 

respectively, because the former provide greater accuracy and larger range of values. 

This means more bits to represent values and therefore more processing time. In 

practice, programmers should of course to keep accuracy and precision as low as 

possible for numerical data types in order to reduce energy consumption while not 

compromising the semantics of the whole application. 

Exception handling. The results in Table 3 confirm that energy can be saved by 

avoiding exceptions. The creation of objects and the limited optimizations to the 

exception mechanism made by the JVM, produce higher energy consumption. To 

ensure minimum consumption, exceptions must be reserved only for error situations 

where cannot be dealt with other mechanism, for example when using third-party 

libraries within the application code that are designed to communicate error situations 

via exceptions. 

An operation that includes an exception throwing executes the same lines as the same 

operation without exceptions but it also adds an object creation and new JVM 

instructions processing. Developers should define error statuses instead of using 

exceptions whenever possible to deal with abnormal execution flows. 

Object field access. Directly reading a frequently-accessed class field yields an 

improvement (81.4%) because the accessor method invocation is avoided. Despite this, 

programmers must determine to what extent it is valuable to violate object 

encapsulation to favour energy efficiency. However, there are common cases in which 

encapsulation is not affected and energy can be reduced, e.g., accessing a class field 

directly from the same class or inner classes. 

Object creation. By reusing objects an energy reduction of 43.2% was obtained. At 

the JVM level, the cost to create a new object is usually higher than the cost necessary 

to reset an already created object. In particular, reusing an instance of ArrayList only 

involves invoking its clear() method. This latter is efficiently implemented by just 

zeroing the head pointer in the internal array.  

This result means developers concerned with minimizing energy consumption should 

not create objects arbitrarily in the code but reuse instances whenever convenient. 

However, energy reductions may vary depending on the objects to create: those with 

costly “reset” methods could outweight the benefit. In these cases, a deeper pros-cons 

analysis is necessary. Indeed, when running the same micro-benchmark by using Vector 

and LinkedList, which together with ArrayList are three of the most popular linear data 

structures in Java, the gain of the performed refactoring for Vector is very close to that 

of using ArrayList, but the refactoring increments energy usage by 1% when using 

LinkedList. 

Use of primitive data types. The use of primitive data types yielded an energy saving 

of up to 23.5%. If primitive data types are used, the creation of new objects by the JVM 

to maintain object types is avoided. Indeed, in the previous micro-benchmark, it was 

shown that object creation leads to higher energy consumption. In addition, extra energy 

is saved since autoboxing and unboxing operations are not needed when using primitive 
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types. Autoboxing/unboxing is the conversion by the JVM from/to primitive types to 

their corresponding object type.  

4.2 Test Applications Results 

Table 5 and Fig. 2 show the resulting energy consumption, where the reductions in % of 

the refactored versions according to our micro-benchmarks with respect to the original 

ones have been quantified as explained earlier. Multi-thread code used the 4 cores 

available. Next we discuss in detail the obtained results.  

FFT (Fast Fourier Transform). The main refactoring on this application was the 

elimination of immutable classes. This was possible through the modification of a class 

named Complex, which was immutable in the original test application. In the new 

version, Complex class instances can change the values of their attributes without 

creating a large number of immutable instances of such class. Also, the attributes 

precision of the Complex class (i.e. its real and imaginary part) was decreased from 

double to float without altering the FFT algorithm itself.  

It is worth noting that by changing from double to float we are potentially losing 

precision. In Java, the double data type is 64-bit wide, with precision of up to 15 to 16 

decimal points. The float data type is 32-bit wide, with precision of up to 6 to 7 decimal 

points. All in all, whether losing precision is problematic will depend on the application 

exploiting the FFT algorithm. For example, 32-bit precision suffices many audio 

processing related tasks.  

Mmult (Matrix Multiplication). The main aspect to avoid in this test application was 

object creation. However, in this test application the instantiation of different classes 

(matrices) is performed at the beginning of the code. The matrix structure was 

redesigned decreasing the number of object creations: not using a recursive structure 

has the advantage of requiring fewer objects in memory. 

KP (Knapsack). In this test application we reduced the number of objects in memory 

by a half. In the original version instances of the class OrcaRandom and Knapsack class 

were created, while in the refactored version only instances of Knapsack were created, 

which included the behavior of OrcaRandom. 

NQ (N-Queens). This application is algorithmically rather simple. There is only one 

class which implements the algorithm itself, so the main refactoring for this particular 

case was to change the non-primitive data types and to avoid some object creation in 

very specific cases. 

Table 5. Application results. From top to bottom, applications are listed in the order of Section 

“Energy-efficient Micro-benchmarks: Test Applications” 

App. Version Consumption (Ws) / Time (s) Energy usage reduction % 
  Single-thread Multi-thread Single-thread Multi-thread 

FFT Original 1,784.76/ 27.9 947.57 / 8.1   

 Refactored 1,714.99 / 26.4 813.14 / 7 3.90  14.19 
MMult Original 34,315.15 / 496.2 22,692.00 / 183   

 Refactored 13,123.99 / 185.7  8,261.35 / 66  61.75 63.59 
KP Original 5,181.22 / 71.3  4,320.79 / 36   

 Refactored 104.94 / 1.5 103.41 / 1 97.97  97.61 
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NQ Original 55,753.39 / 854   34,394.70 / 300   

 Refactored 40,315.14 / 605 22,374.64 / 189.5 27.69  34.95 
SA Original 40,813.78 / 613.6   61,832.88 / 680.7   

 Refactored 906.92 / 13.1 508.52 / 4.3  97.77  99.18 
GD Original 6,361.87 / 94  3,630.05 / 29.1    

 Refactored 3,131.95 / 44.8  1,920.94 / 15.5  50.76  47.08 
Bayes Original 14,566.14 / 114.1   1,1599.18 / 110.4   

 Refactored 11,733.39 / 88.8   1,0415.26 / 8.1 19.44  10.20 

 

 

Fig 2. Consumptions for single-thread (left) and multi-thread (right) modes. Bars are log10-scaled 

SA (Sequence Alignment). In the original code there is a recurrently-used class 

(Matrix), which is a two-dimension array of instances of the Float object type. So the 

most important refactoring was to use primitive data types. There were also 

modifications in the main class to avoid new object creations and method invocations. 

Note that the unrefactored multi-thread version consumed much more energy than its 

single-thread counterpart. As mentioned earlier, we produced multi-thread versions of 

applications by cloning the original application and feeding each clone with the same 

parameter values or instances, depending on the case. For SA, this particularly meant 

passing on the same object instances (two Sequence objects, representing human and 

mouse protein sequences), which in turn led to high memory contention among threads. 

However, we aimed at leaving the application code “as is” prior to refactor them and 

using the same multi-thread scheme for all applications, without introducing solutions 

to mitigate this contention. In fact, avoiding object data types and reducing object 

creations decreased memory usage in the refactored single-thread version.  

GD (Gradient Descent). GD is a machine learning algorithm that basically learns 

(approximates) a multi-variable function using training data. The implementation of GD 

used is based on two matrices: an NxM matrix with N the number of variables and M 

the training set size, and another Mx1 matrix with the values of the training set. The 

original version of these matrixes were implemented using a Matrix class with a 

Collection with non-primitive data types (Double). The applied refactoring was to 

replace this collection with arrays of primitive data types. Thus, two further 

optimizations were  also applied in consequence to create the optimized code. Firstly, 

there are less objects since one Matrix instance itself is an object.  



558           Mathias Longo et al. 

Second, elements can be read by directly indexing an array position, i.e. without 

accessors. Note that this change is possible since the amount of elements in the matrices 

is known a priori, thus an accessor is not needed. This is possible since machine 

learning algorithms are usually trained with data with dimensions and sample numbers 

known in advance. 

Bayes (Bayes Network Classifier). The implementation maps each entry of the 

dataset into Instance objects. Each of these objects are then processed to train the 

classifier. The whole set of instances (dataset) are kept in another class called Instances, 

which provides the methods to get or put information into it and is mainly composed by 

a List. In addition, similar to GD, it is possible to know the size of the dataset a priori. 

Thus, the refactoring applied was again eliminating the List and using an array instead. 

4.2.1 Results Summary 

Energy spent by an application version is computed based on active power (Watts) and 

runtime (seconds). For each triple T=<app, v, th>, app ∈ {FFT, MMult, KP, NQ, SA, 

GD, Bayes}, v ∈ {original, refactored} and th ∈ {single-thread, multi-thread}, we 

obtain two lists, LP and LT. LP has the active power samples from i iterations, and LT 

contains i elapsed times in seconds. Since our power device outputs a line of raw 

measurement data every one second, the size of LP is ∑˩(LTj).  

To illustrate the amount of samples in the lists, please refer to Table 5. The triple 

TGD,o,s=<GD, ‘original’, single-thread> took 94 seconds to execute in average. 

LP(TGD,o,s) will then have approximately 94*10=940 samples (recall we used i=10 in all 

experiments). On the other hand, the triple TGD,r,s=<GD, ‘refactored’, single-thread> 

took 44.8 seconds to execute in average, so LP(TGD,r,s) will have around 440 samples. 

Lastly, both LT(TGD,o,s) and LT(TGD,r,s) will have 10 elements, one per iteration.  

We studied the source of energy reductions by performing statistical tests given 

T1=<app, ‘original’, th> and T2 =<app, ‘refactored’, th>. This means determining 

whether there are statistically significant differences between samples of LP(T1) versus 

that of LP(T2), and samples of LT(T1) versus that of LT(T2). 

For energy samples, we took the active power samples lists LP(T1) and LP(T2) and 

since the lists might differ in length we run the two-tailed Mann-Whitney-Wilcoxon for 

unpaired data. This difference in length stems from the fact that ∑˩LT(T1)j is usually 

different than ∑˩LT(T2)j, and hence the sizes of LP(T1) and LP(T2) also differ. For 

instance, the size of LP(TGD,o,s) and LP(TGD,r,s) is 940 and 440, respectively.  

For elapsed times, and since the lists LT(T1) and LT(T2) have the same length and 

samples differ from each other in that a treatment (refactoring) is applied, we used the 

two-tailed Wilcoxon test for paired/matched data. This resembles the kind of test often 

applied on the same subject –in our case application- before and after a treatment has 

been applied. This is, before the treatment is applied, the application code is the original 

one, while after the treatment is applied, the code has been refactored. Note that each 

element in LT(T1) and LT(T2) are sampled independently, but for the sake of the 

statistical test they are matched, which means that the Wilcoxon test uses as input a 

single list with the element-wise difference of both lists. 

Table 6 shows the test outcomes. Since refactored code (T2) tended to demand more 

active power but less time to run than original code (T1), we in fact tested the 
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significance of active power increment and elapsed time decrement of the refactored 

code over the original code. 

Table 6. Active power and elapsed time differences: Statistical significance test outcomes (Y = 

Yes, N = No) 

App. Original vs refactored round Active power decrement Elapsed time decrement 
  At 0.01?  At 0.05? At 0.01? At 0.05? 

FFT Single-thread / Multi-thread Y / N  Y / N  Y / Y Y / Y  

MMult Single-thread / Multi-thread Y / N Y / Y  Y / Y  Y / Y  

KP Single-thread / Multi-thread  N / Y  N / Y Y / Y Y / Y 

NQ Single-thread / Multi-thread  Y / Y   Y / Y Y / Y Y / Y 

SA Single-thread / Multi-thread Y / Y Y / Y Y / Y Y / Y 

GD Single-thread / Multi-thread Y / N Y / N Y / Y Y / Y 

Bayes Single-thread / Multi-thread Y / Y Y / Y Y / Y Y / Y 

 

Table 5 shows that, considering single-thread code runs, the refactored versions 

demanded more active power than the original versions (2-4%). The exception to this is 

KP, whose refactored version had 3.72% less active power. For multi-thread code, this 

overall trend does not hold and in fact refactored versions introduced average active 

power reductions compared to original code in four cases, i.e., 0.70% (FFT), 13.83% 

(KP), 23.18% (SA) and 0.65% (GD), which are statistically significant at the 0.01 and 

0.05 confidence levels.  

Another observation is that multi-thread code used more active power (between 

90.83 Watts and 125.17 Watts) than single-thread code (between 63.36 Watts and 72.66 

Watts). Since Energy=ActivePower * RunTime, these results show that the studied 

micro-benchmarks do not reduce Energy as a side product of Runtime only, but also 

ActivePower is altered. 

Table 6 shows that all significant tests regarding elapsed time confirm that refactored 

code run faster than original code. Let us measure such improvements using the well-

known speedup metric, which is the ratio between the time it takes to run an 

unoptimized code versus the time to run its optimized counterpart, i.e. original times 

over refactored times in our case. Speedups values ranged from [1.05-47.53] (single-

thread) and [1.15-158.30] (multi-thread). Overall, we obtained per-iteration absolute 

average energy savings of 69 Ws to 39900 Ws (single-thread) and in the range of 134 

Ws to 61300 Ws (multi-thread). Even when multi-thread refactored code naturally 

consumes more Active Power than single-thread refactored code, in the former case 

each core runs a refactored –and hence rather faster– version of the original code. 

Again, since Energy=ActivePower * RunTime the multiplicative, beneficial effect on 

energy consumption of using many threads can be also appreciated. 

To put these savings in context, virtualization technologies –particularly Xen and 

KVM– and container technologies –particularly LXC and Docker– consume between 

126 and 128 Ws to run eight simultaneous idle virtual guests [30]. Likewise, the energy 

to send 27 MB of data via TCP in metropolitan-area networks where round-trip time is 

up to 50 milliseconds ranges from 921 to 43000 Ws [21]. Lastly, 30000 Ws is the 

energy necessary to execute Kmeans clustering algorithm from the benchmark in [9] by 

splitting the work to do under a 50-50 scheme between a CPU and an Nvidia GeForce 

8800 GTX GPU [23]. 
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To conclude our analysis, we should also mention that the potential energy savings in 

an application is only an angle from which to evaluate whether it is convenient to 

refactor the application code or not regarding some micro-benchmarks. This way, 

another important angle is analysis scope, which refers to the quantity of code units that 

users have to analyze to determine where to apply refactorings without affecting the 

application functionality, and hence it is a qualitative measure of refactoring difficulty. 

This analysis might involve looking only the sections of the code where the refactoring 

opportunities appear, or additionally more elements like methods that call those sections 

or other classes. The analysis scope can be at the Statement, Method or Application 

levels. The Statement level particularly requires less effort from the user. For example, 

when refactoring for the OFA micro-benchmark, users have to change all Getter method 

calls by direct accesses to involved attributes (Statement level). For the MT micro-

benchmark, changing the traverse orientation is a trivial task in terms of code, but it is 

not a trivial task at the time of analyzing the semantic of the traverse. This involves 

looking the method implementing the algorithm where the traverse is performed 

(Method level). For example, the traverse in a matrix multiplication code cannot be 

changed. However, after an analysis, developers could transpose the matrices and, then, 

change the traverse. Finally, refactoring for the AO micro-benchmark clearly implies to 

analyze the feasibility of reducing data types precision at the Application level. 

Table 7 summarizes the micro-benchmarks based on these two angles. We have 

considered a qualitative indication of the energy savings that can be obtained from each 

micro-benchmark. In practice, this represents a prioritization for users willing to exploit 

our micro-benchmarks, since those yielding the best energy savings and being the most 

easy to apply in the code should be tackled first (e.g. OFA, EH, MT and PDT). 

Table 7. Studied micro-benchmarks: energy savings and analysis scope difficulty 

Micro-benchmark Energy savings Application scope 

Array copying (AC) Good Application 

Matrix iteration (MT) Excellent Method 

String handling (SH) Excellent Application 

Use of arithmetic operations (AO) Very low-very good Application 

Exception handling (EH) Excellent Method 

Object field access (OFA) Very good Statement 

Object creation (OC) 

Use of primitive data types (PDT) 

Good 

Good 

Application 

Statement 

5. Conclusions 

We have empirically assessed the energy impact of energy-friendly versions of common 

primitives in Java scientific code. We also show that refactoring code driven by such 

energy-friendly versions yield energy gains both for single-thread and multi-thread 

refactored applications. This gives Java scientific developers hints to build energy-

efficient software for servers, which complements energy-aware approaches already 

proposed at the platform and hardware levels. 

It is worth noting that our research benefits end user scientific applications, i.e. 

software whose primary purpose is not to be heavily reused (as opposed to software 
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libraries). In practice, refactoring an application would essentially mean modifying the 

original code and then properly testing the refactored code to avoid introducing bugs. 

However, modifying code that is aimed at being reused from other applications requires 

a wider view upon refactoring code to avoid breaking clients.  

Consequently, if we analyze the potential impact of micro-benchmarks driven 

refactoring in software that is aimed at being reused, they can be grouped into those that 

are harmless and those that might break the software. In the former group is Array 

copying, Matrix iteration and String handling. Refactoring based on these micro-

benchmarks means changing the way certain tasks are implemented, but software 

design is not broken.  

Contrarily, the micro-benchmarks in the second group, i.e. the rest, might break the 

software design. In many cases, the library interface is affected thus breaking clients 

(Exception handling, Object field access, Use of primitive data types), internal object 

states might be violated or made inconsistent (Object creation) or what the client 

expects from the library might be semantically altered (Use of arithmetic operations). 

This does not mean our micro-benchmarks cannot be applied in libraries as well, since 

they would be applicable in libraries where a clear, defined separation between interface 

(API) and implementation exists. In this way, refactorings could be applied in principle 

within the boundaries of the library implementation while ensuring that the API is left 

untouched (both syntactically and semantically).  

Finally, future work will investigate how to automatically preprocess existing code to 

exploit our findings. For some micro-benchmarks (e.g., object field access) this is trivial 

but for others (e.g., reusing objects) modification/recognition is highly challenging. We 

are also exploiting these ideas for mobile device programming. Preliminary works 

studied the rate at which micro-benchmarks versions deplete batteries [36] and the 

trade-off between code smell-free OO designs versus the inherent energy costs [37] in 

Java-based Android applications. The motivation of these works is that mobile devices 

can act as resource providers in edge environments to run scientific applications [20], so 

coding energy-aware tasks becomes crucial. In addition, we will test other common 

situations not covered by the micro-benchmarks code utilized in this paper. For 

example, these include other arithmetic operations (AO micro-benchmark), checking if 

a method return value is correct as opposed to having an exception (EH micro-

benchmark), accessing static versus non-static object attributes (OFA micro-benchmark) 

and exclusively using wrapper classes in an application since boxing is avoided (PDT 

micro-benchmark). 
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Abstract. Several previous works proposed techniques to detect outliers in graph
data. Usually, some complex dataset is modeled as a graph and a technique for de-
tecting outliers in graphs is applied. The impact of the graph model on the outlier
detection capabilities of any method has been ignored. Here we assess the impact
of the graph model on the outlier detection performance and the gains that may be
achieved by using multiple graph models and combining the results obtained by
these models. We show that assessing the similarity between graphs may be a guid-
ance to determine effective combinations, as less similar graphs are complementary
with respect to outlier information they provide and lead to better outlier detection.

Keywords: outlier detection, multiple graph models, ensemble.

1. Introduction

Outlier detection is a challenging problem, since the concept of outlier is problem-de-
pendent and it is hard to capture the relevant dimensions in a single metric. The inherent
subjectivity related to this task just intensifies its degree of difficulty. The increasing com-
plexity of the datasets as well as the fact that we are deriving new datasets through the
integration of existing ones is creating even more complex datasets. Consequently, meth-
ods have been specialized in various ways, e.g., for high-dimensional data [45,18,26], for
sequence data [8], or for spatial data [38]. Graphs, which are able to express a variety of
rich data relationships [2], reinforce the trend towards more complex concepts of outliers.

Ensemble techniques have been used in outlier detection (including outliers in graphs
[32]). Even though ensemble techniques are not yet well studied nor established for outlier
detection in graphs, this powerful approach becomes more and more frequent on relational
datasets, mainly because of the benefits of combining individual outlier detection results,
tackling the problem from multiple perspectives [42]. The focus of existing techniques
is on the design of diverse ensemble members and on the combination strategies to put
individual results together in an ensemble, but they are always relying on the information
available in a given graph model of some target data. However, different kinds of outliers
may be easier or harder to detect in different graph models derived from the same original
raw data.

Normally, the graph representations or models found in the literature to represent
real-world relations were created from decisions made by the user, defining which are the
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nodes and which are the edges. Complex web sites or databases rich in information such
as Facebook, DBLP, and Twitter, among others, can be modeled as graphs in numerous
possible ways. For example, Facebook user data could be represented as a graph where
each node represents a person and each edge represents the existence of a friendship
connection between nodes. But we could also connect people that have common interests,
the same workplace, university, etc. Or we could be interested in modeling events as nodes
and connect two events with an edge if the same people attended both. Thus, these graph
models contain a bias built in by the user when generating such graphs. Obviously this
bias can be of great value to some users but counter-productive to other users, depending
on the task that will be performed in such graphs. Users may create the graphs according
to the properties that they define necessary to facilitate the task of extracting information
in such graphs. However, the choice of such a bias, which is often overlooked, is striking
in the final outcome of the task that will be executed on the graphs.

Generating multiple graph models for some raw data and combining results obtained
on those different models is a strategy to tackle more complex and diverse outliers. How-
ever, the generation of a graph for some given data is problem dependent. Although the
model dimensions are usually intuitive and the analyst is able to enumerate them, it is
hard to assess which dimensions effectively improve the outlier detection. We, therefore,
make our assessment using different graph models, following different intuitions about
which data aspects we want to model, but also diversified by some random parameters.
Note that we are not proposing a way to automatically generate multiple graph models
given a database. One could debate whether it is even possible as just the data analyst
may know different dimensions of a particular graph. We assess the similarity of graphs
as a possible guiding principle in assembling ensembles in the absence of ground truth,
i.e., in the unsupervised learning task of outlier detection.

Let us summarize in the following list the contributions of this work:

1. We devise a methodology for the quantitative assessment of the gains of multiple
graph models for some given database.

2. We explore two similarity-based strategies for selecting ensemble members from
multiple graph models.

3. We present a quantitative experimental evaluation of outlier detection ensembles
based on multiple graph models using synthetic data, including comparison to sin-
gle graph models.

4. We evaluate the gains of employing multiple graph models using two outlier detection
algorithms and four combination techniques.

5. We perform three case studies on data derived from DBLP, from Citation Network,
and from Facebook and provide quantitative and qualitative insights regarding multi-
ple graph models.

6. We also present support to advise the practical data analyst to employ multiple graph
models with a preference for more diverse graphs over just more graphs.

This paper is an extended version of our previous conference paper [6]. The main exten-
sions are the use of an additional similarity measure (DeltaCon [17]), an additional base
outlier detection method (Radar [22]), additional combination techniques (mean, max and
borda), and an additional dataset (Citation Network).

The remainder of this study is organized as follows. We discuss related work in Sec-
tion 2. We describe our methodology to characterize the gains of multiple graph models
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and to compose an ensemble based on a set of multiple graph models in Section 3 and
its implementation in case studies in Section 4. We analyze and discuss the results in
Section 5. We conclude the paper in Section 6.

2. Related Work

To the best of our knowledge, there is no previous work that analyzes the impact of us-
ing multiple graph models on the quality of outlier detection. However, Rotabi et al. [34]
use multiple overlapping networks to solve the strong tie detection task. They combine
information provided by two different graphs (a dense and a sparse graph) from the same
dataset (e.g., Twitter) to predict strong ties. They made experiments with one dense graph
and four sparse graphs from their Twitter dataset: mutual follow, phone book, email ad-
dress book, and direct message, respectively. To generate multiple graph models and to
combine information extracted from them to improve the prediction is related to our ap-
proach. However, the tasks of outlier detection and of building ensembles for outlier de-
tection are different and come with different challenges.

Two particular areas of outlier detection relate to our work: methods to detect outliers
in (single) graphs and methods to combine outlier results (ensembles). In the following
subsections we survey some methods for outlier detection in graphs, highlighting the
principles of the method employed in our experiments, and sketch some relevant research
in ensemble methods for outlier detection.

2.1. Outlier Detection in Static Graphs

Various methods have been proposed to detect outliers in static graphs [2]. On plain
graphs, the outliers may be identified based on structural behavior [1,13] or community
behavior [7,40,41]. On attributed graphs, outliers may also be identified by structural be-
havior, looking for unusual substructures [29,23]. We focus on detecting community (or
contextual) outliers on static attributed graphs.

The CODA algorithm [12] detects contexts and, consequently, the nodes that have
not been assigned to any context as outliers. CODA results are binary: a node is either an
outlier or an inlier, that is, CODA does not rank the outliers. To perform a ranking and also
to identify outliers in subspaces, ConSub [36] statistically selects congruent subspaces.
GOutRank [27] is based on clustering algorithms in subspaces and scores nodes according
to their membership in multiple subspace clusters. FocusCO [30] detects clusters and
corresponding outliers in a user-driven manner.

ConOut [35] assigns each node to a single context (subgraph) and its statistically rel-
evant subset of attributes. As we use this method in the experiments in this work, we
describe its central ideas in more detail. The context selection step aims to find local
neighborhoods that are similar with respect to the graph structure. For example, if two
nodes share a large number of neighbors, they should belong to the same context. Overall,
the context of a node is the reflexive transitive closure of adjacent nodes that are signif-
icantly similar to the first. The next step is to select attributes for each context through
the comparison of the distribution of all attribute values in the local context to the whole
dataset distribution. A statistical test (F-test or Kolmogorov-Smirnov test) checks whether
the context values present a significantly smaller variance compared to the entire dataset
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distribution. The attributes are locally chosen according to this test. The anomaly score is
finally based on the multiplication of a local graph density and a local attribute deviation.
These two values represent structural deviations (e.g., a node that does not present the
same structural pattern as its context members) and attribute deviations (e.g., a node that
has different attribute values than its context members).

A recently proposed approach named Radar [22] detects outliers by modeling attribute
and network information from a residual analysis perspective. The idea behind Radar is
that the attributes of every instance can be reconstructed by a linear combination of some
representative instances, when considering only the information perspective. Additionaly,
when link information between instances is added to the model, the framework relies in
a homophily property, such that similar instances are more likely to be linked together.
The authors propose an optimization problem where the objective function should be
minimized to find the best coefficient matrix W and residuals R for the reconstruction
of attributes whithin the network context. At the end of the optimization process, the
anomaly score for each instance i is computed as the `2-norm of the i-th row of the residual
matrix R.

All techniques of anomaly detection in static attributed graphs are performed on a
single graph representation derived from a given dataset. Normally, there are no works
that assess the impact of the graph modeling process to a single graph for real-world
databases. There are also no works that discuss the pros and cons of employing multiple
graphs models to represent a given database.

2.2. Ensemble Techniques in Outlier Detection

Outlier detection in general has been improved by using ensemble methods, i.e., combin-
ing the findings or results of individual learners to an integrated, typically more reliable
and better result. An ensemble is expected to improve over its components if these com-
ponents deliver results with a certain minimum accuracy while being diverse [42]. The
two main challenges for creating good ensembles are, therefore, (i) the generation of di-
verse (potential) ensemble members and (ii) the combination (or selection) of members
to an ensemble.

Some strategies to achieve diversity among ensemble members are feature bagging
(i.e., combining outlier scores learned on different subsets of attributes) [20], different
parameter choices for some base method [11], the combination of actually different base
methods [28,19,37], the introduction of a random component in a given learner [24], the
use of different subsamples of the data objects [44], adding some random noise compo-
nent to the data (“perturbation”) [43], or using approximate neighborhoods for density
estimates [15]. In a sequential setting, the first top outliers detected are removed from the
data set before it is handed over to other learners [33].

Different combination procedures have been proposed based on outlier scores or on
outlier rankings [20,11,19,42,32]. Some methods have also been proposed to select the
more diverse or (in a semi-supervised setting) the more accurate ensemble members
[37,25,33,32].

All ensemble methods in outlier detection aim at the reduction of bias and variance
inherent to some learner. Assessing the impact of the bias inherent to the input data has
not been addressed so far.
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Considering the standard KDD process model [10], our focus is on the data transfor-
mation and its impact on what we can learn from the data. The ensemble approach is thus
effectively moved to an earlier step in the KDD process, since we employ different graph
models to represent the same raw data.

3. Methodology

The classical approach for detecting outliers in a dataset is to model the data as a single
graph and to apply a single outlier detection method, as sketched in Figure 1(a). By using
this approach, the identification of outliers is biased by the given model and the selected
algorithm. Alternatively, one could use an ensemble approach to apply a set of comple-
mentary outlier detection methods on a single graph and combine their results, such that
the algorithm bias is reduced. This approach is sketched in Figure 1(b). Existing work
for outlier detection in graphs follows the methodologies in Figures 1(a) and 1(b). As a
consequence the built-in bias from the graph model selection is not adressed.

Here we propose a new methodology that tackles the reduction of graph model bias
towards outlier detection by generating multiple graph models to represent the same data.
The overall workflow for an ensemble method combining outlier detection results from
multiple graphs is depicted in Figure 1(c). First, multiple graph models represent the
same dataset, possibly taking different aspects of the dataset into account for deriving
different graph models. We assume, though, that the nodes in different graphs represent
the same entities. Only their relations change from model to model. Next, some algorithm
to detect (node) outliers in graphs are applied to each graph model. In the last step, results
from the outlier detection on the different graph representations are combined. Through
the ensemble of different graphs modeling the same data, we can expect an increasing
precision and robustness of the outlier detection.

For this general approach, various questions could be studied, for example, which
outlier detection methods are more suitable and how the results should be combined. For
this study, however, we take a fixed decision on these questions, using two methods for
outlier detection and using four consensus functions to combine the results, as we are
studying the impact of the design and choice of graph models.

We describe two methodologies employed in the experimental assessment presented
in this work. The first methodology aims at assessing the potential gains of combining
multiple graph models compared to using a single graph model. The second methodol-
ogy aims at assessing the improvements for outlier detection through the combination
of complementary multiple graph models that capture preferably different aspects of the
data.

3.1. Characterizing Multiple Graph Models

We use multiple graph models here to represent different aspects of a data set, i.e., to take
different perspectives. For all perspectives, i.e., derived graph models, for some dataset,
the entities that may be outliers remain the same and are vertices in the graph. The differ-
ent perspectives are expressed by different edges describing relations between the nodes.
How different graph models express different aspects of a dataset depends on the dataset
and its semantic. We will discuss specific graph models for different example datasets
later. Here we characterize the notion of multiple graph models more formally.
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(a) Normal outlier detection workflow on graphs.
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(b) Ensemble of multiple outlier detection methods on a single graph model.
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(c) Multiple graph models for outlier detection.

Fig. 1. Different workflows for outlier detection in graphs.
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Definition 1. (Graph Model)
A graph model Gp is described by Gp = {V,Ep, A}, where

– p is the perspective of the graph Gp.
– V represents the node set and each node v ∈ V represents an entity.
– Ep represents the edge set, where Ep = {(vi, vj) | ∀i 6= j, vi, vj ,∈ V ∧Fp(vi, vj) ≥
tp}. The function F(.) returns a score ∈ [0, 1] that defines for a given perspective p
the correlation or similarity between two nodes, and t is a user-defined threshold.

– A is the attribute set and each attribute a ∈ A represents an attribute.

Multiple graph models as outlined above can then be characterized as follows:

Definition 2. (Multiple Graph Models)
A set of multiple graph models G = {G1, G2, ..., Gp, ..., GM}, where M is the total
amount of perspectives, we have:

Vi = Vj∀i, j ∈ [1, 2, ...,M ].

Our definition assumes that different graph models have the same node set V . We
thus avoid the node-to-node mapping problem, since the set of vertices, related to the
dataset entities that may turn out being outliers, remains the same across the different
graph models.

Given a datasetD, we generate multiple graph models G = {G1, G2, ..., Gp, ..., GM}
with respect to different perspectives p ofM . Suppose we have two graphsG1 = {V,E1, A}
and G2 = {V,E2, A}. A single perspective p relates to a specific procedure to gener-
ate the edges of Gp, though possibly with different parametrization. For example, if D
represents a citation network dataset, p is co-authorship, Gp will represent D as a co-
authorship graph, in which nodes represent authors and edges represent the existence of
co-authorship. In this example, an edge eij = (vi, vj) will exist iff F(vi, vj) = 1, where
F(.) returns 1 if vi and vj have at least one publication together and 0 otherwise.

The perspective p may also represent correlations or similarities between nodes. For
example, in a citation network dataset, a graph Gp may be defined as the correlation
between publications in conferences based on co-occurrence of words in the title or in the
abstract, where two nodes (authors) are connected if they have large correlation values.
Or a perspective may be the defined as the similarity between authors in their research
topics. In these scenarios, an edge eij = (vi, vj) will exist iff F(vi, vj) > tp, where tp
denotes the correlation or similarity threshold in perspective p.

As these examples demonstrated, the definition of a perspective depends on the given
data for a given problem. We will introduce tailored perspectives on the various experi-
mental datasets in the case studies (Section 4).

3.2. Characterizing the Gains of Using Multiple Graph Models

To characterize the gains of using multiple graph models, we propose the following steps:

1. Generate multiple graph models according to the problem being addressed. For
each raw dataset, we design multiple graph models that describe the same entities
as nodes but differ quantitatively (how dense they are) and qualitatively (which rela-
tionships are expressed in the graph structure). These multiple graph models aim to
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materialize the various perspectives that one can take on the data. As a result, they
can make different kind of outliers detectable.
The design of graph models for some raw data set remains problem-dependent, though.
We explore different variants for synthetic datasets and for real datasets.

2. Assess experimentally the combined usage of multiple graph models. We quantify
experimentally the gains of multiple graph models using both synthetic and real-
world datasets.

3.3. Selective Composition of Multiple Graph Models

Orthogonal to the generation of as many graph models as practical is the design of graph
models that are as complementary as possible, i.e., they should model different aspects
of the raw data. The less similar two graphs are, the more likely they are complementary
regarding the outlier information they provide.

Two different graphs G1 = (V,E1, A) and G2 = (V,E2, A), which differ only in
their set of edges E1 and E2, can have a degree of similarity measured by Jaccard [14] on
their sets of edges:

Jaccard(G1, G2) =
|E1 ∩ E2|
|E1 ∪ E2|

. (1)

The similarity of a set G of more than two graphs is assessed as the average pairwise
similarity:

Jaccard(G) = 1

|G|
∑

G1,G2∈G
G1 6=G2

Jaccard(G1, G2). (2)

DeltaCon [17] is another algorithm to compute similarity between graphs. Given two
input graphs G1 = (V,E1, A) and G2 = (V,E2, A), with different edge sets E1 and E2,
DeltaCon computes the similarity score DeltaCon(G1, G2) ∈ [0, 1], such that a score of
1 means identical graphs.

DeltaCon applies the Fast Belief Propagation (FaBP) [16] method to measure node
affinity in the same graph and to build the n × n similarity matrix S, based on the n × n
identity matrix I, the n×n diagonal degree matrix D, and the n×n adjacency matrix A:

S = [sij ] = [I + ε2D− εA]−1 (3)

ε is a small constant to regulate influence of the neighboring nodes.
The main idea is to analyze graph differences from the information flow viewpoint.

For instance, a missing edge in a clique subgraph is not as important as a missing edge
connecting two dense subgraphs.

In its fastest version, DeltaCon divides the node set into g groups and computes the
affinity score of each node to each group. The n × g similarity matrix S1 and S2 is then
built for each graph G1 and G2, respectively, and the similarity score is computed as
follows:

d(G1, G2) =

√√√√ n∑
i=1

g∑
j=1

(√
s1,ij −

√
s2,ij

)2
(4)

DeltaCon(G1, G2) =
1

1 + d(G1, G2)
(5)
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The similarity of a set G of more than two graphs is assessed as the average pairwise
similarity:

DeltaCon(G) = 1

|G|
∑

G1,G2∈G
G1 6=G2

DeltaCon(G1, G2). (6)

While previous methods to select members for outlier detection ensembles (trained on
the same dataset) rely on some sort of estimate of the quality in the unsupervised scenario
[37,32], the similarity of graph models is completely agnostic of (supposed) outliers and
can therefore serve as a general guidance to the selection of ensemble members.

4. Implementation of the Methodology: Case Studies on Synthetic
and Real Data

We perform case studies on synthetic data, data from DBLP, data from Citation Network,
and data from Facebook. We focus on quantitatively different graphs for synthetic data,
and on semantically different graphs for DBLP, Citation Network, and Facebook data.
These real-world databases were chosen to represent realistic scenarios where multiple
graph models are viable ways to help detecting outliers. By considering different areas we
demonstrate the reproducibility of our results. It should be noted that it is straightforward
to derive quantitatively different graphs in an automated way, while semantically different
graphs need to be designed manually for each problem, taking into account the semantics
of the data and considering which information may be possibly interesting.

4.1. Synthetic Datasets

For a quantitative experiment, we generate three families of synthetic datasets (A, B, and
C) to evaluate the benefits of combining multiple graph models from the same source:
(A) graphs following a power-law degree distribution, in particular Zipf’s law according
to Gao et al. [12], (B) graphs generated by following a stochastic algorithm proposed
by Barabási and Albert [3], and (C) graphs following the Erdős and Rényi model [9],
in which every possible edge is created with the same constant probability. For these
dataset families, we start with a graph comprising 4950 nodes generated according to the
corresponding distribution or algorithm, respectively, and include 50 outliers that follow a
uniform degree distribution. We repeat this procedure 10 times, so we have 10 base graphs
for each experiment with 5000 nodes each, where the inliers follow a known degree dis-
tribution and outliers follow a uniform degree distribution. We also add 20 attributes and
set a random percentage of those to be relevant for the outlier detection task. Relevant at-
tributes follow different Gaussian distributions for outliers and inliers with µ = [−10, 10]
and σ = [1, 5]. Irrelevant attributes follows the same Gaussian distribution for outliers
and inliers.

We use two parameters to induce diversity in the graphs, determining the percentage
of edges that we remove from the graph or that we add to the graph, respectively. This
way we achieve diverse graph structures without changing the number of nodes or their
attribute values, by randomly removing and adding edges. We derive 10 graphs of differ-
ent density from each of the 10 base graphs in graph families A, B, and C, resulting in
100 graphs for each experiment.
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Table 1. Number of authors per publications at 23 conferences.

Number of Publications Number of Authors
1 44905
2 11940
3 5398
4 3144
5 2078

6-10 4421
11-20 2282
> 20 1488
78350 75656

4.2. DBLP Data

The bibliography dataset provided by DBLP (http://dblp.uni-trier.de/db/)
is a rich dataset comprising several informations about publications in the computer sci-
ence area. For our assessment, we sample a dataset containing just the publications from
23 related conferences, namely: AAAI, IAAI, CIKM, CVPR, ECIR, ECML, PKDD,
EDBT, ICDT, ICDE, ICDM, ICML, IJCAI, KDD, PAKDD, PODS, SDM, SIGIR, SIG-
MOD, SSDBM, VLDB, WSDM, and WWW. We select authors with at least 5 publica-
tions to compose the node set of our graph models, leading to 10269 nodes. In addition,
we describe each author through 47 different attributes that represent the ratio of the au-
thor’s publication in each conference over the total amount of the author’s publication (23
attributes), the ratio of the author’s publication in each conference over the total amount
of conference publications (23 attributes), and the normalized amount of publications (1
attribute).

Table 1 shows a relation between number of publications and number of authors.
Since we selected only authors that have at least 5 publications, this amounts to 13.57%
of the DBLP dataset regarding the 23 conferences mentioned. Figure 2 shows for each
conference the number of publications and unique authors. CVPR conference has the
highest amount of publications, but AAAI has the highest amount of unique authors. On
the other side, IAAI has the lowest amount of publications and ICDT the lowest amount
of unique authors.

As we select authors that have at least 5 publications in the 23 conferences, our mod-
eled graphs may present scenarios in which a vertex has no connections, i.e., it is an
isolated node in the graph. Consider, for example, that one author has 5 publications and
no co-authorship. In this case, the author would be represented by an isolated node in
the co-authorship graph. We consider such isolated nodes as ranked last since the outlier
detection algorithms used do not handle such scenarios with isolated nodes.

While we focused on quantitatively different graphs in the synthetic data, here we
derive four semantically different graph models from the DBLP data:

1. Co-authorship: If two authors have at least one publication together, they will have
an edge connecting them.

2. Correlation between publications in each conference: Two authors are connected if
they have a high correlation of their distribution of publications over the conferences
(i.e., they tend to publish at the same venues).

http://dblp.uni-trier.de/db/
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Fig. 2. Authors and publications per conference.

3. Correlation between publications in each area of knowledge: In order to model knowl-
edge areas, we group conferences into five areas: Artificial Intelligence, Data Mining,
Databases, Information Retrieval, and Web. In this model, two authors are connected
if they have a high correlation between publications in venues from similar areas of
knowledge.

A correlation threshold may be seen as a parameter of graph density: the lower the
threshold, the denser the graph. In models 2 and 3, we used 0.9 as correlation thresh-
old to determine the existence of an edge.

4. Similarity in topics: Two authors are connected if they have publications with similar
title words. We determine the set of unique words used in all publications of each
author, removing all stop words, applying Porter’s stemming algorithm [31], and se-
lecting all unique words for each author. The edge between two authors exists if the
overlap between their vocabularies is at least 40%, that is, if the intersection between
their title words is at least 40% of the smaller of both vocabularies.

For sake of quantitative evaluation, we add 50 artificial outliers by randomly selecting
50 times 2 to 5 nodes that we merge to generate one outlier. Such merging imitates the
effect of having two (or more) authors with the same name in the database without name-
disambiguation such that their publication profiles are merged in DBLP, which is a quite
realistic problem. These merged nodes are the same across all graph models. We repeat
the artificial outlier generation 10 times, resulting in 10 DBLP datasets with different
outliers.
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4.3. Citation Network Data

The Citation Network data was extracted from ACM and provided at https://aminer.
org/citation [39]. It comprises information about publications in many venues. For
each paper, it provides id, title, abstract, year of publication, authors, venue, and refer-
ences. The main difference between DBLP and Citation Network is that in the first one
the node set represents authors, while here nodes are papers.

We preprocessed the original Citation Network ACM version 09 dataset, which was
collected until 2017 by removing publications with missing information, selecting authors
with at least 10 publications, and conferences with at least 500 papers to compose the
node set of our graph models. After this pre-processing step, the remaining 16,197 papers
represent our Citation Network dataset.

In addition, we describe each paper through 6 different attributes derived from the
information given on the original dataset: year of publication, average authors per pub-
lications, average authors per publications in the conference where the paper was pub-
lished, number of conference papers accepted in that year, and total amount of papers in
the conference.

We derive four semantically different graph models from the Citation Network data:

1. Reference: Connect two papers if at least one of them references the other.
2. Co-authorship: If two papers share at least one author, they are connected by an edge.
3. Similarity in abstract: Similar to the DBLP model 4, we determined the set of unique

words used in each paper’s abstract, removed all stop words, applied Porter’s stem-
ming algorithm [31], and selected all unique words for each paper. If two papers share
at least 40% of their abstract vocabulary, we connect them with an edge.

4. Similarity in topics: This is the same as DBLP model 4. We perform the same ap-
proach for word processing and connect two papers if they share at least 40% of their
title words.

Here we include 50 realistic outliers to simulate effects of plagiarism. We selected 50
different papers and copied their title and abstract information, changing the authors, the
venue and the year. To select the authors and the venue, we choose by random from
the pool of possible choices that is present in our preprocessed dataset. The year we
select randomly from the orginal publication until 2017. We repeat the artificial outlier
generation 10 times, resulting in 10 Citation Network datasets with different outliers.

Each paper has attributes that are derived from the year, the authors, and the venue.
The values of these attributes are suspicious for outliers as we generate them by select-
ing authors, venue, and year randomly. We expect that different graph models change the
vicinity of outlier nodes in different aspects, so that the ‘plagiarized’ papers are consid-
ered a more significant outlier in some models. For example, in a graph where papers
are connected by similar title words, the authors that plagiarized a paper should have a
different behavior of publications than other authors that published in similar topics.

4.4. Facebook Data

We use the Facebook dataset provided by Leskovec and Krevl [21]. This dataset consists
of 10 ego nodes and their friends from Facebook. Each ego and its friend list have a set
of attributes related to, for example, age, gender, education, or work. We selected the 3

https://aminer.org/citation
https://aminer.org/citation
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largest ego nodes (ids 107, 1684, and 1912) and their friends to generate the dataset used in
this experiment. This was done in order to group nodes that have similar sets of attributes,
since not all 10 ego nodes have the same attribute set. This dataset has 2,573 nodes in
total. The IDs and feature vectors of this dataset have been anonymized. 88 attributes
describe aspects such as education, work, gender, location, language, and birthday.

We derived 3 semantically different graphs to represent this dataset:

1. connecting people according to their friendship,
2. connecting people that have correlated education features, and
3. connecting people that have correlated work-related features.

As for the DBLP models 2 and 3, we use 0.9 as correlation threshold.
The outlier generation process was performed the same way as for the DBLP dataset,

randomly selecting 2 to 5 nodes to merge and to generate an outlier. We added 50 outliers
to the dataset, repeating the random procedure 10 times, resulting in 10 Facebook datasets
with different outliers.

4.5. Outlier Detection Methods

To perform outlier detection on each individual graph, we use ConOut [35] and Radar
[22]. On ConOut, we use similarity parameter 0.5, and a significance level parameter
0.1 as suggested by Sánchez et al. [35]. The similarity parameter indicates the threshold
to consider two nodes similar or not. The significance parameter indicates whether we
accept the statistical F-test or reject it (as described on Section 2.1). In other words, if
the p-value is below the significance parameter, the attribute has lower variance inside the
context comparing to the whole dataset, thus we add it to the set of relevant attributes.

On Radar, we use α = 0.5, β = 0.2 and γ = 0.2 as suggested by the authors [22].
These parameters control the row sparsity of the coefficient matrix, row sparsity of the
residual matrix and the contribution of the network modeling, respectively.

ConOut and Radar are examples of outlier detection methods in static graphs that
output scores of outlierness for each node. This type of methods is suitable to our scenario
as we, in a posterior step, combine these outputs into a single score. Any other outlier
detection method may be used after adjusting the combination technique.

4.6. Combination

To combine the results obtained from different graph models derived from the same
dataset into a single outlier score for each node we use two rank and two score com-
bination procedures. In this particular scenario, we do not need a normalization step for
score combination since we apply the same algorithm with same parameters on different
graphs. We combine scores by taking the average value and the maximum value.

We also transform the scores into rankings and aggregate them by using the median
and the Borda Count algorithm [4]. The Borda Count method is a classic voting system
that can be applied to combine rankings from different sources. This method gives a score
to each member of the list according to its relative position. The final aggregated ranking
is a simple sorted list based on the sum of scores of each member. This is equivalent to
combining the rankings by their mean rank.
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Table 2. Average ROC AUC values on Power Law (Exp. A) synthetic data experiments
when we select the most dissimilar models to combine in each iteration. For single graph
models (ensemble size 1), we take the average of all possibilities.

Ens. Size
ConOut Radar

Mean Max Median Borda Mean Max Median Borda
Jaccard Similarity

1 0.633 0.655
2 0.671 0.634 0.668 0.668 0.652 0.651 0.654 0.654
3 0.707 0.638 0.681 0.707 0.651 0.651 0.657 0.655
4 0.728 0.634 0.719 0.732 0.651 0.651 0.657 0.656
5 0.746 0.627 0.729 0.754 0.651 0.651 0.657 0.655
6 0.749 0.612 0.744 0.759 0.651 0.651 0.657 0.655
7 0.756 0.612 0.742 0.766 0.652 0.651 0.656 0.655
8 0.757 0.600 0.753 0.767 0.652 0.651 0.656 0.655
9 0.757 0.590 0.750 0.767 0.652 0.651 0.656 0.655
10 0.748 0.580 0.742 0.761 0.652 0.651 0.655 0.654

Ens. Size DeltaCon Similarity
1 0.633 0.655
2 0.672 0.630 0.681 0.681 0.652 0.651 0.653 0.653
3 0.688 0.580 0.668 0.699 0.650 0.651 0.651 0.652
4 0.705 0.577 0.701 0.717 0.650 0.651 0.654 0.654
5 0.714 0.577 0.703 0.724 0.651 0.651 0.655 0.654
6 0.721 0.580 0.716 0.733 0.651 0.651 0.655 0.654
7 0.728 0.576 0.718 0.740 0.651 0.651 0.655 0.654
8 0.736 0.581 0.729 0.748 0.651 0.651 0.655 0.654
9 0.741 0.580 0.725 0.752 0.651 0.651 0.655 0.654
10 0.748 0.580 0.742 0.761 0.652 0.651 0.655 0.654

To assess the impact of graph similarity on the quality of the combined results we
use Jaccard similarity (Equation 1) and DeltaCon similarity (Equation 5). Combinations
of more than two graph models are ranked by the average pairwise Jaccard similarity
(Equation 2) and average pairwised DeltaCon similarity (Equation 6).

5. Results and Discussion

5.1. Synthetic Data

The results for the synthetic datasets are shown in Tables 2, 3, and 4 for experiments A, B
and C respectively. These tables shows quantitatively the impact on outlier detection per-
formance if we take the most dissimilar models to combine the results obtained on those.
The ensemble size is the number of combined graph models, where 1 relates to a single
graph model (i.e., no combination but individual performances on all graphs) and 2 to 10
relate to the corresponding number of combined multiple graph models. The performance
is quantified in terms of the average Area Under the Curve of the Receiver Operating
Characteristic (ROC AUC), a standard measure for outlier detection performance [5].

In all three experimental scenarios, using multiple graph models generally improves
over using individual graphs only. Radar seems to be a more robust method than ConOut
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Table 3. Average ROC AUC values on Barabási and Albert (Exp. B) synthetic data ex-
periments when we select the most dissimilar models to combine in each iteration. For
single graph models (ensemble size 1), we take the average of all possibilities.

Ens. Size
ConOut Radar

Mean Max Median Borda Mean Max Median Borda
Jaccard Similarity

1 0.647 0.762
2 0.792 0.757 0.751 0.751 0.753 0.753 0.758 0.758
3 0.813 0.749 0.762 0.778 0.754 0.753 0.762 0.760
4 0.835 0.760 0.793 0.806 0.754 0.753 0.762 0.760
5 0.842 0.757 0.786 0.815 0.754 0.753 0.763 0.761
6 0.849 0.755 0.807 0.823 0.755 0.753 0.763 0.761
7 0.855 0.754 0.802 0.830 0.755 0.753 0.763 0.761
8 0.858 0.754 0.813 0.832 0.755 0.753 0.763 0.762
9 0.861 0.755 0.811 0.835 0.755 0.753 0.763 0.762
10 0.863 0.756 0.814 0.837 0.755 0.753 0.763 0.762

Ens. Size DeltaCon Similarity
1 0.647 0.762
2 0.784 0.747 0.752 0.752 0.753 0.753 0.758 0.758
3 0.825 0.762 0.769 0.797 0.753 0.753 0.761 0.759
4 0.830 0.758 0.784 0.797 0.754 0.753 0.762 0.760
5 0.845 0.760 0.786 0.817 0.754 0.753 0.762 0.761
6 0.850 0.758 0.806 0.825 0.754 0.753 0.762 0.761
7 0.852 0.759 0.793 0.825 0.755 0.753 0.763 0.761
8 0.855 0.757 0.806 0.827 0.755 0.753 0.763 0.762
9 0.858 0.757 0.801 0.831 0.755 0.753 0.763 0.762
10 0.863 0.756 0.814 0.837 0.755 0.753 0.763 0.762

as its results have lower variation. It is out of our scope to analyze different parameter
values for the outlier detection algorithms, as we are interested on the effects of applying
multiple graph models on the same raw dataset. As mentioned before, the γ parameter on
Radar balances the contribution of attribute and network information. On our experiments,
we fix γ as suggested by the authors and, as a consequence, the results show robustness
towards multiple graph models, as the variations on the edges do not have a high impact
on the final Radar output.

ConOut is largely benefited by the usage of multiple graph models. Using ConOut
on single graphs, average ROC AUC reaches 0.633, 0.647, and 0.637 on experiments A,
B and C respectively. In comparison with multiple graph models, these numbers go as
high as 0.767, 0.863, and 0.814. On most cases, combining all 10 outputs from different
graphs achieves the highest ROC AUC value, which indicates that using multiple graph
models has large potential to be applied in many different scenarios, as we have 3 different
synthetic experiments that express real-world graph behaviors.

Regardless of the algorithm applied, combine scores using the maximum value do
not perform well in general. Experiment C using Radar algorithm is the only specific
scenario where combining by maximum has the best average ROC AUC value, 0.712.
Mean, median and borda have a very similar behavior when used in conjunction with the
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Table 4. Average ROC AUC values on Erdős and Rényi (Exp. C) synthetic data experi-
ments when we select the most dissimilar models to combine in each iteration. For single
graph models (ensemble size 1), we take the average of all possibilities.

Ens. Size
ConOut Radar

Mean Max Median Borda Mean Max Median Borda
Jaccard Similarity

1 0.637 0.701
2 0.753 0.720 0.727 0.727 0.705 0.707 0.700 0.700
3 0.750 0.696 0.713 0.726 0.703 0.704 0.695 0.698
4 0.783 0.717 0.749 0.758 0.703 0.705 0.697 0.699
5 0.798 0.726 0.740 0.770 0.703 0.705 0.697 0.698
6 0.805 0.726 0.760 0.778 0.703 0.705 0.697 0.698
7 0.807 0.734 0.759 0.780 0.704 0.707 0.697 0.699
8 0.808 0.739 0.766 0.781 0.704 0.707 0.698 0.699
9 0.814 0.750 0.760 0.781 0.706 0.711 0.698 0.699
10 0.807 0.758 0.758 0.774 0.707 0.712 0.699 0.701

Ens. Size DeltaCon Similarity
1 0.637 0.701
2 0.741 0.712 0.718 0.718 0.705 0.706 0.701 0.701
3 0.778 0.731 0.727 0.751 0.707 0.709 0.701 0.702
4 0.791 0.732 0.754 0.761 0.708 0.710 0.699 0.701
5 0.807 0.748 0.754 0.778 0.708 0.711 0.700 0.702
6 0.806 0.740 0.762 0.776 0.707 0.711 0.699 0.701
7 0.812 0.748 0.758 0.782 0.707 0.711 0.698 0.700
8 0.809 0.752 0.765 0.779 0.708 0.712 0.698 0.701
9 0.813 0.756 0.758 0.782 0.708 0.712 0.698 0.701
10 0.807 0.758 0.758 0.774 0.707 0.712 0.699 0.701

ConOut algorithm. These combination approaches yield their highest values using similar
ensemble sizes on each experiment, which again supports the argument for using multiple
graph models rather than single graphs.

The results do not change much between using Jaccard similarity and DeltaCon simi-
larity.

From Tables 2, 3, and 4 we can infer that using the most dissimilar models according
to Jaccard and DeltaCon to represent the same dataset in general improves the perfor-
mance on detecting outliers. Figures 3, 4 and 5 shows results using ConOut on synthetic
experiments. The colors of the points represent how similar the combined graph models
are, ranging from red to blue, where blue is more similar and red is less similar. Each
experiment is represented by one plot using Jaccard similarity and one plot using Delta-
Con similarity. We expect more red points on the top of each boxplot, which means that
the combination of dissimilar graphs delivers better results than combining similar graphs.
Since we have 10 independent subsets for each graph family, each column of points inside
the boxplots shows the results for one of these subsets.

All three experiments show more red dots on the top of boxplots, especially when
Jaccard is selected. The behavior of boxplots reinforces our claim on using multiple graph
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(a) Experiment A: Power-law degree distribution with ConOut using Jaccard similarity measure
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(b) Experiment A: Power-law degree distribution with ConOut using DeltaCon similarity measure

Fig. 3. ROC AUC on single and multiple graph models on experiment A synthetic datasets
as we vary the ensemble size (number of combined graph models, where 1 represents
single graph models). The colors of the points reflect the (average) similarity of the graph
models selected for combination: blue (more similar) to red (less similar). Each column
of points inside each boxplot presents the results for an independent subset of graphs.
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(a) Experiment B: Barabási and Albert stochastic model with ConOut using Jaccard similarity measure
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(b) Experiment B: Barabási and Albert stochastic model with ConOut using DeltaCon similarity measure

Fig. 4. ROC AUC on single and multiple graph models on experiment B synthetic datasets
as we vary the ensemble size (number of combined graph models, where 1 represents
single graph models). The colors of the points reflect the (average) similarity of the graph
models selected for combination: blue (more similar) to red (less similar). Each column
of points inside each boxplot presents the results for an independent subset of graphs.
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(a) Experiment C: Erdős and Rényi model with ConOut using Jaccard similarity measure
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(b) Experiment C: Erdős and Rényi model with ConOut using DeltaCon similarity measure

Fig. 5. ROC AUC on single and multiple graph models on experiment C synthetic datasets
as we vary the ensemble size (number of combined graph models, where 1 represents
single graph models). The colors of the points reflect the (average) similarity of the graph
models selected for combination: blue (more similar) to red (less similar). Each column
of points inside each boxplot presents the results for an independent subset of graphs.
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Table 5. Average ROC AUC values on DBLP data experiments when we select the most
dissimilar models to combine in each iteration. For single graph models (ensemble size 1),
we take the average of all possibilities.

Ens. Size

ConOut Radar
Mean Max Median Borda Mean Max Median Borda

Jaccard Similarity
1 0.840 0.506
2 0.890 0.874 0.896 0.896 0.501 0.510 0.511 0.511
3 0.898 0.877 0.888 0.903 0.505 0.505 0.497 0.504
4 0.953 0.934 0.939 0.943 0.495 0.499 0.527 0.527

DeltaCon Similarity
1 0.840 0.506
2 0.890 0.874 0.896 0.896 0.501 0.510 0.511 0.511
3 0.950 0.934 0.927 0.933 0.502 0.494 0.528 0.534
4 0.953 0.934 0.939 0.943 0.495 0.499 0.527 0.527

models for outlier detection, as the ROC AUC increases when we select a larger ensemble
size.

Overall, using multiple graph models achieves better performance than using single
graph models, regardless of the similarity parameter threshold, of the number of models,
and of which models are combined: the tendency of the results shows that the performance
on multiple graph models is correlated to the performance of the individual models we
combine.

Multiple graph models represent different aspects of the data, where each model po-
tentially highlights different outliers. When we combine the outlier detection results ob-
tained over multiple graph models we benefit from this diversity.

5.2. DBLP Data

Table 5 shows the average ROC AUC results for ConOut and Radar on single and mul-
tiple graph models. We again see the robustness of the Radar algorithm. Even though
Radar performs poorly on DBLP data, using multiple graph models for outlier detection
improves over single graphs. ConOut reaches average ROC AUC of 0.953 in the best
scenario combining all graph models outputs using mean, in comparison to 0.840 when
using only single graphs to represent the data.

Figure 6 shows the results when we apply ConOut to single graph models (ensemble
size 1) and to multiple graph models, using the mean as consensus function.

Although the quantitative results for the DBLP dataset are quite good in terms of pre-
cision, there are still some authors that consistently get high outlier scores together with
the generated outliers (merged nodes). For the quantitative evaluation based on the arti-
ficially constructed outliers, these are considered inliers, but they might actually qualify
as real outliers in some sense. Thus we inspect some examples in Figure 7, depicting
the degree of outlierness for 9 authors that consistently present high scores. These plots
measure the degree of outlierness among 4 single graph models (DBLP 1 to 4) and for
multiple graph models, represented by the most dissimilar models (Ensemble 2 to 4). We
average the rankings of 10 iterations and transform the final ranking into bins. There are
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(a) DBLP with ConOut using Jaccard similarity measure
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(b) DBLP with ConOut using DeltaCon similarity measure

Fig. 6. ROC AUC on single and multiple graph models on DBLP dataset as we vary
the ensemble size (number of combined graph models, where 1 represents single graph
models). The colors of the points reflect the (average) similarity of the graph models
selected for combination: blue (more similar) to red (less similar). Each column of points
inside each boxplot presents the results for an independent subset of graphs.

10 bins, ranging from 10 (outlier) to 1 (inlier). The bins compress the rankings of outlier-
ness and they increase by a factor of 2 starting from bin 10 covering ranks from 1 to 5,
bin 9 covering ranks 6 to 15, bin 8 covering ranks 16 to 35 etc.

Hans-Peter Kriegel is consistently the most prominent outlier node according to ConOut
in all DBLP models, except for model 2, in which Radar gives his largest score of out-
lierness among all models. His pattern is shown in Figure 7(a), where he tends to be an
outlier in almost all scenarios according to ConOut.

The same pattern is also present for Feng Cao’s and Kenneth D. Forbus’s plots, Fig-
ures 7(e) and 7(c) respectively. Feng is a top outlier in the DBLP 3 model according to
ConOut and exhibits a high degree of outlierness in other single and multiple graph mod-
els, but is not a prominent outlier in the DBLP 2 model. Kenneth is not among top 5 of any
single graph model, but when we combine multiple graph models, he become top outlier
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Fig. 7. These plots depict the degree of outlierness for some natural outliers in the DBLP
dataset using ConOut and Radar algorithms. The rankings were averaged over 10 itera-
tions and multiple graph models comprise the most dissimilar graphs according to Jac-
card. We transform the final ranking into bins, ranging from 10 to 1, where 10 refers to
top outlier scores and 1 to inliers scores. We increase the bins range by a factor of 2, start-
ing from bin 10 covering rankings [1 - 5] and ending on bin 1 covering rankings [2556 -
Maximum]. Ensembles 2 to 4 correspond to multiple graph models.
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Table 6. Average ROC AUC values on Citation Network data experiments when we se-
lect the most dissimilar models to combine in each iteration. For single graph models
(ensemble size 1), we take the average of all possibilities.

Ens. Size

ConOut Radar
Mean Max Median Borda Mean Max Median Borda

Jaccard Similarity
1 0.590 0.659
2 0.580 0.577 0.545 0.545 0.658 0.659 0.659 0.658
3 0.673 0.691 0.570 0.608 0.658 0.659 0.659 0.659
4 0.632 0.642 0.517 0.526 0.659 0.659 0.659 0.659

DeltaCon Similarity
1 0.590 0.659
2 0.646 0.723 0.581 0.581 0.658 0.658 0.658 0.658
3 0.610 0.662 0.510 0.557 0.659 0.659 0.659 0.659
4 0.632 0.642 0.517 0.526 0.659 0.659 0.659 0.659

according to ConOut. Radar labels Feng Cao as inlier in each model and gives a slightly
higher degree of outlierness to Kenneth D. Forbus.

James Bailey and Feng Cao have opossite behavior when compared to Li Li and
Ganesh Ramakrishnan regarding the algorithm used to output their degree of outlierness.
On the first two, ConOut labels them as outliers and Radar as inliers. On the other hand,
Li Li and Ganesh are outliers in Radar’s perspective and inliers in ConOut’s perspective.

José Luis Ambite and Tom M. Mitchell are clear examples of nodes that are outliers
only in a single graph model (DBLP 1) according to ConOut. When we combine dissim-
ilar models, they do not appear unusual anymore. Radar seems very consistent on these
two cases, specially on José Luis Ambite, where it outputs high degree of outlierness on
models 2 and 3, but slightly reduce his score when we combine multiple graph models.

5.3. Citation Network Data

Table 6 shows the average ROC AUC results for ConOut and Radar on single and multi-
ple graph models. We again see the robustness of the Radar algorithm towards different
models to represent the same data. DeltaCon similarity measure selects better dissimilar
models to combine their outputs than Jaccard on Citation Network when selecting two
graph models. With Jaccard best results are achieved when selecting three models. The
highest value using multiple graph models is 0.723 average ROC AUC combining 2 most
dissimilar models according to Jaccard using ConOut algorithm and combine by maxi-
mum score.

Figure 8 shows the results when we apply ConOut to single graph models (ensemble
size 1) and to multiple graph models, using borda as combination function. We repeat
the same procedure to generate Figure 6, where the colors of the points are set as for
the experiments on synthetic data (blue: combination of more similar graph models, red:
less similar). Each column within each boxplot relates to one of the 10 dataset variants
(different outliers). In Figures 8(a) and 8(b) the boxplots shows the benefits of using
multiple graph models for outlier detection task. On Citation Network, the red dots are
clearly on top of each experiment, which holds our claim towards selecting more diverse
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(a) Citation Network with ConOut using Jaccard similarity measure
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(b) Citation Network with ConOut using DeltaCon similarity measure

Fig. 8. ROC AUC on single and multiple graph models on Citation Network dataset as
we vary the ensemble size (number of combined graph models, where 1 represents single
graph models). The colors of the points reflect the (average) similarity of the graph models
selected for combination: blue (more similar) to red (less similar). Each column of points
inside each boxplot presents the results for an independent subset of graphs.

graphs to combine their outputs. Even though when selecting ensemble size equal to 2 in
Figure 8(a) the red dots are in the middle of the boxplot, on the top of each experiment
are the second most dissimilar models. This effect is shown in Table 6, where Jaccard best
results are selecting ensemble size 3.

Together with true outliers (‘plagiarized’ papers) there are some papers that consis-
tently get high outlier scores. Figure 9 measure the degree of outlierness among 4 single
graph models (Citation Network 1 to 4) and for multiple graph models, represented by
the most dissimilar models (Ensembles 2 to 4). We average the rankings of 10 iterations
and transform the final ranking into bins. There are 10 bins, ranging from 10 (outlier) to
1 (inlier).

The behavior present in Figures 9(c) and 9(d) is quite similar. Radar labels both as
true inliers and ConOut shows a high degree of outlierness on ensemble size 4. Papers
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Fig. 9. These plots depict the degree of outlierness for some natural outliers in the Citation
Network dataset using ConOut and Radar algorithms. The rankings were averaged over
10 iterations and multiple graph models comprise the most dissimilar graphs according to
Jaccard. We transform the final ranking into bins, ranging from 10 to 1, where 10 refers
to top outlier scores and 1 to inliers scores. We increase the bins range by a factor of
2, starting from bin 10 covering rankings [1 - 5] and ending on bin 1 covering rankings
[2556 - Maximum]. Ensembles 2 to 4 correspond to multiple graph models.
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Table 7. Average ROC AUC values on Facebook data experiments when we select the
most dissimilar models to combine in each iteration. For single graph models (ensemble
size 1), we take the average of all possibilities.

Ens. Size

ConOut Radar
Mean Max Median Borda Mean Max Median Borda

Jaccard Similarity
1 0.919 0.678
2 0.934 0.919 0.931 0.931 0.686 0.686 0.685 0.685
3 0.974 0.959 0.951 0.963 0.687 0.688 0.674 0.684

DeltaCon Similarity
1 0.919 0.678
2 0.934 0.919 0.931 0.931 0.686 0.686 0.685 0.685
3 0.974 0.959 0.951 0.963 0.687 0.688 0.674 0.684

in Figures 9(e) and 9(g) have their degree of outlierness increased only using multiple
models, as they are inliers in a single model approach using ConOut. In Figure 9(b), both
algorithms have different results considering different graph models. It is only considered
an outlier when using the combination of outputs of all graph models with the ConOut
algorithm.

With the papers in Figures 9(a), 9(h) and 9(i) we have inliers according to ConOut and
top outliers according to Radar. We see, especially with the paper “A Logic-Based Trans-
formation System”, a high degree of outlierness defined by Radar algorithm on single and
multiple models. The paper in Figure 9(f) is labeled as outlier by ConOut and Radar.

5.4. Facebook Data

Table 7 shows the average ROC AUC results for ConOut and Radar on single and multiple
graph models. Again, all results shows that using multiple graph models improves the
outlier detection performance. ConOut shows superior performance compared to Radar,
reaching average ROC AUC of 0.974 in the best scenario combining all graph models
outputs, in comparison to 0.919 when using only single graphs to represent the data. The
best combination technique in this experiment is taking the average score to represent the
final degree of outlierness.

Figure 10 shows the ROC AUC results for ConOut on single and multiple graph mod-
els, using mean as consensus function. The results are over 10 variants and the columns
inside each boxplot show the results for each iteration. Even though the experiments sug-
gest the selection of as many models you have to represent the data, in this specific sce-
nario, combining 2 dissimilar models have lower performance than combining similar
models.

Findings on DBLP and Citation Network data can also be applied here. We observe
on Facebook data that using multiple graph models improves the outlier detection perfor-
mance.



Outlier Detection in Graphs: A Study on the Impact of Multiple Graph Models 591

●

●

1 2 3

0.8

0.85

0.9

0.95

1

Ensemble Size

R
O

C
 A

U
C

(a) Facebook with ConOut using Jaccard similarity measure
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(b) Facebook with ConOut using DeltaCon similarity measure

Fig. 10. ROC AUC on single and multiple graph models on Facebook dataset as we vary
the ensemble size (number of combined graph models, where 1 represents single graph
models). The colors of the points reflect the (average) similarity of the graph models
selected for combination: blue (more similar) to red (less similar). Each column of points
inside each boxplot presents the results for an independent subset of graphs.

6. Conclusion

Outlier detection is a subjective and unsupervised task that demands good knowledge
and understanding of the data. Using a single graph model of relation-rich datasets may
only model some aspects of the data, thus not making proper use of potential informa-
tion. Using multiple graph models may capture more and complementary information.
We therefore suggest, based on our findings, to explore real world data using multiple
graph models that are as complementary as possible.

In a practical application, a data analyst is interested in certain entities that lend them-
selves as a set of nodes in a graph representation while several attributes or inter-relational
connections may be represented as edges between nodes. Instead of looking for the one
and only, best-ever graph representation of some given raw data, the data analyst should
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therefore generate multiple graph models describing different aspects of the raw data,
capturing a large variety of characteristics, or putting different emphasis on certain char-
acteristics. That is, the graphs may differ both quantitatively (how dense they are) and
qualitatively (which relationships are expressed in the graph structure). These multiple
graph models aim to materialize the various perspectives that the analyst wants to high-
light, that is, they should cover the problem scenario as well as possible and in as many
different ways as suitable.

Clearly, many questions remain open. We focused in this study purely on the aspect of
the impact of multiple graph models for a given dataset. We evaluated this impact using
two different outlier detection algorithms, four combination functions, and two similarity
measures on synthetic and real world data. For a practical application, various aspects will
have strong influence on the achievable quality, for example the algorithm used to detect
outliers on the individual graphs and the method used to combine the individual results
(as we have seen in this evaluation). However based on our study we can maintain the
recommendation to consider several different graph representations in any case.
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Abstract. Graph embedding aims at learning representations of nodes in a low di-
mensional vector space. Good embeddings should preserve the graph topological
structure. To study how much such structure can be preserved, we propose eval-
uation methods from four aspects: 1) How well the graph can be reconstructed
based on the embeddings, 2) The divergence of the original link distribution and
the embedding-derived distribution, 3) The consistency of communities discovered
from the graph and embeddings, and 4) To what extent we can employ embeddings
to facilitate link prediction. We find that it is insufficient to rely on the embeddings
to reconstruct the original graph, to discover communities, and to predict links at
a high precision. Thus, the embeddings by the state-of-the-art approaches can only
preserve part of the topological structure.

Keywords: graph embedding, network representation learning, graph reconstruc-
tion, dimension reduction, graph mining.

1. Introduction

Graphs (also known as networks) are used in many branches of science as a way to rep-
resent the patterns of connections between the components of complex systems [48]. Re-
cently, there has been a surge of interest in graph embedding that learns low-dimensional
vector representations, or embeddings, for nodes to encode their structural information in
the original graph [23,3,20,75]. After the embeddings are learned, graph analysis can be
easily and efficiently carried out by applying off-the-shelf vector-based machine learning
algorithms [59,58,68,6,78,21,56].

It is believed that the topological structure information should, to some extent, be
preserved by the embeddings that are obtained by the state-of-the-art approaches. But
how well is it preserved? This question is not yet investigated and this paper intends to
answer them. In this paper, we propose four evaluation methods to evaluate the amount
of information preserved by the embeddings. First, we investigate how well the graph

? This paper is an extension of the conference version [40].
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Fig. 1. An illustration of graph embedding.

can be reconstructed by the embeddings. Secondly, we study the divergence between the
link distribution in the graph and the distribution derived from the embeddings. Thirdly,
we focus on the difference between the communities discovered from the graph and the
embeddings. Finally, we examine the effectiveness of embeddings for facilitating link
prediction. We found that the current graph embedding approaches can only preserve part
of the topological structure. It is insufficient to rely on the embeddings to reconstruct the
original graph, to discover communities, and to predict links at a high precision.

The rest of the paper is organized as follows. Section 2 presents the definition of graph
embedding. Section 3 proposes our methods in detail. Section 4 reports the experiment re-
sults for different graph embedding techniques based on the proposed evaluation methods.
Section 5 surveys related work. Finally, Section 6 gives our conclusion.

2. Preliminaries and Definition of Graph Embedding

This section gives definitions of graph embedding. We begin with the symbols that will
be used. Let us consider a simple graph G = (V, E), where V = {vi | i = 1, · · · , n} is the
node set, and E ⊆ V ×V is the edge set. We simply suppose the edge weight is uniformly
1. The adjacency matrix of G is denoted as A, with elements

Aij =

{
1 if (vi, vj) ∈ E ;
0 otherwise.

(1)

ki =
∑n

j=1Aij is the degree of vi.
Definition: Given a graph G = (V, E), graph embedding is a mapping φ: vi 7→ ei ∈

Rd for ∀i = 1, . . . , n, such that d � n and the embeddings maximally preserve the
structure of graph.

The most basic structure that should be preserved is the topological structure. That is,
if there is a link between vi and vj , the corresponding embeddings ei and ej should be
close to each other in the low dimension vector space, as shown in Figure 1.

3. Evaluating How Much Structure Are Preserved

In this section we propose four evaluation methods for studying how much graph structure
are preserved by the embeddings. Our methods are carried out from four aspects: 1) graph
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Fig. 2. The two steps for the graph similarity based evaluation.

reconstruction based on the embeddings, 2) the divergence of the original link distribution
and the embedding-derived distribution, 3) the consistency of communities discovered
from the graph and embeddings, and 4) link prediction based on the embeddings. We will
present them in the following.

3.1. Graph Reconstruction based on Embeddings

To evaluate how much topological structure information is preserved by the embeddings,
we can use the embeddings to reconstruct a graph and examine the difference between the
reconstructed graph and the original one. Following this idea, we propose an evaluation
method based on the similarity of the two graphs. Our method contains two steps as
illustrated in Figure 2. The first step is reconstructing the graph based on the embedding.
The second step is calculating the similarity between the reconstructed graph and the
original graph.

Reconstructing the Graph Given the embeddings {ei | i = 1, · · · , n}, the similarity
function for a pair of embeddings SIM(ei, ej) : (ei, ej) → R, and the node degree
sequence {ki | i = 1, · · · , n} of the original graph, we take the following procedure to
obtain the reconstructed graph G′.

1. G′ keeps the same node set {vi | i = 1, · · · , n} as G.
2. For each vi whose degree is ki in G, create ki links connecting vi and the nodes whose

corresponding embeddings are among the ki most similar embeddings to ei, with the
weight of each link equal to 0.5.

SIM(ei, ej) quantifies the similarity of ei and ej in the embedding space, and is
dependent on the approach for generating the embeddings. For example, if an approach
expresses the similarity by dot product, the similarity function would be based on dot
product.

Note that for each created link we attach a weight of 0.5. This is because the link
creation is a mutual process, i.e., for vi we create a link to vj , and for vj we may create
another link to vi. As a result, G′ keeps the same number of weights as G.

Also note that G′ can be exactly the same as G under the condition that for each node
vi, the ki most similar embeddings of ei exactly correspond to the neighbor nodes of vi.
Therefore, if the embeddings are good enough we can perfectly reconstruct the graph.
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Evaluating the Graph Similarity Good embeddings that well preserve the topological
structure will result in that the reconstructed graph G′ is similar to the original graph G.
Thus, we can evaluate the amount of preserved information by calculating the similarity
between G and G′. Specifically, we use DELTACON [32,31] as a metric to measure the
similarity. DELTACON is scalable to large graphs and obeys the following axioms

– Identity Property: DELTACON(G,G′) = 1 iff G = G′.
– Symmetric Property: DELTACON(G,G′) = DELTACON(G′,G).
– Zero Property: DELTACON(G,G′) → 0 for n → ∞, where G is the complete graph,

and G′ is the empty graph (i.e., the edge sets are complementary).

DELTACON essentially measures the differences in the corresponding node’s affinity
of G and G′, and thus it is based on global structure of the graphs. Specifically, the cal-
culation of DELTACON(G, G′) contains three steps. First, we calculate the node affinity
matrices S and S′ for G and G′, respectively. The node affinity matrix S can be expressed
as

S = (I+ ε2D− εA)−1, (2)

where ε is a positive constant encoding the influence between neighbors in G, and D is
the degree diagonal matrix, with elements

Dij =

{
ki if i = j;

0 otherwise.
(3)

The element Sij indicate the affinity (influence) of node vi to vj in G. Similarly, we
calculate the node affinity matrix S′ for G′. Secondly, we calculate the root Euclidean
distance between S and S′.

ROOTED(S,S′) =

√∑
i,j

(Sij − S′ij)2 (4)

Finally, we have

DELTACON(G,G′) = 1

1 + ROOTED(S,S′)
. (5)

DELTACON(G, G′) ∈ [0, 1]. On the one extreme, a score of 0 implies that G′ is totally
irrelevant of G, implying that none of the topological structure information is preserved in
the embeddings. On the other extreme, a score of 1 indicates that G′ is a perfect reconstruc-
tion of G, implying that the topological structure are 100% preserved in the embeddings.
Intermediate scores suggest situations in between the two extremes.

The graph reconstruction procedure requires a quadratic time complexity, since we
need to calculate SIM(ei, ej) for each pair of embeddings. Given the original graph and
the reconstructed graph, the calculation of DELTACON(G, G′) needs another quadratic
time complexity [32,31]. Therefore, the whole evaluation method requires O(n2) com-
plexity.
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3.2. Divergence of the Original and Embedding-Derived Link Distributions

Our second method is to evaluate the KL Divergence between the link distribution derived
from the embeddings and the empirical distribution observed from the original graph.
Given the embeddings {ei | i = 1, · · · , n} and their similarity function SIM(ei, ej), we
can define a link distribution

P e(vi, vj) ∝
1

1 + exp(−SIM(ei, ej))
. (6)

The idea is that the more similar ei and ej are, the more likely a link will exist between
vi and vj . This is the link distribution derived from the embeddings. On the other hand,
the empirical link distribution observed from the original graph is

P g(vi, vj) =
Aij∑
i<j Aij

. (7)

P e and P g are distributions defined over the space V × V . We can employ the KL-
divergence [33]

KL(P e, P g) = −
∑
vi,vj

P e(vi, vj)logP
g(vi, vj) +

∑
vi,vj

P e(vi, vj)logP
e(vi, vj) (8)

to measure the distance between the two distributions. KL(P e, P g) approaching 0 indi-
cates that the topological structure are well preserved in the embeddings.

Note that the calculation of P g needs a linear time complexity, while the the calcu-
lation of P e needs a quadric time complexity. As a result, the total complexity for this
evaluation method is O(n2).

3.3. Consistency of Communities Discovered from the Graph and Embeddings

Good embeddings should also preserve the mesoscopic graph structure, i.e., the commu-
nity structure (clusters). Therefore, the third method for evaluating how well the topolog-
ical structure is preserved is to measure the consistency of communities discovered from
the original graph and from embeddings. Specifically, we employ the Louvain algorithm
[1] and the K-Means algorithm [42] to discover the communities from the graph and em-
beddings, respectively 3. Then, we estimate the consistency of the communities based on
the Normalized Mutual Information (NMI) [17,12] and Adjusted Rand Index (ARI) [27].

SupposeΩg andΩe are community partitions for the graph and embeddings (node/embedding
community label assignments). NMI is an information theoretic measure that calculates
the amount of common information between two partitions:

NMI(Ωg, Ωe) =

− 2
cg∑
i=1

ce∑
j=1

ngeij log(n
ge
ij n/n

g
i n

e
j)

cg∑
i=1

ngi log(n
g
i /n) +

ce∑
j=1

nej log(n
e
j/n),

(9)

3 Note that we never know the true community structure. Hence we choose the most popular and widely
accepted algorithms for detecting the communities.
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where cg is number of communities in Ωg , ce is number of communities in Ωe, n is the
total number of nodes, ngi is the number of nodes in the i-th community of Ωg , nej is the
number of nodes in the j-th community of Ωe, and ngeij is the number of nodes that are
both in the i-th community of Ωg and the j-th community of Ωe. If Ωg and Ωe match
completely, we have a maximum NMI value of 1.0, whereas if Ωg and Ωe are totally
independent of one another, we have a minimum NMI value of 0.0.

On the other hand, ARI computes a similarity by considering all pairs of samples and
counting pairs that are assigned in the same or different communities in Ωg and Ωe. The
mathematical definition of ARI is

ARI(Ωg, Ωe) =
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The ARI has the maximum value 1 when Ωg and Ωe agree perfectly, and its expected
value is 0 in the case that Ωg and Ωe are totally independent of one another. A larger ARI
means a higher agreement between Ωg and Ωe.

The Louvain algorithm has time complexity of O(nlogn), while the K-Means al-
gorithm has time complexity of O(ncedl), where l is the number of iterations for the
algorithm to converge. Moreover, the calculation of NMI and ARI has time complexity
O(n2max(cg, ce)) in the worst case. Note that cg, ce, d, l � n and thus can be ignored.
Consequently, the total complexity for this evaluation method is O(n2).

3.4. Link Prediction Based on Embeddings

Finally, we evaluate the effectiveness of the embeddings for facilitating link prediction.
This is based on the following idea: Suppose embeddings can well preserve the graph
topological structure; If we remove a small amount of the topology information of the
original graph, the resulting embeddings should still keep the main structure of the graph
somehow; Therefore, we can use the embedding to facilitate the recovery of some of the
removed information, i.e., link prediction.

Specifically, given a graph G we remove 10% of the links and obtain G′. We test how
the embeddings learned from G′ can help predict the removed links. Suppose we focus
on vi, and (vi, vj) is a removed link that we aim to predict. Also note that SIM(ei, ek)
is the score for predicting (vi, vk) for ∀ vk. Then, given the query (vi, vj), we can rank
vj against all other nodes 4 based on the scores. A high rank for vj indicates that we are
able to predict (vi, vj) in a positive sense. Finally, we evaluate the performance for all the
queries based on Mean Reciprocal Rank (MRR) [53] and HITS@K:

4 We filter out the nodes vk that already has a link (vi, vk) in G′.
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MRR =
1

|Q|

|Q|∑
t=1

1

Rankt
(11)

HITS@K =
1

|Q|

|Q|∑
t=1

Hitst (12)

Hitst =

{
1 if Rankt ≤ K;

0 otherwise.
(13)

where Q is the set of queries, Rankt refers to the rank position of vj for the t-th query
(vi, vj). MRR ∈ (0, 1] and HITS@K ∈ [0, 1]. A maximum value of 1.0 implies we can
predict all the links perfectly.

For a query (vi, vj), the procedure for ranking vj against all other nodes requires a
time complexity of O(n). Therefore, the total complexity for this evaluation method is
O(|Q|n).

4. Experiment

In this section, we show the results based on the proposed evaluation methods. We con-
sider the following graph embedding approaches that represent the state-of-the-art.

– GraRep (GRep) [4]: This approach defines a loss function by integrating the transition
probabilities. Minimizing this loss function has proven to be equivalent to factorizing
a matrix that is related to the k-step transition probability matrix. For each k the
factorization produces a sub-embedding. Then it concatenates sub-embeddings on
different k as the final embedding solution.

– HOPE [50]: This approach learns embeddings by factorizing the Katz similarity [29]
matrix. It uses generalized Singular Value Decomposition algorithm to obtain the
embeddings efficiently.

– DeepWalk (DW) [51]: This approach first transforms a graph into a collection of
linear sequences of nodes using multiple random walks. It then learns embeddings by
applying the Skip-Gram model [46,47], originating from natural language processing,
to the node sequence.

– Node2Vec (N2V) [21]: This approach is a variant of DeepWalk. It also samples node
sequences and feed them to the Skip-Gram model. Instead of DeepWalk’s random
search sampling strategy, Node2Vec uses 2nd-order random walks that can bias to-
wards a particular search strategy.

– LINE [57]: This approach learns d-dimensional embeddings in two separate phases.
In the first phase, it learns d/2 dimensions by BFS-style simulations over immediate
neighbors of nodes. In the second phase, it learns the next d/2 dimensions by sam-
pling nodes strictly at a 2-hop distance from the source nodes. Finally, it concatenates
the embeddings learned at the two phases.

– GRA [41]: This approach learns embeddings by factorizing a Global Resource Al-
location similarity matrix that is an extension of the Katz and Resource Allocation
similarities [80].
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Table 1. Statistics of the datasets: number of nodes |V|; number of edges |E|.

Dataset |V| |E|

Kaggle3059 157 2,474
Kaggle4406 399 3,412
BrazilAir 131 1,003
EuropeAir 399 5,993
USAir 1,190 13,599
Cora 2,708 5,278
Citeseer 3,264 4,551
DBLP 13,184 47,937
WikiPage 2,363 11,596
WikiWord 4,777 92,295
PPI 3,860 37,845
BlogCatalog 10,312 333,983

According to the mechanism of these approaches, the embeddings’ similarity fuction can
be uniformly expressed as

SIM(ei, ej) = e>i ej . (14)

In addition, we consider randomly generated embeddings as a baseline. We do not
include approaches for supervised graph embedding because they require additional in-
formation such as node labels for training [74,61,63,30].

We set the embedding dimension as 120 for all approaches. Moreover, the parameter
settings for these approaches are the same as the original literature. Specifically, for Deep-
Walk and Node2Vec, we set the window size to 10, the walk length to 80, and the number
of walks per node to 10. For HOPE and GRA, we set the decay rate to 0.95 divided by the
spectral radius of A and AD−1, respectively. For LINE, we set the number of negative
samples to 5. For GraRep, we set the maximum transition step to 6. Lastly, for Node2Vec,
we obtain the best in-out and return hyperparameters based on a grid search over {0.25,
0.50, 1, 2, 4}.

We use a variety of real-world graphs from various domains as the testing datasets. A
brief description of them follows.

– Kaggle3059 [8]5, Kaggle4406 [8]3: Graphs representing the friendship of Facebook
users.

– BrazilAir [55]6, EuropeAir [55]7, USAir [55]8: Graphs representing the air traffics in
Brazil, Europe, and the USA, respectively. Nodes correspond to airports and edges
denote the existence of commercial flights.

– Cora [72]9, Citeseer [30]7, DBLP [56]10: Graphs representing the citation relationship
of scientific papers.

5 https://www.kaggle.com/c/learning-social-circles/data
6 http://www.anac.gov.br/
7 http://ec.europa.eu/
8 https://transtats.bts.gov/
9 https://linqs.soe.ucsc.edu/data/

10 https://aminer.org/billboard/citation/
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Table 2. DELTACON scores for different approaches (the higher the better).

Dataset Approaches

Random GRep HOPE LINE GRA DW N2V

Kaggle3059 0.2911 0.5687 0.4673 0.4677 0.5074 0.3830 0.4083
Kaggle4406 0.3780 0.5640 0.5445 0.5831 0.5947 0.4658 0.5289
BrazilAir 0.3522 0.4448 0.4624 0.3744 0.5458 0.3625 0.3857
EuropeAir 0.3814 0.4592 0.4085 0.4125 0.4522 0.4333 0.4542
USAir 0.3532 0.4774 0.4010 0.3830 0.4862 0.3898 0.4231
Cora 0.4259 0.4880 0.5408 0.6099 0.5556 0.5516 0.6146
Citeseer 0.4280 0.4681 0.5384 0.5730 0.5522 0.5510 0.6202
DBLP 0.4001 0.4855 0.4947 0.5255 0.5064 0.5512 0.5907
WikiPage 0.4008 0.5280 0.5510 0.5777 0.5610 0.5407 0.5564
WikiWord 0.4051 0.4752 0.4746 0.4830 0.5068 0.5022 0.5168
PPI 0.3999 0.4753 0.4903 0.4945 0.5052 0.5102 0.5223
BlogCatalog 0.3882 0.4579 0.4700 0.4495 0.4794 0.4746 0.4838

Table 3. KL-divergence scores for different approaches (the lower the better).

Dataset Approaches

Random GRep HOPE LINE GRA DW N2V

Kaggle3059 1.6519 1.2567 1.5330 1.5347 1.5068 1.5229 1.5170
Kaggle4406 3.2092 2.6315 3.0915 3.0773 2.9063 3.0967 3.1023
BrazilAir 2.2033 1.9945 2.0438 2.0890 2.1268 2.1258 2.1119
EuropeAir 2.6476 2.4191 2.5451 2.5748 2.5616 2.5327 2.5126
USAir 4.0158 3.5418 3.9185 3.9315 3.8230 3.8590 3.8406
Cora 6.6088 5.9681 6.5171 6.5020 6.2449 6.5199 6.5378
Citeseer 7.1230 6.5599 7.0393 6.9926 6.7138 7.0588 7.0621
DBLP 7.5638 6.9417 7.4929 7.5001 7.2152 7.4774 7.4936
WikiPage 5.5452 4.9841 5.4620 5.4642 5.3207 5.3809 5.4388
WikiWord 4.9990 4.6942 4.8085 4.8823 4.8139 4.7442 4.7234
PPI 5.3436 4.9735 5.2719 5.2673 5.2381 5.1422 5.1680
BlogCatalog 5.2800 4.8913 5.0656 5.0847 5.0431 5.0068 4.9814

– WikiPage [61]11: A graph of webpages in Wikipedia, with edges indicating hyper-
links.

– WikiWord [21]12: A co-occurrence graph of words appearing in Wikipedia.
– PPI [21]8: A protein-protein interaction graph for Homo Sapiens.
– BlogCatalog [58,8]13: A graph of social relationships of the bloggers listed on the

BlogCatalog website.

Table 1 summarizes the number of nodes and edges in each dataset. Table 2 lists the
DELTACON for graph reconstruction. Table 3 presents the KL-divergence of the original

11 https://github.com/thunlp/MMDW/tree/master/data/
12 http://snap.stanford.edu/node2vec/#datasets/
13 http://socialcomputing.asu.edu/datasets/BlogCatalog3/
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Table 4. NMI scores for different approaches (the higher the better).

Dataset Approaches

Random GRep HOPE LINE GRA DW N2V

Kaggle3059 0.0839 0.7595 0.5454 0.7190 0.7272 0.7585 0.7755
Kaggle4406 0.1397 0.8792 0.5422 0.8530 0.9014 0.8692 0.9452
BrazilAir 0.0713 0.4893 0.0992 0.1781 0.3097 0.3660 0.4626
EuropeAir 0.0165 0.5725 0.1471 0.7049 0.4602 0.6161 0.6632
USAir 0.0349 0.6077 0.2250 0.5974 0.6149 0.6055 0.6524
Cora 0.1919 0.6592 0.4280 0.6218 0.7452 0.7099 0.7229
Citeseer 0.5153 0.6108 0.4371 0.7721 0.8825 0.8192 0.8272
DBLP 0.0110 0.6315 0.2515 0.5581 0.7186 0.6819 0.7072
WikiPage 0.0270 0.6287 0.2488 0.5863 0.6163 0.6323 0.6827
WikiWord 0.0033 0.1833 0.0346 0.1676 0.0599 0.1661 0.1824
PPI 0.0091 0.4163 0.0866 0.3746 0.3528 0.4002 0.4275
BlogCatalog 0.0010 0.5220 0.0088 0.3697 0.3331 0.5221 0.5478

Table 5. ARI scores for different approaches (the higher the better).

Dataset Approaches

Random GRep HOPE LINE GRA DW N2V

Kaggle3059 0.0129 0.6126 0.3320 0.5528 0.5277 0.5157 0.5352
Kaggle4406 0.0027 0.7543 0.1189 0.6697 0.7784 0.7226 0.8986
BrazilAir 0.0236 0.4083 0.0329 0.0885 0.1531 0.1881 0.2963
EuropeAir -0.0002 0.4179 0.0861 0.5641 0.1565 0.4477 0.5096
USAir 0.0000 0.3676 -0.0164 0.3529 0.3612 0.3416 0.5051
Cora 0.0001 0.2242 0.0107 0.1870 0.4114 0.2628 0.2922
Citeseer 0.0002 0.0066 -0.0232 0.1245 0.3820 0.1787 0.1966
DBLP 0.0000 0.3995 0.0093 0.2953 0.5848 0.4721 0.4910
WikiPage 0.0014 0.4537 0.0180 0.3816 0.4346 0.4539 0.5435
WikiWord 0.0004 0.1481 0.0183 0.1150 0.0706 0.1101 0.1348
PPI -0.0001 0.3159 0.0039 0.2829 0.2483 0.3324 0.3390
BlogCatalog -0.0001 0.4430 -0.0120 0.2892 0.3145 0.4524 0.4681

and embedding-derived link distributions. Table 4 and Table 5 report the NMI and ARI
for the consistency of the communities discovered from graph and embeddings. Table 6
and Table 7 reveal the MRR and HITS@K 14 for link prediction based on embeddings.
Based on these results, we have the following observations.

– The DELTACON for evaluating graph reconstruction reveals that GraRep and GRA
are more successful in smaller graphs such as Kaggle3059, Kaggle4406, BrazilAir,
EuropeAir, and USAir. On the other hand, Node2Vec outperforms the others in 6
larger graphs including Cora, Citeseer, DBLP, WikiWord, PPI, and BlogCatalog, but
shows less success in the other graphs (especially in Kaggle3059 and BrazilAir). This

14 We only review the result for K=10 since we experience similar behaviors for other values of K.
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Table 6. MRR scores for different approaches (the higher the better).

Dataset Approaches

Random GRep HOPE LINE GRA DW N2V

Kaggle3059 0.0454 0.5109 0.5414 0.4473 0.5791 0.1041 0.1225
Kaggle4406 0.0163 0.4135 0.4270 0.4789 0.5213 0.1212 0.1535
BrazilAir 0.0621 0.3682 0.4816 0.1274 0.4935 0.0573 0.0845
EuropeAir 0.0194 0.1256 0.1744 0.1216 0.2281 0.0207 0.0272
USAir 0.0091 0.2359 0.2883 0.1550 0.3818 0.0160 0.0181
Cora 0.0038 0.2587 0.1782 0.6701 0.2071 0.1669 0.1727
Citeseer 0.0015 0.2133 0.1945 0.5825 0.1999 0.1493 0.1577
DBLP 0.0008 0.1359 0.0880 0.2809 0.1072 0.0386 0.0508
WikiPage 0.0031 0.2849 0.2421 0.4402 0.2925 0.1289 0.1353
WikiWord 0.0022 0.0485 0.0239 0.0529 0.0469 0.0048 0.0061
PPI 0.0019 0.0726 0.0586 0.1091 0.0778 0.0045 0.0055
BlogCatalog 0.0013 0.0210 0.0163 0.0063 0.0220 0.0011 0.0012

is because that Node2Vec uses two hyperparameters to control the search strategy and
this enables it to learn long-term dependencies in larger graphs.

– The KL-divergence for evaluating the divergence of the original and embedding-
derived link distribution suggests that GraRep demonstrates the best performance in
all of the graphs. A main reason is that GraRep is adapt in separating the embeddings
of dissimilar nodes, i.e., putting the embeddings of dissimilar nodes far away from
each other. Eq. (6) indicates that in the derived link distribution there is a probability
for each pair of nodes, while Eq. (7) implies that in the empirical link distribution
only a few pairs of nodes have link probability. Therefore, properly separating the
embeddings of dissimilar nodes will help achieve a better KL-divergence score.

– The NMI for evaluating the consistency of the communities discovered from graph
and embeddings indicates that Node2Vec achieves good results in Kaggle3059, Kag-
gle4406, USAir, Cora, Citeseer, WikiPage graphs. A common feature of these graph
is that they are unconnected. This means that the graph is naturally separated into sev-
eral communities, each representing a connected component. Therefore, the commu-
nity partitions by graph and embeddings can easily reach a relatively high agreement
for a unconnected graph, and contribute to the high NMI scores. On the other hand,
the ARI scores are more strict on the exact partition of a large connected component
into small communities. Hence, the ARI scores are much lower than NMI scores.
For example, Node2Vec obtains NMI scores of 0.7229 and 0.8272 on Cora and Cite-
seer graphs, while the corresponding ARI scores are as low as 0.2922 and 0.1966,
respectively.

– The MRR and HITS@10 for evaluating the embedding-based link prediction indicate
the similar performance patterns. LINE and GRA outperforms the other approaches
by a large margin. For example, GRA achieves passable performance in Kaggle3059,
Kaggle4406, and BrazilAir graphs, while LINE delivers an acceptable performance
in Cora and Citeseer graphs.

– The performances are graph-dependent. For example, although LINE exhibits good
performances in 6 graphs for link prediction, it is far below the other approaches
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Table 7. HITS@10 scores for different approaches (the higher the better).

Dataset Approaches

Random GRep HOPE LINE GRA DW N2V

Kaggle3059 0.0907 0.7923 0.8226 0.8065 0.8367 0.2359 0.2500
Kaggle4406 0.0278 0.7149 0.7398 0.7339 0.7865 0.2573 0.3260
BrazilAir 0.1535 0.5891 0.7574 0.2178 0.7772 0.1040 0.1634
EuropeAir 0.0300 0.2508 0.3567 0.2025 0.4767 0.0267 0.0392
USAir 0.0129 0.3974 0.4551 0.2471 0.5882 0.0287 0.0294
Cora 0.0047 0.4498 0.3438 0.9290 0.3835 0.3314 0.3371
Citeseer 0.0000 0.4221 0.3739 0.8816 0.3849 0.2807 0.3048
DBLP 0.0005 0.2781 0.1845 0.5541 0.2252 0.0782 0.1049
WikiPage 0.0047 0.4664 0.3935 0.6543 0.4677 0.2138 0.2259
WikiWord 0.0022 0.0870 0.0369 0.0954 0.0912 0.0066 0.0093
PPI 0.0024 0.1312 0.1004 0.2020 0.1466 0.0053 0.0074
BlogCatalog 0.0018 0.0393 0.0295 0.0112 0.0409 0.0012 0.0013

in another two graphs (BrazilAir and EuropeAir). Similarly, GRA dramatically out-
performs the others for community discovery in graphs such as Cora, Citeseer, and
DBLP. However, it is less successful in graphs such as BrazilAir and WikiWord.

– The performances are also task-dependent. For example, GraRep consistently outper-
forms the others in all of the 12 graphs for KL-divergence scores, but it just puts in
an average performance in the other three tasks. Similarly, Node2Vec demonstrates
acceptable performance in graph reconstruction and community discovery, but it con-
spicuously fails in link prediction.

– The DELTACON, KL-divergence, NMI, ARI, MRR, and HITS@10 scores all indicate
that graph embedding approaches are significantly outperforms the randomly gener-
ated embeddings. However, they are far from perfect. For example, the DELTACON
scores mostly range between 0.4 and 0.6, but none of the approaches obtains scores
closing to 1.0. NMI and ARI scores in graphs such as BrazilAir and WikiWord in-
dicates that the embedding communities are quite different from graph communities.
Moreover, the MRR and HITS@10 scores in large graphs such as WikiWord, PPI,
and BlogCatalog imply that embeddings are not always trustworthy for link predic-
tion. Therefore, the embeddings preserve only part of the topological structure of the
graph. It is insufficient to rely on the embeddings to reconstruct the original graph, to
discover communities, and to predict links at a high precision. This fact applies to ap-
proaches such as HOPE and LINE that is originally designed to preserve high-order
proximity of the graph. One important reason is because of the highly non-linear
structure of the graph, which poses a great challenge.

5. Related Work

Recently, the graph embedding problem has attracted a great deal of interest. Researchers
have proposed various approaches such as matrix factorization [4,7,50,72] and deep neu-
ral networks [63,5,30,22,35,34,64,11,69]. The topics are also varied, including unsuper-
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vised graph embedding [4,50,51,57,41,39], supervised graph embedding [74,61,63,41,21,30],
community preserving embedding [68,6,78,10], and embedding in graphs of various types,
such as the bipartite graphs [19], the heterogeneous graphs [28,7,56,14,18,65,76], the
multi-relational graphs [52,45], the signed graphs [9,67,65], the uncertain graphs [24],
the incomplete graphs [73], the dynamic graphs [77,36,79,44], the scale-free graphs [15],
the hyper-graphs [62], and the attributed graphs (accompanied with attribute information
such as categories and texts on nodes or edges, or both) [71,67,36,60,25,26,37].

This paper studies the problem of how well the topological structure information is
preserved by the embeddings. One relevant research are [50,63] that use the metric PRE-
CISION@K for measuring the graph reconstruction precision. However, this metric is
based on graph reconstruction at the local scale of each node and thus cannot give an trust-
worthy evaluation. We give an explanation using the illustrations in Figure 3. Figure 3(a)
shows a graph with the top node weakly connected to a cluster of 6 nodes. Figure 3(b) and
Figure 3(c) are two reconstructed graphs of Figure 3(a). It is obvious that Figure 3(b) is a
better reconstruction since the main structure of the original graph are kept. On the other
hand, Figure 3(c) is a worse reconstruction, since the top node becomes a member of the
cluster and the graph structure has been totally changed. However, the local metric PRE-
CISION@K fails to discriminate the two examples. For example, let us look at node ’3’
and ’4’. The evaluation of these two nodes based on PRECISION@2 can be as high as 1.0
for Figure 3(c) while it is as low as 0.5 for Figure 3(b). On the other hand, the global met-
ric DELTACON can provide an unbiased evaluation of 0.6477 for Figure 3(b) and 0.5584
for Figure 3(c). Moreover, PRECISION@K is computationally expensive, especially for
large graphs. To fasten the computation, we usually employ the sampling strategy, but it
will cause a serious problem of unstable evaluation. To the best of our knowledge, we are
the first to propose the evaluation for graph reconstruction at the global scale of graphs.

There are research on embedding-based link prediction. One line of such research
focuses on the knowledge graphs, which can be viewed as a multi-relational graph com-
posed of entities (nodes) and relations (different types of edges) [38,70,2,13,49]. Each
edge is represented as a triple of the form (head entity, relation, tail entity). Link predic-
tion in knowledge graph is typically referred to as the task of predicting an entity that
has a specific relation with another given entity [66]. For example, (?, PresidentOf, USA)
is to predict the president of USA. Another line centers on plain graphs, as the topic in
this paper. The settings are also similar to what we have discussed in Section 3.4, i.e.,
to remove a small amount of the links and use the embeddings to predict the removed
links [21,50]. The difference is that previous research overwhelmingly employ the Area
Under the Curve (AUC) [16] as a metric for evaluation. AUC can be interpreted as the ex-
pectation that a target link is predicted with a higher probability than a randomly chosen
non-existent link. However, considering the sparse feature of graphs, there are dramati-
cally larger number of non-existent links than the number of removed links. Consequently,
AUC is not an unbiased metric for evaluation and it is much easy to achieve a high score
based on it [43].

To the best of our knowledge, there is few research for studying the divergence of the
original link distribution and the embedding-derived distribution and the consistency of
the communities discovered from the graph and embeddings.
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Fig. 3. Examples of graph reconstruction. (a) The original graph. (b) A reconstructed
graph that has similar structure as the original one. (c) A reconstructed graph that has, to
some extent, changed the structure of the original one. The red color emphasizes the
difference between the three graphs.

6. Conclusion

We studied how well the graph topological structure is preserved by the embeddings from
four aspects: 1) graph reconstruction based on the embeddings, 2) the divergence of the
original link distribution and the embedding-derived distribution, 3) the consistency of
the communities discovered from graph and embeddings, and 4) link prediction based on
the embeddings. We did experiments on 12 graphs for 6 state-of-the-art graph embedding
approaches. We found that the embeddings by these approaches can only preserve part
of the topological structure. It is insufficient to rely on the embeddings to reconstruct the
original graph, to discover communities, and to predict links at a high precision. This
suggests that although the current graph embedding techniques can benefit graph analysis
tasks such as label classification, we still cannot employ them for applications such as
graph compression.

Graph embedding is not perfectly solved and there is still some room for improvement.
Most of the embedding approaches ignore the hubness phenomenon that results in the
heavy-tail degree distribution [54]. How to effectively utilize the dimensionality of the
embeddings to encode the heavy-tail degree distribution will be left for our future work.

On the other hand, the proposed evaluation methods could be a standard for studying
the problem of graph reconstruction or graph compression based on the embeddings, and
be a benchmark for graph embedding approaches.
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Abstract. The Earth Mover's Distance (EMD) is one of the most-widely used 

distance functions to measure the similarity between two multimedia objects. 

While providing good search results, the EMD is too much time consuming to be 

used in large multimedia databases. To solve the problem, we propose an 

approximate k-nearest neighbor (k-NN) search method based on the EMD. In the 

proposed method, the overhead for both disk accesses and EMD computations is 

reduced significantly, thanks to the approximation. First, the proposed method 

builds an index using the M-tree, a distance-based multi-dimensional index 

structure, to reduce the disk access overhead. When building the index, we reduce 

the number of features in the multimedia objects through dimensionality-

reduction. When performing the k-NN search on the M-tree, we find a small set of 

candidates from the disk using the index and then perform the post-processing on 

them. Second, the proposed method uses the approximate EMD for index retrieval 

and post-processing to reduce the computational overhead of the EMD. To 

compensate the errors due to the approximation, the method provides a way of 

accuracy improvement of the approximate EMD. We performed extensive 

experiments to show the efficiency of the proposed method. As a result, the 

method achieves significant improvement in performance with only small errors: 

the proposed method outperforms the previous method by up to 67.3% with only 

3.5% error. 

Keywords: Earth mover's distance, content-based information retrieval, k-nearest 

neighbor query. 
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1. Introduction 

Due to the recent advances in digital technologies, an enormous number of multimedia 

objects are now available over the Internet. In order to find the specific objects needed 

by the users from such a huge multimedia pool, an efficient search technique is highly 

essential [1], [2], [3], [4], [28]. Content-based information retrieval (CBIR) is the search 

technique based on the contents of multimedia objects. It finds the multimedia objects 

similar to the given query object based on features such as color distribution, shape, and 

texture [1], [5], [6], [26]. Since the CBIR is given with a multimedia object as a query 

example, it is more intuitive than non-CBIR such as keyword-based retrieval [1]. 

There are two types of the CBIR, namely the range query and the k-nearest neighbor 

(k-NN) query [7], [8], [9], [10], [27]. The range query finds a set of objects whose 

distances from the query object are less than or equal to the given threshold θ. It has the 

weakness that it is difficult to find a proper θ, thereby returning too big or too small 

search results according to θ. In the worst case, the range query may return either an 

empty or the whole dataset [9], [11], [12]. The k-NN query finds k objects that are 

nearer from a query object than other objects. Since the k-NN query does not require a 

hard-to-estimate distance θ from the query, users can converge on their wanting objects 

more quickly. In this paper, we focus our attention on the k-NN CBIR query.  

For the CBIR, a multimedia object can be represented as an n-dimensional 

probabilistic histogram [8], [12], [13]. An n-dimensional histogram H is composed of n 

bins, where each bin represents a probability pi, i.e., H = {p1, p2, ..., pn}. The 

probabilities pi can be located in a multi-dimensional space rather than serially aligned. 

For example, an image with 10 colors in the RGB space is represented as a 10-

dimensional histogram, i.e., n = 10. The weight of each color in the image is represented 

as the probability of the corresponding bin in the histogram, and the red (R), green (G), 

and blue (B) components of each color are located in the three-dimensional space. 

For the CBIR on multimedia databases, we need a distance function which measures 

the similarity between two objects. There have been a number of distance functions 

proposed such as the Euclidean distance or the χ2 statistic. While they can be computed 

very fast and give good results in some cases, they do not take into account all possible 

variations of matching, which could cause inaccurate search results [14]. The Earth 

mover's distance (EMD) is a representative distance function for the CBIR [8], [11], 

[12], [13] to address this problem [14], [15]. The EMD between two histograms is 

defined as the minimum work needed to transform one histogram into the other by 

moving portions of bins [14]. The work is defined as the weight (portion) of a bin 

moved times the moving distance. Due to the high quality of the search results based on 

the EMD, it is adopted in various applications [14], [15]. However, the time complexity 

of EMD computation is O(n
3
log n), where n is the number of bins in a histogram, and 

thus the EMD cause significant overhead for large multimedia databases [8], [12], [14]. 

Many efforts have been made for efficient EMD-based CBIR: approximation 

methods [15], [16], lower-bound methods [17], [18], and indexing methods [8], [12]. 

The approximation methods compute the approximate EMD very quickly. They 

improved the EMD computation time in an order of magnitude; however, they have 

scalability problems that incur large disk access overhead. The lower-bound methods 

first find a set of candidates using lower-bound functions and then compute the actual 

EMD between the candidates and the query object to find the real k-NN results. They 

significantly reduce the number of the EMD computations owing to the lower-bound 
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functions; but they also have scalability problems. The indexing methods are proposed 

to reduce both the disk access overhead and the computational overhead. They first find 

a set of candidates using the indexes and then compute the actual EMD between the 

candidates and the query to return the final k-NN result. By using the indexes, they can 

reduce the disk access overhead. However, they still require a considerable number of 

costly EMD computations in the post-processing step, because the number of candidates 

is much larger than k. Therefore, for efficient EMD-based CBIR, both the disk access 

overhead and the EMD computation overhead should be reduced at the same time. 

In this paper, we propose an efficient approximate k-NN method based on the EMD. 

The proposed method uses the M-tree [7], a distance-based multi-dimensional index, to 

reduce the disk access overhead. The M-tree is constructed using distances between 

objects rather than the actual object positions in the multi-dimensional space. The M-

tree generally provides good search performance for retrieving high-dimensional 

histograms and thus reduces the disk access overhead of the EMD-based CBIR [7], 

[17]. When the CBIR is done using the M-tree, it requires a large number of EMD 

computations between the query object and those in the index [7], [17]. Since the 

complexity of EMD computation is very high, it should incur a serious computational 

overhead and thus dramatic deterioration of the search performance. To solve the 

problem, we reduce the dimensionality of n-dimensional histogram into n' (<< n) 

through dimensionality-reduction [18] and the M-tree is constructed using the 

dimension-reduced histograms. 

Besides, we use the approximate EMD [16] to reduce the EMD computation 

overhead when retrieving the M-tree. The approximation EMD, which is very close to 

real EMD, is computed in a linear time with a small error. Since the approximate EMD 

between two dimension-reduced histograms is always lower than the approximate EMD 

between the original histograms, there occurs no false-dismissal, which will be proven 

in Section 4.2. Since the M-tree is constructed using the dimension-reduced histograms, 

a set of candidates are obtained as the result of the M-tree search. Then, the post-

processing is performed to find the real k-NN result by computing the EMD on original 

histograms of the candidates. Even in the post-processing step, a large number of EMD 

computations should be performed because the number of candidates is much larger 

than k. The proposed method uses the approximate EMD to speed up the post-

processing. To minimize the errors due to the approximate EMD, we propose an 

accuracy improvement method. Extensive experiments on real datasets comparing our 

method with the state-of-the-art methods [8], [12], [18] were conducted to show the 

superiority of our method. The result reveals that our method outperforms the previous 

ones by up to 67.3% with the error as small as 3.5%.  

This paper is organized as follows. Section 2 describes the EMD in more detail, and 

Section 3 briefly reviews the related work on the EMD-based CBIR and points out their 

weaknesses. Section 4 presents our method in detail and Section 5 evaluates its 

performance in comparison with existing ones. Finally, Section 6 summarizes and 

concludes this paper. 
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2. Earth Mover’s Distance 

Let P = {p1, p2, ... , pn} and Q = {q1, q2, ... , qn} (   
 
       

 
   ) be two n-dimensional 

histograms, where pi and qi are bins in the histograms. A matrix D = [dij] is called a 

ground distance matrix, where dij is the ground distance between pi and qj. The ground 

distance is defined by any standard metric, such as the Euclidean distance or the 

Manhattan distance [14]. A matrix F = [fij] is called a flow matrix, where fij is the 

portion of bin (called weight or probability) transferred from pi to qj. The work is 

defined as the multiplication of flow fij and ground distance dij. The EMD between P 

and Q is defined as the minimum amount of work required to transform a distribution P 

into the other Q (or in the opposite direction) and formally written as: 
 

                        

 

   

 

   

  

 

 

(1) 

  

subject to: 

               

         
 

   
            

               
 

   
 

Figure 1 shows an example of computing the EMD between P and Q, which are 

represented as 6-dimensional histograms (i.e., n = 6). In the figure, the x-axis represents 

each bin in the histograms and the y-axis represents the weight (or probability) of each 

bin. When transforming P into Q, the portions of bins in P can be moved to different 

positions to match the bins in Q in a variety of ways. In Figure 1, the amount of work is 

the minimum when each bin portion in P is moved to the position designated with the 

same character in Q. Thus, the EMD is computed as: 

                                                          

            

 

Fig. 1. Example of computing the EMD between two 6-dimensional histograms. 
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3. Related Work 

3.1. Approximate EMD 

The approximate EMD (AEMD) between two multimedia objects is computed in a time 

linear to the number of bins, and it is very close to the actual EMD. In a one-

dimensional space, the exact EMD between two histograms is computed as follows: (1) 

it selects the bins at the end in the one-dimensional space from each histogram and 

computes the work for the common weights of the selected bins; (2) the common 

weights are removed from the histogram; (3) the steps (1) and (2) are repeated until all 

bins in two histograms are removed. While repeating the steps (1)~(3), the (partial) 

works are all added, and the final sum is returned as the EMD between two histograms. 

Since both bins are scanned only once, the time complexity of one-dimensional EMD 

computation is O(n) [16], which is much smaller than that of multi-dimensional EMD 

computation. Based on this idea, AEMD linearizes the multi-dimensional histogram 

using the Hilbert curve. The Hilbert curve fills the multi-dimensional space with a 

continuous curve as shown in figure 2 [19]. After the linearization, AEMD applies the 

method mentioned above. 

Fig. 2. Example of the Hilbert curve in two-dimensional space. 

To pursue the highest accuracy, AEMD creates multiple Hilbert curves with different 

starting points and directions. In an m-dimensional space, there can be (2
m
   m!)/2 

Hilbert curves [16]. AEMD takes the minimum of the works obtained for each of the 

curves. As an experimental result in [16], AEMD incurred an error up to only 4.2%, 

while it dramatically improved the speed by up to 34 times over the EMD. However, 

AEMD suffers from the scalability problem, since it should access all the objects in a 

multimedia database for CBIR. 

3.2. Lower-bound Based on Dimensionality Reduction 

As indicated in the complexity, the time for EMD computation for lower dimensional 

histograms should be smaller than that for higher dimensional ones. The method by 

Wichterich, et al. (called LB in this paper) transforms an n-dimensional histogram H 
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into an n'-dimensional one H'(n' < n) using an n   n' reduction matrix R = [rij] as the 

following equation [18]:  

       (2) 

where it holds that: 

                                             

        
  

 
          

        
 

 
     

 

LB computes the ground distance between the bins in the dimensionality-reduced 

histograms using the optimal reduced distance matrix D ' = [d'i'j']. An element d'i'j' in the 

matrix is defined as: 

     
                         (3) 

The optimal reduced distance matrix D' ensures that the EMD between the 

dimensionality-reduced histograms is always lower than (or lower-bounds) that between 

the original histograms [18]. The main advantages of this dimensionality reduction 

include efficiency, flexibility, and completeness [18]. By using this lower-bound 

property, LB scans all the objects in the database and returns a set of candidates. Then, 

LB computes the EMD between the candidate's original histogram H and the query 

histogram, and returns the qualified ones. This method reduces EMD's computational 

overhead; however, as the AEMD, it also suffers from the scalability problem, since it 

should access all the objects in the database. 

3.3. Indexing Methods 

To solve the scalability problem, a few indexing methods such as the tree-based index 

(called TBI in this paper) [8] and the normal lower-bound index (called NLI in this 

paper) [12] have been proposed. TBI employs LB
+
-trees; every histogram is mapped to 

L domain values using the primal-dual theorem [20], and then each set of l-th (    
 ) values is indexed in a B

+
-tree. TBI processes range queries and k-nearest queries 

efficiently using the trees. TBI converts the EMD-based range query into L range 

queries against L trees, and the objects contained in the intersection of the results 

obtained through the trees constitute the candidate set. Then, TBI computes the actual 

EMD for each candidate object to find the final query result. In TBI, the number of B
+
-

trees increases as the database size increases. To solve this problem, NLI employs a 

single Quad-tree to index multi-dimensional histograms [12]. NLI projects a histogram 

onto a vector and approximates it by a normal distribution. NLI then represents each 

normal as a point in a Hough transformed space and stores in the Quad-tree. NLI 

computes the lower-bound EMD in a constant time. Since NLI is based on 
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approximation, it still needs EMD computations in the post-processing phase on the 

candidates obtained through the index. 

Although these methods reduce the number of EMD computations, they still require 

a considerable number of EMD computations in the post-processing phase. As a result 

of our experiment on a database composed of 3,932 high-dimensional histograms [8], 

[12], TBI and NLI should have performed about 350 and 300 EMD computations, 

respectively. The EMD computations significantly deteriorate the performance of the 

EMD-based CBIR. Recently, a refinement method [21] has been proposed to reduce the 

post-processing overhead by adopting the simplified graph incremental algorithm and 

the dynamic refinement order. However, the method focuses only on the post-

processing and can be applied only to NLI, unlike our method explained in the next 

section. 

4. Proposed Method 

In this section, we propose an efficient approximate k-NN algorithm for EMD-based 

CBIR. In Section 4.1, we present a naïve approach incurring no false dismissal. In 

Sections 4.2 and 4.3, we refine the naïve approach for performance improvement and 

accuracy improvement. 

4.1. Naïve Approach 

The naïve approach performs the k-NN using the index for scalability. Since we deal 

with the n-dimensional histograms, we may consider the R-tree [22], a most widely 

used multi-dimensional index. However, the R-tree suffers from the so called high-

dimensionality problem or high-dimensionality curse [7]: the performance of the R-tree 

rapidly deteriorates with the increase of the histogram dimension. If the R-tree is 

employed for the EMD-based CBIR, the search performance using the R-tree becomes 

worse than even the sequential scan when the dimension of the histograms exceeds 35 

[13]. 

In this paper, we adopt the M-tree, a distance-based index structure [7]. While the R-

tree is constructed based on the object locations in the multi-dimensional space, the M-

tree is based on the distances between the objects. The distance computations for only a 

small number of (not all possible) object pairs are required to construct the M-tree [7]. 

Also, the M-tree provides good performance not only in the indexing but also in the 

search for high-dimensional histograms, because the M-tree performs the search using 

the distances previously computed when constructing the index. Figure 3 shows an 

example of the M-tree. Figure 3(a) shows the distribution of objects (o1 ~ o10) in the 

two-dimensional space, and Figure 3(b) shows an M-tree constructed based on distances 

between these objects in Figure 3(a). In the figure, we set the maximum number of 

entries of the internal and terminal nodes are two and three, respectively.  

The naïve approach constructs the M-tree index based on the EMD between n-

dimensional histograms and performs the k-NN search using the k-NN algorithm for the 

M-tree presented in [7]. The naïve approach incurs no false dismissal, since EMD 

satisfies the following three conditions: 
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(1) Positivity:             
(2) Symmetry:                  , and 

(3) Triangular inequality:                            

where P, Q, and R are histograms. 

However, the naïve approach has the performance problem because the EMD has the 

very high computation complexity O(n
3
log n) for n-dimensional histograms [14]. Since 

many EMD computations are required in the course of the indexing and the searching, it 

causes serious deterioration of overall performance of the approach. To solve this 

problem, we provide three extensions as follows. First, we use the dimensionality-

reduction [18] explained in Section 3.2. That is, we transform n-dimensional histograms 

to n'-dimensional ones (n' << n) using the dimensionality-reduction when constructing 

the M-tree and performing the k-NN search. Since the dimension of histograms is 

reduced significantly, the EMD computation overhead should also be reduced as much. 

Second, we use the AEMD explained in Section 3.1 instead of the EMD [16]. The 

AEMD is computed in O(n) time with small errors with the EMD. Third, we adopt the 

maximum common weight elimination to reduce the error between the AEMD and the 

EMD. We explain first and second extensions in Section 4.2 and third one in Section 4 

4.2. Performance Improvement 

The proposed k-NN method adopts the dimensionality-reduction [18] using the 

reduction matrix R for both the indexing and the searching. When indexing, we compute 

the EMD with the optimal reduced distance matrix D' to construct the M-tree. Likewise, 

when searching, we reduce the dimension of the query histogram by using same matrix 

R and perform the k-NN search on the M-tree with D' and the EMD. Since n' << n, this 

method performs the indexing and searching more efficiently than the naïve approach. 

Note that the method based on the dimensionality-reduction incurs no false dismissal. 

For its justification, we need the following lemma: 

Lemma 1. For any two n-dimensional histograms P and Q, the following is satisfied 

[18]: 

                       (4) 

Fig. 3. A Sample M-tree. 
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where EMDD' (P', Q') is the EMD with the optimal reduced distance matrix D' after 

reducing the dimension of P and Q into P' and Q' using the reduction matrix R, and 

EMDD (P, Q) is the EMD with the original ground distance matrix D and the original 

histograms P and Q.  

Proof: See [18]. □ 

As shown in Eq. (4), the EMD between any two dimensionality-reduced histograms 

lower-bounds the EMD between original histograms. Based on this lower-bounding 

property, we introduce a k-NN algorithm as shown in Figure 4. 

The figure shows the k-NN_EMD algorithm based on the dimensionality-reduction, 

and the M-tree that is constructed with the dimensionality-reduced histograms in the 

algorithm. The k-NN_EMD is given a query histogram Q and the number of objects k as 

the input and returns an array of the k-NN objects as the output. In line (1), the 

algorithm calls k-NN_Search() function for the M-tree. This function is presented in [7] 

and performs k-NN search using the M-tree. Since the M-tree is constructed with the 

dimensionality-reduced histograms, we also reduce the dimension of the query Q into 

Q' and find the k-NN objects by invoking the k-NN_Search(). In line (2), we compute 

the original EMD, EMDD(Q, P) for each P returned from the k-NN_Search() and then, 

in line (3), we sort the result and save in the array NN. As a point, NN[k] is the objects 

with the largest EMD from Q among all the objects in NN.  

Then, we call Next-NN_Search() function with Q as the input. This function returns 

the nearest neighbor N next to the current nearest neighbors NN using the M-tree. For 

example, when we have k-NN objects obtained by searching the M-tree, if we call the 

Next-NN_Search() function, it returns the (k+1)-th object. If we call the Next-

NN_Search() function again, it returns the (k+2)-th object. This function can be easily 

implemented using the k-NN_Search() function as follows. Let k(0) be the predefined 

number of objects currently searched by the k-NN_Search(). When the Next-

NN_Search() is called, it returns the i-th (i ≤ k(0)) nearest neighbor among the k(0) 

objects. If i > k(0), the k-NN_Search() is invoked internally to search k(1) (> k(0)) 

objects next farther than the k(0) objects and the i-th (i ≤ k(1)) object is returned. The 

Next-NN_Search() function returns the next nearest neighbor continuously by repeating 

this process. 

In line (6), we compute EMDD (Q, N) of N and, if the result is smaller than the EMD 

of NN[k], N is inserted into the NN preserving the order of EMD from the original Q, 

and the previous NN[k] is discarded. We call Next-NN_Search() again in line (9). As 

shown in line (5), this process is repeated until EMDD (Q, N) is smaller than EMDD' (Q', 

NN[k]'). If EMDD (Q, N)  is larger than EMDD' (Q', NN[k]'), we break the while loop and 

finally return the array NN to the user in line (11). In summary, the k-NN_EMD 

algorithm first searches for the k-NN candidates by using the M-tree constructed with 

the dimensionality-reduced histograms and then refines the k-NN result by comparing 

the actual EMD of the original high-dimensional histograms. 
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Fig. 4. k-NN_EMD algorithm based on dimensionality reduction. 

The k-NN_EMD guarantees no false dismissal, and it can be easily shown using Eq. 

(4) as follows. NN[k] is the object with the farthest EMD from Q in NN returned from 

the k-NN_EMD (in line (11)). For the next nearest neighbor N given by the Next-

NN_Search(), it holds that EMDD (Q, NN[k]) ≤ EMDD' (Q', N') according to the 

condition in line (5). It also holds that EMDD' (Q', N') ≤ EMDD (Q, N) according to Eq. 

(4). Therefore, for any N in the M-tree, it holds that EMDD (Q, P) ≤ EMDD (Q, N) 

indicating that the original EMD of any object in the M-tree is larger than the original 

EMD of any P in NN, and thus NN is the set of kNN from Q. 

In the k-NN_EMD, we use the dimensionality-reduced histograms for efficient 

indexing and searching; however, there is still performance deterioration even with the 

dimensionality-reduced histograms due to very high complexity of the EMD. Moreover, 

many EMD should also be computed for original histograms when refining the 

candidates. To solve this problem, instead of the EMD, we use the AEMD proposed by 

Jang et al. [16] to improve the indexing and searching efficiency. According to the 

experiment results in [16], the AEMD computation requires only O(n) time with only 

4.2% average error, where the average error is defined as                      

         
 .  

By adopting the AEMD, the proposed method performs the approximate k-NN 

search. Figure 5 shows the k-NN_AEMD algorithm which is a modification of the k-

NN_EMD algorithm in Figure 4. In this algorithm, we assume the size of NN to be k' (> 

k). 

As in the k-NN_EMD, the k-NN_AEMD is given a query histogram Q and the 

number of objects k as the input and returns an array NN of k-NN objects based on the 

EMD. The main difference of the k-NN_AEMD from the k-NN_EMD is that the k-

NN_AEMD constructs the M-tree using the EMD but searches the tree using the 

AEMD. It is for reducing both the accuracy loss due to the AEMD and the 

computational overhead due to the EMD. If we use only the EMD as shown in Figure 4, 

it returns the exact k-NN result based on the EMD with poor search performance. 
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Fig. 5. k-NN_AEMD algorithm using AEMD. 

On the contrary, if we use only the AEMD for both the indexing and the searching, it 

returns highly inaccurate results with little performance improvement over the k-

NN_AEMD for the following reason. The search on the M-tree is based on the distances 

previously computed when constructing the M-tree. If we construct the M-tree using the 

AEMD, the distances have errors. When the M-tree is used to compute the distances 

between the objects in the course of k-NN search, the distances based on the AEMD 

causes additional errors. Thus, the errors are accumulated, which causes a lot of 

unexpected false dismissals. Therefore, we decide to use the AEMD only in the search 

process to minimize false dismissals. 

To minimize the false dismissals due to the AEMD, we perform the k'-NN search 

instead of the k-NN (k' > k) in line (1). The k-NN_AEMD algorithm after the line (1) is 

almost the same as the k-NN_EMD algorithm in Figure 4 and performs the k'-NN 

search down to line (11). In line (12), the post-processing is performed to return the k-

NN result to the user: the original EMD is computed for each object in the k'-NN array 

from the query Q, and k objects with the smallest EMD are returned in line (13). This 

method reduces the EMD computation overhead, because it only needs to compute the 

EMD for k' candidates in the post-processing step. There is additional computation 

overhead when searching k'-NN objects from the M-tree for k' larger than k; however, it 

is only fairly marginal compared with the overall performance gain obtained by the 

AEMD. We discuss in detail on the accuracy and the performance of the k-NN_AEMD 

algorithm in Section 5. As in the k-NN_EMD, the k-NN_AEMD incurs no false 

dismissal by the dimensionality-reduction. That is, the k'-NN result found in the k-

NN_AEMD until the line (11) contains every object that should be eventually returned 

as the search result. For the justification, we need the following lemma: 

Lemma 2. For any two n-dimensional histograms P and Q, the following is satisfied: 
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                         (5) 

where AEMDD' (P', Q') is the AEMD with the optimal reduced distance matrix D' after 

reducing the dimension of P and Q into P' and Q' using the reduction matrix R, and 

AEMDD (P, Q) is the AEMD with the original ground distance matrix D and the original 

histograms P and Q. 

Proof: See the Appendix. □ 

We can show using Lemma 2 that no false dismissal is caused by the 

dimensionality-reduction in the k-NN_AEMD algorithm. This proof is almost the same 

as in the k-NN_EMD. NN[k'] is the farthest object from Q in NN obtained until the line 

(11) in Figure 5. For the next nearest neighbor N given by the Next-NN_Search(), it 

holds that AEMDD (Q, NN[k]) ≤ AEMDD' (Q', N') according to the condition in line (6). 

It also holds that AEMDD' (Q', N') ≤ AEMDD (Q, N) according to Eq. (5). Thus, for any 

object N in the M-tree, it holds that AEMDD (Q, P) ≤ AEMDD (Q, N). It indicates that the 

original AEMD of any object in the M-tree is larger than the original AEMD of any P in 

NN, and thus NN is the set of k'-NN from Q. 

Fig. 6. Indexing and searching in the k-NN_AEMD. 

Figure 6 shows the process of the k-NN_AEMD algorithm. In the figure, the M-tree 

is constructed based on the EMD of the dimensionality-reduced histograms. When a 

query Q is issued, the algorithm first reduces the dimension of the query histogram in 

the same manner. The algorithm finds the k'-NN objects based on the AEMD of the 

dimensionality-reduced histograms. Then, it finds the set of k'-NN candidates by 

searching the M-tree based on the AEMD of the original histograms. Finally, the 

original EMD for each k'-NN candidate is computed in the post-processing step, and the 

k-NN objects with the smallest EMD from Q are returned to the user. 
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4.3. Accuracy Improvement 

The k-NN_AEMD finds k' (> k) nearest neighbors to reduce the false dismissals due to 

the error between the AEMD and the EMD. However, even the k'-NN search with very 

large k' might cause false dismissals for very high dimension histograms because the 

error between the AEMD and the EMD increases as the dimension increases. To reduce 

such error due to the AEMD, we propose the elimination of maximum common weight 

(MCW). The MCW is the smaller weight of the two corresponding bins with the same 

location i. For two n-dimensional histograms P = {p1, p2, ... , pn} and Q = {q1, q2, ... , 

qn}, the MCW ci (1 ≤ i ≤ n) is defined as ci = min{pi, qi}. The MCW-eliminated 

histograms Pc and Qc are defined as follows: 

                                           
 

When computing the EMD, the work of the MCW of two corresponding bins is 0, 

because the ground distance of the bins with the same location is 0. Since the EMD is 

defined as the minimum work, we get the same EMD, whether the MCW elimination is 

applied or not. On the contrary, when computing the AEMD, since the MCW bins 

might move to different locations, the work of the MCW of the two corresponding bins 

could be larger than 0. To solve this problem, we eliminate the MCW before the AEMD 

computation. That helps reduce the error between the AEMD and the EMD 

significantly. Our experiment result shows that the average error of the AEMD is 

reduced to half by applying the MCW elimination. We discuss this result in detail in 

Section 5. 

The MCW elimination is applied in all the lines that compute the AEMD, i.e., in the 

lines (2) ~ (9) in the k-NN_AEMD algorithm in Figure 5. The lines (2), (5), (6) and (9) 

compute the AEMD for the n'-dimensional histograms, and the lines (3), (4), (6), (7) 

and (9) for the n-dimensional histograms. The overhead of the MCW elimination is 

trivial since it only needs simple arithmetic operations in the O(n) time. 

Another problem that causes the error between the AEMD and the EMD is that the 

AEMD does not generally satisfy the triangular inequality explained in Section 4.1, 

while the positivity and the symmetry are satisfied. The false dismissals can be 

generated due to the problem in the k-NN_AEMD algorithm. However, our experiment 

result with all possible histogram pairs in a real dataset shows that only 0.2% of the 

pairs violate the triangular inequality. Therefore, we can claim that the false dismissals 

due to the violation of triangular inequality are not significant. The detail is discussed in 

Section 5.2. 

5. Evaluation 

5.1. Experimental Setup 

In this section, we verify the superiority of the proposed method through extensive 

experiments. We used three datasets in the experiments, namely RETINA [8], [12], 
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[18], Shader [23], and SIMPLIcity [16], [24]. RETINA is a high-resolution image set 

which consists of 3,932 feline retina scans. Each image is represented as a 96-

dimensional histogram, and each bin in the histogram represents a location in two-

dimensional space. Shader contains 30,000 computer graphics (CG) images. Each 

image is represented as a 128-dimensional histogram with the bins in three-dimensional 

space. For each image, the weight of each of 128 RGB colors was extracted and used as 

histogram bins. SIMPLIcity contains 1,000 images in 10 categories, and each category 

has 100 images. The images in this dataset are also represented as 128-bin histograms 

with the bins in three-dimensional space. We compared the performance of our method 

with three previous methods: lower-bounding based on dimensionality reduction (LB) 

[18], tree-based indexing (TBI) [8], and normal lower-bound indexing (NLI) [12]. For 

dimensionality-reduction in LB, we set the reduced histogram dimension n' that showed 

the best search performance in the experiments in [18]. We set n'= 18 for RETINA and 

n'=24 for Shader and SIMPLIcity, respectively. The same n' values were used in the 

proposed method. Table 1 shows the size of the M-tree indexes constructed in the 

proposed method. 

Table 1. Size of the M-tree indexes for three datasets 

 RETINA SIMPLIcity Shader 

Data Size 1,391KB 412KB 12,154KB 

Index Size 3,456KB 1,187KB 36,032KB 

 

We used the precision, recall, and mean absolute percentage error (MAPE) as the 

accuracy measures. The precision and recall measures were used on the SIMPLIcity. As 

described above, the SIMPLIcity is composed of 10 categories, and each category 

contains 100 images. The category information is used as the ground truth to measure 

the precision and recall defined as follows [16]: 

           
                                          

                
  

,                                                     

                       
  

 

(6) 

The MAPE is used to evaluate the accuracy of the approximate method and defined 

as the following [16], [25]: 

     
 

 
  

        

  
 

 

   

 
(7) 

where ai is the real EMD and fi is the AEMD between two objects. In our experiments, 

the MAPE values are multiplied by 100 to show in the unit of percent. We used the total 

elapsed time as the performance measure. To obtain the more accurate results, we 

averaged the results on 100 random queries for each experiment. The experiments were 

performed on Microsoft Windows 7 on a workstation equipped with an Intel Core i5 

2.80 GHz CPU and 4GB main memory. 
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5.2. Experimental Results 

We evaluate the accuracy of the AEMD in the first and second experiments and then 

verify the superiority of the proposed method in the remaining experiments. We use 

only RETINA and Shader in evaluating the search performance, because SIMPLIcity 

has the histogram distribution similar to Shader and contains much smaller number of 

objects. As mentioned in Section 4.1, SIMPLIcity is used to measure the precision and 

recall of the proposed method. In the first experiment, we measured the MAPE of the 

AEMD, and the result is shown in Table 2. 

Table 2. MAPE of AEMD 

As shown in the table, the original AEMD incurs considerable errors for every 

dataset. Furthermore, the errors of the AEMD are larger than those reported in [16] 

because our datasets consist of higher dimensional histograms. In contrast, the errors of 

the AEMD are reduced nearly to half when the MCW elimination was employed. This 

is because the MCW elimination removes the histogram bins that may cause the errors 

in the AEMD computations. In all the experiments hereafter, we used the AEMD with 

the MCW elimination. 

In the second experiment, we measured the ratio of object pairs satisfying the 

triangular inequality of the AEMD. As mention in Section 4.2, the AEMD does not 

generally satisfy the triangular inequality due to the errors between the AEMD and the 

EMD. We used Shader since its size is the largest. The experiment was performed with 

respect to a varying number of objects pairs, and its result is shown in Table 3. 

Table 3. MAPE of AEMD 

Number of comparisons 1,000 5,000 10,000 20,000 30,000 

Satisfaction ratio 100% 99.9% 99.9% 99.8% 99.8% 

 

As shown in Table 3, there exist only few cases violating the triangular inequality. 

This is because the error between the EMD and the AEMD for a pair (P, R) is not larger 

than the errors generated by the pairs (P, Q) plus (Q, R). In order to examine in a 

different viewpoint, we calculated the standard deviation of the MAPE, and the result is 

shown in Table 4. We can find in the table that the standard deviation of the errors is 

quite small. That is, the errors by the AEMD are mostly constant. Therefore, the false 

dismissals by the AEMD by violating the triangular inequality are not significant. 

Table 4. Standard deviation of MAPE 

 RETINA SIMPLIcity Shader 

AEMD 0.0343 0.0320 0.0303 

AEMD(with MCW elimination) 0.0235 0.0216 0.0211 

 RETINA SIMPLIcity Shader 

AEMD 27.6% 21.4% 19.2% 

AEMD (with MCW elimination) 14.4% 11.7% 9.8% 
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In the third experiment, we measured the search performance and the accuracy of the 

proposed method while changing the parameter k'. The proposed method searches k' (> 

k) candidates based on the AEMD in the M-tree and then performs the post-processing 

based on the EMD to find k objects nearest from the query. In this experiment, we set k 

as 20 and the accuracy is defined as the ratio of common objects between the k-NN 

result based on the EMD and the search result of the proposed method. Table 5 shows 

the result. The result shows that both the accuracy and the elapsed time increase as k' 

increases. The accuracy is improved with the increase of k' because the false dismissals 

due to the AEMD are reduced. The execution time also increases slowly with the 

increase of k' due to the fast computation of the AEMD. In the experiments hereafter, 

we set k' = 4k for RETINA and k' = 2k for Shader. 

Table 5. Accuracy and search performance of the proposed method with respect to varying k’ 

values 

(a) RETINA 

 k’=k k’=2k k’=3k k’=4k k’=5k 

Accuracy 88.3% 92.3% 94.7% 96.5% 97.3% 

Elapsed time( seconds) 0.36 0.42 0.45 0.47 0.50 

 

(b) Shader 

 k’=k k’=2k k’=3k k’=4k k’=5k 

Accuracy 95.4% 99.4% 99.8% 100% 100% 

Elapsed time( seconds) 2.35 2.64 2.91 3.12 3.24 
 

 

In the fourth experiment, we measured the precision and recall of the proposed 

method and compared with the search result based on the EMD using SIMPLIcity in 

order to verify the robustness of the proposed method. In this experiment, we set k' = 2k 

since SIMPLIcity is very similar to Shader. As a result, in Table 6, for all k' values, the 

proposed method showed almost the same result as the EMD-based search. Such a good 

result of the proposed method is obtained by reducing the errors of the AEMD by the 

MCW elimination and the false dismissals by k'-NN search on the M-tree. 

Table 6. Precision and recall of the proposed method and EMD-based search 

(a) Precision 

 k=10 k=20 k=30 k=40 k=50 

Proposed method 88.2% 75.0% 66.1% 54.4% 44.5% 

EMD-based search 88.2% 75.0% 66.1% 54.5% 44.8% 

 
(b) Recall 

 k=10 k=20 k=30 k=40 k=50 

Proposed method 8.8% 15.0% 20.0% 27.2% 44.5% 

EMD-based search 8.8% 15.0% 20.0% 27.3% 44.8% 
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As discussed in Section 4, the proposed method employs the three component 

techniques, namely the M-tree indexing, dimensionality-reduction, and the AEMD. In 

the fifth experiment, we examined the search performance due to various combinations 

of the three techniques in order to analyze the gain by each of them. The combinations 

in this experiment are summarized in Table 7. 

Table 7. Combinations of component techniques 

EMDtree 
Step 1: Build the M-tree with original histograms H 

Step 2: Perform k-NN_Search on the M-tree based on the EMD 

EMDtree+DR 

(k-NN_EMD) 

Step 1: Build the M-tree with dimensionality-reduced histograms H’ 

Step 2: Perform k-NN_Search on the M-tree based on the EMD to 

find candidates 

Step 3: Refine k-NN by computing the EMD with the original 

histograms H 

AEMDtree 

Step 1: Build the M-tree with the original histograms H 

Step 2: Perform k’-NN_Search on the M-tree based on the AEMD 

Step 3: Perform the post-processing based on the EMD on the 

original histograms H 

AEMDtree+DR 

(our method) 

Step 1: Build the M-tree with dimensionality-reduced histograms H’ 

Step 2: Perform k’-NN_Search on the M-tree based on the AEMD to 

find candidates 

Step 3: Refine k’-NN by computing the AEMD with the original 

histograms H 

Step 4: Perform the post-processing based on the EMD on the 

original histograms H 

Figure 7 shows the results. Although the EMDtree reduces the disk access overhead by 

using the M-tree, it shows the worst search performance because of the EMD 

computation overhead. The EMDtree+DR, the k-NN_EMD in Figure 4, shows a better 

(a) RETINA                                                 (b)   Shader 

Fig. 7. Comparison of search performance: the proposed AEMDtree+DR achieves the best 

performance 
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performance than the EMDtree because it reduces the EMD computation overhead in the 

M-tree search with the dimensionality-reduction. However, the overhead of computing 

the EMD is still very high in the post-processing step, since the number of candidates 

returned from the M-tree search is much larger than k. The AEMDtree performs the k-NN 

search on the M-tree based on the AEMD and thus achieves the faster search 

performance than the above two combinations. However, the AEMDtree suffers from the 

computational overhead due to the high-dimensional histograms in the M-tree search. 

On the other hand, the proposed method, the AEMDtree+DR, reduces both the disk access 

overhead and the EMD computation overhead by combining the three component 

techniques and thus achieves the best search performance. 

Table 8. Distribution of elapsed time of each step in three combinations (in seconds, on Shader) 

(a) EMDtree+DR 

 
M-tree search k-NN refinement 

time 
Total elapsed time 

Search time I/O reads 

k=10 2.40 291.95 3.32 5.72 

k=20 3.09 329.90 5.99 9.08 

k=30 3.99 351.75 9.99 13.98 

 

(b) AEMDtree 

 
M-tree search Post-processing 

time 
Total elapsed time 

Search time I/O reads 

k=10 5.64 472.10 0.25 5.89 

k=20 6.69 547.85 0.73 7.42 

k=30 8.18 621.85 1.26 9.44 

 

(c) AEMDtree+DR 

 
M-tree search k’-NN 

refinement 

time 

Post-

processing 

time 

Total 

elapsed time Search time I/O reads 

k=10 1.40 304.28 0.25 0.25 1.90 

k=20 1.94 342.40 0.57 0.73 3.24 

k=30 2.62 379.40 0.83 1.26 4.71 
 

 

Table 8 shows the time (in the unit of seconds) elapsed in each step except the first 

M-tree building shown in Table 7 for three combinations EMDtree+DR, AEMDtree, and 

AEMDtree+DR. The time is shown only for Shader, since RETINA shows very similar 

distribution of elapsed time. 
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As shown in the table, the EMDtree+DR completes the M-tree search quickly using the 

dimensionality-reduction. However, the total elapsed time is large due to the high EMD 

computation overhead in the refinement step. The AEMDtree searches for the k'-NN 

objects (k' > k) from the M-tree with the original high-dimensional histograms and thus 

has both the M-tree search time and I/O costs larger than the EMDtree+DR. Nevertheless, 

the AEMDtree has the smaller elapsed time, since its post-processing needs to compute 

the EMD only for k' objects retrieved from the M-tree. The AEMDtree+DR has the 

smallest execution time even though it consists of one more k'-NN refinement step, 

which finds k'-NN objects from the candidates retrieved from the M-tree based on 

AEMD and thus is completed very quickly as shown in Table 8(c). It also needs to 

compute the EMD only for k' objects in the post-processing step, whose execution time 

is very short as in AEMDtree. 

In the final experiment, we compared the number of EMD computations and the k-

NN search time of the proposed method with the previous methods, namely LB [18], 

TBI [8], and NLI [12]. Figure 8 compares the number of EMD computations with 

respect to varying values of k. The proposed method shows the smallest number of 

EMD computations. Compared with LB, TBI, and NLI, our method reduces the EMD 

computations by up to 79.2%, 72.9%, and 60.7% on RETINA, and up to 88.7%, 88.6%, 

and 84.2% on Shader, respectively. The previous methods first search a set of 

candidates using the index or the lower-bounding function and then compute the EMD 

of each candidate to find the final k-NN. They perform many EMD computations, 

because the number of candidates is very large. On the contrary, the proposed method 

needs to compute the EMD only for k' candidates in the post-processing step. Therefore, 

the number of the EMD computations of our method is much smaller than the previous 

methods. 

(a) RETINA                                                   (b)   Shader 

Fig. 8. Comparison of the number of EMD computations with respect to varying values of 

k: our method always has the smallest number of EMD computations 
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Figure 9 compares the total search time. Compared with LB, TBI, and NLI, our 

method reduces the search time by up to 67.3%, 55.5%, and 44.8% on RETINA and up 

to 51.7%, 40.1%, and 31.3% on Shader, respectively. LB shows the worst performance: 

it suffers from the scalability problem since it does not use an index and also needs 

many EMD computations as shown in Figure 7. TBI and the NLI show the better 

performance than LB, since they use the indexes. However, they require a considerable 

number of EMD computations as shown in Figure 7, which causes performance 

degradation. The proposed method reduces not only the disk access overhead using the 

index but also the number of EMD computations using the AEMD and thus has the 

better performance than the previous methods. We claim that our method should be 

recognized as more useful than the others especially for the CBIR on very large 

multimedia databases. 

6. Conclusion 

In this paper, we proposed an approximate k-NN search method for the EMD-based 

CBIR. To perform the efficient k-NN search, both the disk access overhead and the 

EMD computational overhead should be reduced. The proposed method adopts the M-

tree, a distance-based index structure, to reduce the disk access overhead. When 

building the M-tree, our method reduces the number of bins of the histograms using the 

dimensionality-reduction. After constructing the M-tree, it finds a small number of 

candidates from the disk by using the M-tree and performs the post-processing on them. 

The proposed method uses the approximate EMD in index retrieval and post-processing 

to reduce the computational overhead of the EMD. Also, we proposed the k'-NN search 

and the maximum common weight elimination to compensate the errors caused by the 

approximation. The extensive experiments reveal that our method achieves the 

significant improvement in terms of the number of the EMD computations and the k-

(a) RETINA                                                (b)   Shader 

Fig 9. Comparison of search time with respect to varying values of k: our method always has 

the best performance than the others 



On Approximate k-Nearest Neighbor Searches Based on the Earth Mover's Distance for Efficient 

Content-Based Mutimedia Information Retrieval           635 

NN search time. The proposed method improves the performance of the previous 

method by up to 67.3% and only incurs 3.5% error. The retrieval results of the proposed 

method in real-world databases are almost the same as those of the original EMD, 

which indicates the errors of the proposed method hardly influence the quality of CBIR 

results. Given the fast processing time and small errors, our method can be used 

effectively in the CBIR for large databases. 
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A APPENDICES 

Proof of Lemma 2: 

Let the flow matrix           be the approximate minimum work of the AEMD. The 

AEMD can be defined as follows: 

    
 
     

  
 
  

 

   

 

   

 

 

The AEMDreduced with the reduction matrix R is defined as follows: 

               

  

    

     
 

  

    

 

             
                     

 

     
                            

 

 

Based on these equations, we can infer the following equations: 
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By using the reduction matrix, the AEMDD can be represented as Equation (A.1). If 

we replace dij by the minimum value that is satisfied {rii' = 1 ˄ rjj' = 1} as shown in 

Equation (A.2), the result is less than or equal to the AEMDD. Since d'i'j' denotes the 

minimum value of the optimal reduced distance matrix D' (in Equation (A.3)), the 

AEMDreduced is always less than or equal to the AEMDD (in Equation (A.4)). 
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Abstract. The growing number of social media users and vast volume of posts
could provide valuable information about the sentiment toward different locations,
services as well as people. Recent advances in Big Data analytics and natural lan-
guage processing often means to automatically calculate sentiment in these posts.
Sentiment analysis is challenging and computationally demanding task due to the
volume of data, misspelling, emoticons as well as abbreviations. While significant
work was directed toward the sentiment analysis of English text there is limited at-
tention in literature toward the sentiment analytic of Chinese language. In this work
we propose method to identify the sentiment in Chinese social media posts and to
test our method we rely on posts sent by visitors of Great Barrier Reef by users
of most popular Chinese social media platform Sina Weibo. We elaborate process
of capturing of weibo posts, describe a creation of lexicon as well as develop and
explain algorithm for sentiment calculation. In case study, related to sentiment to-
ward the different GBR destinations, we demonstrate that the proposed method is
effective in obtaining the information and is suitable to monitor visitors’ opinion.

Keywords: Sentiment Analysis, Social Media, Natural Language Processing.

1. Introduction

Recent advances in computer science, technology and communication, in combination
with advanced equipment and services, reinvented the channels through which people col-
lect and generate information. The fundamental concept of generating data has changed.
In the past, a small number of main sources have been generating data and all other actors
have been consuming data. However, today all of us are both generating data and we are
also consumers of this shared data. This is particularly evident in relation to social media
platforms, which are attracting more and more users who talk about diverse topics. De-
spite concerns, related to privacy and credibility of posted information, this new method
of obtaining relatively independent information about the quality of a product or service
has benefits as it is limiting ability of businesses to control and influence customers. Feed-
back about a wide range of services and products can now be acquired from independent
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reviews by consumers themselves. These types of reviews are known as user-generated
content, and they have been found to play an important role in customers future behaviors
due to the electronic word-of-mouth [38].

The growing role of social media is attracting increasing research interest. Social me-
dia plays significant role in many aspects of life including retails, politics, tourism, and
decision-making behavior. A large number of users actively engage with social media,
for example, Twitter has 313 million monthly active users worldwide[27]. Furthermore,
over 1.94 billion people monthly use Facebook [39] and 700 Million users use Instagram
[15], and the Chinese Social Media platform Sina Weibo has over 400 million active users
[11]. People use social media to post stories from their daily life, and they are particularly
likely to share impressions or emotions related to their travel experience. For the tourism
industry, it is therefore possible to examine social media and understand what visitors
share and how they perceive destinations, attractions and products.

The Great Barrier Reef (GBR) is the world’s largest coral reef system stretching over
2,600 kilometers along the coast of Queensland and it attracts over two million visitors
each year from all around the world [12]. Significant proportion of GBR visitors are from
China. While Chinese visitors are very active users of social media they typically use
Chinese platforms such as Sina Weibo rather than those commonly used by other English
speaking visitors. To take advantage of this huge number of users and media posts on
Weibo in this work we decided to capture those posts which specifically talk about the
GBR.

Advances in Big Data analytic and natural language processing provide the opportu-
nity to analyse visitor experience and their sentiment toward certain services or places
[26]. Sentiment analysis is a method which can be used for analyzing social media con-
tent. It basically converts social media post text into quantitative data, whereby it can
extract information about special events and to identify patterns. Sentiment analysis is
a challenging and computationally demanding task not just because of vast volume of
data but also due to the common grammatical errors and misspelling, slang and abbrevia-
tions. Additionally, social media post can contain sentiment emoticons that carry valuable
information for calculating the sentiment scores and should not be discarded.

Social media posts have been harnessed for different purposes including monitoring
environmental changes [4], [5] as well as sentiment analysis in tourism [19], [22], [37]. In
most cases concept relied on sentiment derived from short text of social media posts and
analytics of posts’ meta data along other available online or scientific data. Different sta-
tistical and machine learning methods have been used, such as Support Vector Machines
(SVM) and Naive Bayes. Recent literature also addresses the issues with regard to trust
and reputation measures in social network systems, especially in presence of thematic
social groups [10].

There are many sentiment analysis methods for English text presented in literature
such as Valence Aware Dictionary for Sentiment Reasoning (VADER) approach, which is
purposely developed for sentiment analysis of short text found in social media posts [14].
VADER relies on dictionary but also has set of rules, which takes into consideration punc-
tuation, emoticons, and many other heuristics to compute sentiment polarity. Dictionary
contains items with associated sentiment intensities which are annotated by humans. For
instance, a dictionary may contain words, such as excellent, better, good, bad, worse, ter-
rible, with their respective sentiment intensity and polarity. While the sentiment analysis



Lexicon Based Chinese Language Sentiment Analysis Method 641

is matured for English language there are limited work for Chinese language sentiment
analysis, and was mostly directed toward lexicon creation.

Majority of proposed sentiment analysis methods for Chinese language are machine
learning based [41], for example, Xu and colleagues looked into to classify sentiments of
microblogs from Sina Weibo. They relied on labeled emoticons as a training corpus and
built a fast Bayesian classifier based on assumption that both smiley and emoticons are
strongly related with typical sentiment words and are viewed as convincing indicators of
emotions [36]. Authors of [21] claimed that they improved sentiment analysis by identify-
ing features with SVM as a learning engine, which they named global optimization-based
sentiment analysis approach. However, the authors pointed out that if the parameters are
not selected well the result will not be accurate and that the sentiment feature subset choice
influences appropriate kernel parameters, and vice versa. On the other hand authors of [41]
relied on lexicon from National Taiwan University Sentiment Dictionary (NTUSD) [32],
which has both traditional Chinese and simplified Chinese characters. NTUSD contains
2810 positive words (which are assigned +1 as sentiment intensity) and 8276 negative
words (assigned -1 as sentiment intensity). Also [33] adopted NTUSD as lexicon to cal-
culate a sentiment score to monitor the public opinion and forecast election [6], however,
they also rely on lexicon which has limited number of words and additionally has only
two levels of sentiment intensity +1 or -1, associated with positive and negative words.

To overcome above mentioned shortcomings of existing approaches, in this work we
propose and test method to identify sentiment in Chinese social media posts and we rely
on most popular Chinese social media Sina Weibo [25]. We developed method to crawl
the web and collect Weibo posts that mentioned specific words (in this case word ”Great
Barrier Reef” in Chinese language). We elaborate process of capturing, managing, we
describe creation of comprehensive Chinese lexicon with sentiment intensity and we also
propose algorithm for sentiment calculation, which takes into consideration length of the
post as well as number of matching words with lexicon. Additionally as a proof of con-
cept, we provide sample of additional information, which can be extracted from the social
media post meta data; such as where from Chinese people who have interest and comment
on GBR originate from as well as what is average sentiment depending on province poster
originate from.

2. Background

Social media has influenced the way people search information and make decisions.
Tourism organizations and destination marketing organizations are aware of ongoing trends
and thus try to explore the opportunities to use tourist-generated content for their own
marketing and include it as an integral part of their branding and positioning.

2.1. Social Media Data

The emergence of user-generated content (UGC) on the Internet in mid-2000s has pro-
vided a new source of data and enabled millions of tourists to exchange content on popular
platforms for mutual benefit, such as social networking (e.g., Facebook), micro-blog (e.g.,
Weibo, Twitter), multimedia sharing (e.g. YouTube), location sharing (FourSquare), and
review forums (TripAdvisor).
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Social media data has many forms, Figures 1 and 2 show several samples only to
demonstrate the diversity, while below we list and highlight main characteristics of social
media data:

1. It generate massive volume of data.
2. Data are generated with unprecedented speed.
3. Data are complex and high-dimensional, attribute-value data such as text, comments,

and other meta data about the poster, Figure 1.
4. Data exist in different forms: text, emotions, images, videos, etc. See Figure2
5. Additionally, data can be noisy as well as incomplete and contain a lot os misspelling,

slang and abbreviations.

Fig. 1. Sample Weibo data indicates complex high-dimensionality of data

Social media platforms including Twitter, Flickr, and Sina Weibo also offer possibility
of geo-referencing the content shared by users. This enables opportunity to trace social
media users and compare findings with other sources of data.

Sina Weibo is a Chinese micrologic website launched by Sina Corporation in 2009, it
is similar to Twitter but from 2016 with some flexibility with regard to the length of the
post [3]. Sina Weibo is the first and the most popular Chinese social media platform [17],
it has more than 411 million monthly active users in first quarter of 2018 [28].
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Fig. 2. Several samples of data formats.

2.2. Sentiment Analysis

Sentiment analysis or opinion mining relates to the study of opinions, attitudes, and emo-
tions toward entities, individuals, issues or events. Sentiment analysis dates back to 1970s
and is conceptually grounded in the work of Osgood and his associates on content analysis
of peoples judgments by evaluating text [24]. Osgood and colleagues distinguish between
three dimensions of meaning: Evaluation, Potency, and Activity. Assessment good-bad
or favorable-unfavorable are along the Evaluation dimension of meaning, while intensity
of these evaluations such as strong/weak or powerful/powerless represent Potency, and
fast/slow or active/passive comprise the Activity dimension.

Today we talk about sentiment analysis as a process of computationally identifying
and categorizing opinions in order to determine the writer’s attitude toward a particular
issue. This can be achieved by employing computer-based natural language processing
which aims to detect sentiment by relying on Artificial Intelligence system that would be
able to reason about emotion [18].

A comprehensive sentiment analysis also considers meta data such as, who provided
the information and at what time. Literature elaborates methods of sentiment analysis
which in general falls into one of three categories [1]:

– Machine learning: Machine learning approaches involve creating a model by using
human annotated data. Mostly supervised machine learning approaches have been
mentioned in literature and these methods are composed of pre-processing, feature
extraction, learning, and classification steps.
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– Dictionary-based: Also refereed as Lexicon based, as there is associated polarity and
weight on each word in dictionary. These systems mainly rely on the use of dictio-
naries containing comprehensive sentiment lexicons and sets of fine-tuned rules. A
sentiment dictionary can be created either by humans (manually), by machine (auto-
matically) or by humans and machine (semi-automatically).

– Hybrid approaches: These methods combine dictionary-based and machine learning-
based approaches and they work in parallel to compute sentiment polarities.

As mentioned earlier, typical representative of Dictionary based methods is VADER,
it is suited for sentiment analysis of short text [14]. Clear advantage of dictionary based
methods for sentiment analysis is that there is no need for annotation of the text for train-
ing. Another advantage is possibility to create domain specific dictionaries which ensure
higher accuracy of calculated sentiment scores. But there is still need to create dictionary
and annotate polarity of words, however, it needs to be done only once. This is obviously
less costly considering that the annotation for supervised machine learning method needs
to be undertaken for each new context.

In hybrid approaches both dictionary and machine learning are used to independently
compute sentiment and then individual results are combined to provide sentiment inten-
sity and polarity [16]. Specific hybrid model which is using keywords and Naive Bayes
algorithm has been recommended to calculate sentiment polarities of social media tweets
[8].

3. Methodology

A sentiment analysis process is composed of several independent steps as it can be seen
in Figure 3. It starts with data collections which in case of social media data most often
relies on utilization of dedicated available Application Programming Interface (API). In
cases when purpose built API is not available web crawling is needed. Crawling initially
involves an identification of a data source, for example, a commercial website or a social
media network. Dedicated web crawling code needs to be developed and used to collect
data from these sources. Considering that huge amount of post have been generated by
users there is need to filter and acquire only relevant posts, most often filtering is related to
particular geographic area or to particular keywords. After initial cleaning, which discards
data that do not contain full records, data are saved in database.

Once data have been stored in a database, it is possible, for example, to calculate the
sentiment from content of the text within a set of data fields in particular posts. In addition
to the actual text of the post additional meta data fields, if publicly available can also be
captured. These field can be used to analyze locations where from posts have been sent
or where users originate from, which is based on place users indicated as their location
when they created accounts.

Due to the limited options with public Weibo API, we developed in Python program-
ming language dedicated method to crawl the Weibo website and to collect relevant social
media posts. Considering that data is in Java Script Object Notation (JSON) format we
stored it locally in Mongo NoSQL database, which was chosen because it has been shown
that the relational databases are struggling in handling large amount of unstructured data
[26]. NoSQl database is able to store and efficiently access diversity of unstructured data
including text, emotions and media files.
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Fig. 3. Global Sentiment analysis process of Weibo data

The following procedure was implemented: we extracted only posts that contained
the keywords ”Great Barrier Reef”, in Chinese language. Extraction process is shown
in Figure 3. We identified that about 15% of posts have exact geo location (Latitude,
Longitude), which can help in analysis of meta data and for example provide information
about visited places. In addition, the analysis involves assessment of the ’emotional’ tone
of the text; which will be calculated with method proposed in this paper.

Our experiments were conducted on in-house Big Data cluster running Hadoop (2.6.0)
and MongoDB (3.2.9).

3.1. Creation of Chinese Lexicon

Considering that there is limited work on sentiment for Chinese text, it is also reflected
in shortage as well as quality of available Chinese language lexicons. When looking into
available dictionaries we have identified that despite there are some duplication of words
these dictionaries complement each other. However biggest disadvantage was that they
had no intensity of sentiment. Only lexicon from Bo Yuan, Tinghua University [7] has
intensity associated with specific words, however, it has limited number of words. Other
approach such as HowNet [40] haS intensity associated with different dictionaries such
as ’most’, ’more’, etc. Also, dictionaries from Dalian University has a simple label for
positive and negative polarity. All other dictionaries that we found are formed and grouped
by positive or negative words.
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In creating our lexicon we considered the following dictionaries:

– Chinese Sentiment Word Weight Table from BoYuan in Tinghua University: It con-
tains 23,419 phrases with a positive or negative weight [7].

– How Net: has 17,887 phrases which are divided into 6 groups based on the phrases
emotional tendency, which are ”Positive Evaluation”, ”Negative Evaluation”, ”Posi-
tive Emotion”, ”Negative Emotion”, ”perception” and ”Adverb of degree” [40].

– Chinese emotional vocabulary from Dalian University of Technology Information
Research Laboratory. It contains 22,012 phrases [35].

– National Taiwan University Sentiment Dictionary - NTUSD: has both Simplified and
Traditional Chinese Character. It has 2,810 positive words and 8,276 Negative words
[31], [32].

– Tsinghua University Positive and Negative Dictionary which contains 4,468 negative
words and 5,567 positive words [20].

Apart of being limited in content and number of words these dictionaries have short-
coming as there is no sentiment intensity measures of individual words. Weight has been
mostly addressed by creating dedicated dictionaries for specific words which are grouped
based on association with: most, very, more, half, etc. This causes lower accuracy of senti-
ment score and also requires dedicated code in programming for calculation of sentiment,
which significantly slows down the sentiment calculation.

Fig. 4. Distribution of sentiment intensity of BoYuan Tinghua University lexicon

Therefore we created our own lexicon which combined existing dictionaries and added
weight intensity in accordance with meaning. In absence of human annotation, for exam-
ple we associated weight 3 times for words associated with most while 2 times for more,
etc. Also, we assigned weight +1 to words in positive dictionaries add -1 for words in neg-
ative dictionary. Words which existed in lexicons and had sentiment intensity validated by
humans we retained, such as from HowNet lexicon [9], [40].
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Result was comprehensive lexicon for Chinese language with over 40,000 terms with
associated weighting. We realize that the certain words still have only weight +1 or -1,
however, it is at this stage sufficient and more accurate than any existing method and any
existing lexicon. To further improve accuracy it is possible to engage people to do the
annotation of words sentiment weight, however, considering the fact that there are over
40,000 words and every individual could have different sentiment weight it is required to
survey several people for same terms, therefore this is lengthy and expensive task.

In Figure 4 is shown the distribution of BoYuan Tinghua University lexicon and Fig-
ure 5 presents the distribution of lexicon we compiled as part of this work, which is the
combination of several existing dictionaries.

Fig. 5. Distribution of sentiment intensity of our Lexicon

3.2. Sentiment Analysis of Chinese Short Text

As indicated in Section 2 there are many sentiment analysis methods proposed for En-
glish language and they are mostly lexicon based. With regard to sentiment analysis of
short Chinese language text there is limited work and process itself is more complicated
when compared to the sentiment analysis of English language, because text also requires
segmentation into meaningful terms. In Chinese language there are no spaces between
characters and specific meaning is often defined by combination of characters or words.
Encouraged by work of our Big data group on sentiment analysis for English language we
decided to follow same direction and propose lexicon based sentiment analysis method
for Chinese language. In Figure 6 we show concept of sentiment analysis of Chinese text
that has been proposed and developed in this work.

Calculation of sentiment was done according to the Algorithm 1. Once WEIBO Chi-
nese social media posts have been collected and stored in Mongodb databases in JSON
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Fig. 6. Sentiment analysis concept

format, with regard to sentiment calculation of posts first step is to only consider the con-
tent of the posted text within the post TEXT and encode text with UTF-8 encoding D,
suitable for Chinese language. Individual encoded text d is then considered for sentiment
calculation. In the next step, considering that there is no space to separate characters and
words in Chinese language, there is need to do the segmentation to meaningful words.
In Chinese language, one character usually does not have meaning, which is a challenge
itself to segment text written in Chinese into meaningful terms. For example, in English
”I love traveling”, ”traveling” is one word , however, in Chinese language, it needs two
characters ”lv” and ”you” to have the meaning of ”traveling”. Additionally, as there is no
space to separate words in a sentence, if we need to find ”traveling” in Chinese language it
is required to take into consideration both ”lv” and ”you” in order to have the meaning of
”traveling”. Segmentation of Chinese language is research topic itself, and it is obviously
outside of content of this work, it attracted significant attention in literature [13], [29], [2],
[30], [23].

In this work on developing sentiment analysis of Chinese short text we accepted and
followed jieba segmentation method [29]. Apart of being widely used jieba has advantage
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because it has libraries for python, which we could simple plug into python code for
sentiment analysis. Jieba can search the maximum probability path and most probable
combination based on the word frequency. It supports three word-segmentation models
(accurate mode, full mode and search engine mode), can process the traditional Chinese
word segmentation, and supports custom dictionaries [34]. Jieba segmentation libraries
files are publicly accessible at [29].

With regard to Algorithm 1, all segments from posts (SEG) are lopped and segments
(seg) are matched with lexicon (LEX). If segment exist in lexicon associated intensity
(wordsentiment) is obtained and added to the Sentence sentiment (sen sentiment). Be-
cause post in Weibo can be short or very long, we count number of segments (words) as
well as number of matching segments with lexicon (dictwords), which we take into con-
sideration when calculating sentiment of individual post. This is required because there
are more positive than negative words in Lexicon and therefore it is more likely that the
lengthy posts have more matching words with lexicon and therefore result in higher posi-
tive sentiment if adjustment was not performed.

Algorithm 1: SENTIMENT CALCULATION OF SHORT CHINESE TEXT

Input: Weibo posts in JSON format
Output: Text and Sentiment scores
WEIBO = Input Weibo posts in JSON format
LEX = Import Lexicon with sentiment intensity
TEXT = Extract only text field from post(WEIBO)
D = encode with UTF8(TEXT )
sen sentiment = 0
for d ∈ D do

words = 0
dictwords = 0
sentiment = 0
SEG = Perform Segmentation of text with jieba (d)
for seg ∈ SEG do

words = words + 1
if seg ∈ LEX then

wordsentiment = LEX(seg)
sen sentiment = sen sentiment + wordsentiment
dictwords = dictwords + 1

adjusted sent = sentiment ∗ dictwords / words

normalize to one = adjusted sent /
√

adjusted sent2 + 2
R = append(d, normalize to one)
return R

When all segments from individual post are taken into consideration at first adjusted
sentiment (adjusted sent) was calculated with the following equation:

adjusted sent = sentiment ∗ dictwords / words
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where dictwords represent number of words in post which has been matched with
lexicon and words is total number of words in post (to avoid influence of the length of
the post to sentence sentiment score).

Finally post sentiment is normalized to 1 to ensure that the sentiment is always be-
tween -1, for negative, and +1 for positive post. The following equation is used to normal-
ize sentiment to 1:

normalize to one = adjusted sent /
√
adjusted sent2 + 2

Normalized sentiment score is stored in database along the associated text and loop
continue to the next post until all posts are finished.

4. Experimental Evaluation

In our experimental evaluation we considered Sina Weibo posts posted in 2016 and 2017
that mentioned ’Great Barrier Reef’, in Chinese language. A total of 24,308 relevant posts
have been captured. As a demonstration of sentiment calculation we relied on our previ-
ous experience on Great Barrier Reef project [4], and selected several relevant keywords
including key locations (Townswille, Cairns, etc), food (Seafood), hotel and some rele-
vant activities such as ’snorkeling’ and calculated overall sentiment for these keywords.
In Table 1 we provide some sentiment scores calculated by method proposed in this work.
It can be seen, for example, that all related posts are positive in these 2 years, however,
the overall sentiment about the travel destinations was increasing, while only seafood
sentiment score dropped from 0.4474 to 0.4043.

Table 1. Sentiment Score of GBR related posts

Key words SentimentScore2016 SentimentScore2017
Cairns 0.3828 0.4042

Townswille 0.385 0.4484
Whitehaven Beach 0.3713 0.423

Whitsunday 0.3626 0.3473
Hamilton Island 0.354 0.343

Green Island 0.4398 0.4406
Heart Reef 0.481 0.4747

Hotel 0.3261 0.4314
Seafood 0.4474 0.4043

Snorkeling 0.3551 0.3525
Coral 0.3326 0.3766

Heart Reef 0.481 0.474
Fish 0.250 0.328

Considering that apart of text social media posts can contain other relevant metadata
we investigated what additional information metadata can provide. We noticed that out
of 24,308 captured posts, almost all users (99%) provided their location at the time of
registration, which could be good indication where the users are coming from. Figure 7
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shows a heat map to illustrate where in China the Weibo users who talked about the GBR
originate from at the time of registration of their accounts. Based on this details we could
identify number of users from different provinces, for example Beijing is top ranked (a
total of 5,091 users) that mentioned Great Barrier Reef, followed by Guangzhou Province
(2,389) and Shanghai (1,456). It is important to mention that this analysis result correlates
well with the results released by Queensland Tourism Industry Council which announced
that ”Markets in Chinas first-tier cities (Beijing, Shanghai, Guangzhou and Shenzhen”).
It has been also previously demonstrated that the social media data correlates well with
scientific observations [5]. Therefore, considering also observation in this work related to
first-tier cities it is evident that the metadata can be used to gain valuable information. It
is interesting to note that there are posts from all provinces in China, indicating that the
GBR is very popular in Chinese social media.

Fig. 7. Heat map of user locations that mentioned GBR from 2016 to 2017

Another analysis, shown in Figure 8, presents average sentiment in all posts that men-
tioned GBR depending on province where user opened their accounts. It is possible to
see that some provinces have higher or lower sentiment, which could be investigated and
found the reason for hihger or lower sentiment toward the GBR and findings can be used
for change in marketing strategy. This is another sample how meta data can be used.

Also, we noticed that about 15% od posts have exact geographic locations (longitude,
latitude) of posts, which can be used to identifythe points of interest.

Figure 9 shows distribution of posts in 2016. It is interesting to see that two peak times
of posting about GBR are February and September with increasing trend. In the Chinese
visitor satisfaction report says ”Chinese holiday tourists arriving in Australia for leisure
purpose have featured high seasonality. Australias summer tends to be the peak season for
Chinese tourists in order to avoid freezing winter. The peak season lasts for four months
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from November to February, covering several important holidays such as Christmas and
New Year’s Eve. Our finding correlates with this observation.

Fig. 8. Heat map of average sentiment in posts that mentioned GBR, depending on where
users originate from

Fig. 9. Number of posts per month in 2016
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5. Conclusions

Consumer perception assessments often rely on existing approaches to data collection
such as surveys and opinion polls. However, these methods have a range of limitations
both in terms of sample size and bias. There is also risk that the traditional methods are
unable to capture opinions and behaviors due to relatively small sample size, as sample
size is limited due to the cost of survey. To overcome these limitations, we proposed to
tap into available social media post and perform Big Data analytics. Due to the fact that
there are many Chinese tourist in Australia, specifically in area of Great Barrier Reef, we
decided to gain insight into tourists with Chinese background by capturing and calculating
sentiment of Sina Weibo Chinese social media posts.

Despite sentiment analysis is well researched and matured area for English language
there is limited attention for Chinese language and is mostly concentrated to lexicon cre-
ation, which itself are small and do not have word sentiment intensities. To overcome
shortcomings of existing approaches, in this work we proposed and tested method to
identify sentiment in Chinese social media posts. We developed method to crawl the web
and specifically collected Weibo posts that mentioned word Great Barrier Reef both in
Chinese language and English language. We also elaborated process of capturing, man-
aging, described creation of comprehensive Chinese lexicon with sentiment intensity and
proposed algorithm for sentiment calculation. In contrast to all other existing methods
proposed method takes into consideration length of the text as well as number of identi-
fied words in lexicon. To the best of our knowledge this is the very first method which
avoid bias because there are more negative than positive words in lexicon and therefore
longer posts tend to be more negative, due to the fact that in longer posts there are more
likely to have more matching words in lexicon.

Additionally we provided samples of other valuable information, as a proof of con-
cept, which can be extracted from social media posts meta data; such as where from
Chinese people who have interest and comment on GBR originate from as well as what is
the average sentiment depending on locations users indicated as their place of residence.
In case study related to sentiment toward the different GBR destinations we demonstrated
that the proposed method is effective to obtain information and to monitor visitors’ opin-
ion.

As of future work to further improve accuracy of sentiment analysis a more compre-
hensive lexicon is needed, especially a lexicon that can include words that people like to
use in social media, as well as emoji, need to be taken into consideration.
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Abstract. Existing approaches to business process model-driven synthesis of data
models are characterized by a direct synthesis of a target model based on source
models represented by concrete notations, where the synthesis is supported
by monolithic (semi)automatic transformation programs. This article presents an
approach to automated two-phase business process model-driven synthesis of
conceptual database models. It is based on the introduction of a domain specific
language (DSL) as an intermediate layer between different source notations and the
target notation, which splits the synthesis into two phases: (i) automatic extraction
of specific concepts from the source model and their DSL-based representation,
and (ii) automated generation of the target model based on the DSL-based
representation of the extracted concepts. The proposed approach enables develop-
ment of modular transformation tools for automatic synthesis of the target model
based on business process models represented by different concrete notations.
In this article we present an online generator, which implements the proposed
approach. The generator is implemented as a web-based, service-oriented tool,
which enables automatic generation of the initial conceptual database model
represented by the UML class diagram, based on business models represented by
two concrete notations.

Keywords: BPMN, business process model, conceptual database model, domain
specific language, extractor, generator, model-driven, service-oriented, UML.

1. Introduction

Data models are essential to any information system. The process of data modeling is not
straightforward. It is often time-consuming and requires many iterations before the final
model is obtained. Therefore, automatic data model design is very appealing and has been
the subject of research for many years.

The majority of existing approaches to automated data model design are linguistics-
based, since natural languages are commonly used for requirements specifications.
However, their utilization is questionable for languages with complex morphology.
Currently, there are several alternative approaches taking collections of forms or models
(graphically specified requirements) as the basis for automated data model design, instead
of textual specifications.

? This article constitutes an extended version of the conference paper entitled ”An Online Business Process
Model-driven Generator of the Conceptual Database Model” presented at the 8th International Conference
on Web Intelligence, Mining and Semantics – WIMS’18, June 25-27, 2018, Novi Sad, Serbia.
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The idea of model-driven design of data models is already thirty years old [15].
However, the fully automatic model-driven synthesis of the data model (MDSDM) is still
the subject of extensive research. In existing literature there is only a small number of
papers presenting the implemented automatic model-driven generator of the target data
model with corresponding evaluation results, while the great majority only present modest
achievements in (semi)automated, or even manual, data model synthesis.

The existing MDSDM approaches are characterized by the direct data model
synthesis based on source models represented by some concrete notation such as BPMN1

or UML2 activity diagram, where the synthesis is supported by monolithic transformation
programs. Direct synthesis introduces dependency of the generation process from the
source notation, because different source notations require different generators. There-
fore, these generators depend on changes of notations, which are caused by metamodel
changes and/or vendor specific implementations. The existing tools are also platform-
dependent since they are mainly implemented as transformation programs deployed
in some development platform (mainly Eclipse-based). Overcoming these shortcomings
motivates our research with the following objectives: (1) define an approach to business
process model-driven synthesis of conceptual database models, which enables the
development of modular transformation tools for automatic synthesis of the target model
based on source models represented by different notations with reduced dependency of
the generation process from the source notations; (2) implement an online generator of
conceptual database models based on the proposed approach, which facilitates database
design as well as development of web-based environments for automatic business process
model-driven database design.

In this article we present an approach that fulfills the aforementioned research
objectives. It is based on the introduction of a domain specific language (DSL) as an
intermediate layer between different source notations representing business process
models (BPMs) and the target notation representing the conceptual database model
(CDM). This simple DSL, called Business Model Representation Language (BMRL), is
used to represent BPM concepts (such as participants, objects, tasks, etc.) having semantic
potential for automatic CDM synthesis. With the introduction of BMRL, the CDM
synthesis is split into two phases. In the first phase, specific concepts are to be
extracted from the source BPM and represented by BMRL. Such an extraction can
be easily implemented for different source notations. In this article we completely
present extraction from BPMN models. In the second phase, the target CDM is to be
generated based on the BMRL-based representation of the extracted BPM concepts.
This generator is to implement a rather complex set of rules, which are dependent on
simple and unique BMRL concepts, but independent of different source notations. This
constitutes the first main contribution of the article.

The second main contribution of the article is related to the development and
presentation of an online, publicly available, service-oriented CDM generator, which
implements the proposed two-phase approach to BPM-driven CDM synthesis. Its usage
could be twofold: (i) developers are able to implement their own applications consuming
the exposed web service, (ii) database designers are able to use the implemented client
application aimed at BPM-driven CDM synthesis.

1 Business Process Model and Notation [50]
2 Unified Modeling Language [51]
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This article constitutes an extended and complete version of two closely related
conference papers. The first paper [17], which proposed the first ideas about two-phase
data model synthesis, was presented at the 7th International Conference on Model and
Data Engineering – MEDI’17. The second paper [18], which presented implementation
of the first online two-phase BPM-driven CDM generator, was presented at the 8th
International Conference on Web Intelligence, Mining and Semantics – WIMS’18.
The content of both conference papers is merged and expanded by: (1) a detailed
presentation of the related work, (2) detailed presentation of the proposed approach
with particular focus on BPMN as the starting notation, (3) recent achievements related
to the implementation of the online generator applying the proposed approach, and
(4) evaluation of the approach and implemented online generator.

The article is structured as follows. After the introduction, the second section presents
the related work. The principles of the two-phase BPM-driven CDM synthesis are
considered in the third section. The fourth section presents the semantic capacity of BPMs
for automatic CDM synthesis, as a basis for DSL specification. The first phase of the
CDM synthesis is presented in the fifth section, while the second phase is presented in the
sixth section. The seventh section presents the implementation of the online generator.
An illustrative example of the two-phase BPM-driven CDM synthesis is presented in the
eighth section. The proposed approach is evaluated in the ninth section. Finally, the last
section concludes the article.

2. Related Work

The survey [15] shows that existing MDSDM approaches, with respect to the primary
focus of the source notation, can be classified as: function-oriented, process-oriented,
communication-oriented and goal-oriented. The chronological overview of the existing
MDSDM approaches, grouped by the source notation, is given in Fig. 1. Different marks
are used to differentiate the source model completeness, which can be complete or partial
(partial source model contains a single diagram, although a real model contains a finite set
of diagrams). The figure also shows the level of automatisation for the approaches, which
can be manual (not supported by any software tool), semiautomatic (supported by a tool,
but designer’s assistance is still required), or automatic (without designer’s assistance).
The arrows are used to emphasise the related papers presenting the improvements in the
same approach.

Our approach belongs to the process-oriented approaches. As shown in Fig. 1, process-
oriented models (POMs) constitute the largest category of models used as a source for
MDSDM. Although the first data model synthesis based on a POM (A-graph) was
proposed by Wrycza [64] in 1990, the boom of these approaches was influenced by the
development of metamodel-based notations, particularly UML AD (Activity Diagram)
and BPMN, as well as model-to-model transformation languages ATL3 and QVT4.

The survey [15] shows that POMs, used as a basis for data model synthesis, have
been represented by seven different notations: BPMN, UML AD, Petri Net, RAD (Role
Activity Diagram), GRAPES-BM/TCD, EPC (Event-driven Process Chain) and A-graph.
Although there are more than 40 papers considering the POM-based MDSDM, the

3 ATLAS Transformation Language [38]
4 Query/View/Transformation [49]
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Fig. 1. Overview of existing MDSDM approaches
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survey shows that the semantic capacity of POMs has still not been sufficiently identified
to enable automatic synthesis of a complete data model. Furthermore, the majority
of the approaches enable semiautomatic generation of the target model with modest
completeness and precision. The majority of all POM-based approaches are also based on
guidelines and informal rules that do not enable automatic MDSDM.

The BPMN is the most commonly used source notation for POM-based MDSDM.
Among almost 20 papers, there are three QVT-based proposals [53, 54, 42], but with
modest achievements in the automatic generation of analysis level class diagrams. There
is an XSLT-based proposal [29] for automatic generation, as well as several proposals
[55, 11, 12, 28, 30] for semiautomatic generation of class diagrams. A MDSDM based on
BPMN is also considered in [65, 48, 30], but without implementation. The formal rules for
automatic CDM synthesis based on BPMN are presented in [21, 56], and partially in [26,
27]. Other papers consider only the guidelines that do not enable automatic synthesis. A
set of interrelated BPMs is considered in [27, 56], but the approaches are not implemented.

Among more than ten papers using UML AD as the source notation, only [23] presents
an automatic CDM generator (named ADBdesign) based on the complete source model.
Several papers [39, 40, 52, 16, 13, 22, 14] present the automatic, mainly ATL- and QVT-
based, data model generation based on the incomplete source model, but with modest
completeness and precision, while the others present only manual data model derivation.

There are also several related papers proposing the usage of TCD notation as a
starting point for MDSDM, initially through an intermediate model, while [46] presents
the BrainTool generator, which generates the data model directly from the TCD. However,
like the majority, they do not consider the complete source model. Among the other
POM-based approaches, there are only two papers [10, 34] presenting software tools for
the (semi)automatic data model generation based on the partial source model.

The survey [15] shows that function-oriented models (FOMs), used as a basis for
data model synthesis, have been represented by four different notations: DFD (Data
Flow Diagram), SADT/IDEF0, TFM (Topological Functioning Model), and UML UCD
(Use Case Diagram). Although the first ideas about the FOM-based MDSDM appeared
in the second half of the 1980s, the survey shows that the semantic capacity of FOMs
has not been sufficiently identified to enable automatic synthesis of the complete target
data model. The large majority of the approaches are based on guidelines and informal
rules and take an incomplete source model as the basis for data model synthesis. The
automatic data model generation is presented in [8, 62, 33, 9, 32], while the semiautomatic
generation is presented in [61, 43, 6, 57].

The survey [15] shows that goal-oriented models (GOMs), used as a starting point for
data model synthesis, have been represented by the i* notation and some i*-originated
notations like TROPOS, V-graph, and WebGRL. The automatic data model synthesis (to
some extent) is presented in [25, 4, 3, 5, 59, 37, 45, 2, 1, 60]. The GOM-based approaches
use complete source models.

The smallest number of models used for MDSDM are communication-oriented
models (COMs). They have been represented by three different notations: UML SD
(Sequence Diagram), CED (Communicative Event Diagram) and ICONIX (Robustness
Diagram). UML SD is used in the majority of COM-based MDSDM approaches. The
automatic data model synthesis is presented in [35, 36], while the semiautomatic synthesis
is presented in [41, 58, 44, 31].
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The large majority of all proposed MDSDM approaches are not evaluated at all (more
than 90% according to [15]). Most of the papers reporting evaluation results mainly
focus on approach usability, but not on the qualitative/quantitative assessment of the
implemented tools or generated data models. The GOM-based approaches are not
evaluated. Only one COM-based approach [31] is evaluated based on lab demos and a
controlled experiment with master students (model completeness is ∼70%). Regarding
the evaluation of the FOM-based approaches, only [61] presents evaluation results based
on a controlled experiment (but the authors do not focus on the assessment of method
effectiveness and efficiency). Regarding the evaluation of the POM-based approaches,
three papers [21, 23, 47] report case-study based evaluation, while the results of con-
trolled experiments are reported in [28, 34, 7, 19]. The most complete evaluation results
of an MDSDM approach, which are based on the experiment conducted with a significant
number of database practitioners, are presented in [19, 20] (average model completeness
and precision are over 80%).

This article presents the recent achievements of an ongoing long-term research
project about automatic BPM-driven CDM synthesis. The first ideas and prototype
implementation (ADBdesign) were presented in 2010 [16]. The initial implementation
was based on BPMs represented by UML ADs. The initial set of rules was upgraded,
amended, and formalised in [14]. The automatic synthesis based on the finite set of UML
ADs, was presented in [23]. The set of formal rules [14] was amended and applied [21] to
collaborative BPMs represented by BPMN, and subsequently improved after a controlled
experiment conducted with undergraduate students [7]. Through the experiment with
students we obtained a very high completeness and precision of automatically generated
CDMs (both average measures over 85%). After that experiment, we conducted the
experiment [19, 20] with database practitioners, which almost confirmed the previous
results. Based on the semantic capacity of POMs, which was identified and proved in the
previous research and conducted experiments, we specified the aforementioned DSL
named BMRL and proposed the two-phase BPM-driven approach to CDM synthesis
[17]. This approach is depicted in Fig. 1 as notation-independent and outside of any
POM region. In this article, we provide a detailed presentation of the approach, and
the most recent implementation of the online CDM generator [18] based on the proposed
approach.

In comparison to the existing approaches, the proposed approach is characterized by
two-phase synthesis of the target model, while the existing approaches are characterized
by direct synthesis. The implemented tool, in comparison to the existing tools, is
the first online, web-based, publicly available tool. It is not dependent on any particular
modeling platform, and enables automatic synthesis based on two different concrete
source notations, in contrast to the existing tools, which are platform-dependent and
enable (semi)automatic synthesis on the basis of a single starting notation. Furthermore,
the implemented functionality is also available through the publicly available web service,
which could be consumed from other modeling tools and platforms. Since the proposed
two-phase approach is based on the previously experimentally evaluated approach to
direct synthesis, this online tool is also characterized by very high effectiveness and
efficiency, while the existing tools are not experimentally evaluated.
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3. Two-phase BPM-driven CDM Synthesis

The MDSDM process is driven by a set of transformation rules combining two
related sets of actions aimed at extracting characteristic concepts from the source model(s)
and generating the corresponding concepts in the target model. In the existing MDSDM
approaches, these two sets of actions are strongly coupled, meaning that the synthesis
is performed by a single transformation program extracting concepts from the source
model(s) and generating the target model. In the case of BPM-driven approaches, this
means that a transformation program takes source BPMs represented by some concrete
notation such as BPMN or UML AD, and generates the target data model represented by
another concrete notation such as UML class diagram. Such direct synthesis has certain
advantages such as directness and implementation facilitated by standardized transforma-
tion languages (e.g. ATL and QVT). However, it also requires different generators
for different source notations. Therefore, these generators depend on modifications of
the source and target notations (caused by metamodel changes and/or vendor specific
implementations), and transformation rules as well. While the source notation-related
modifications require modifications of only the corresponding generator, any modification
of the transformation rules and/or target notation requires modifications of all generators,
which can be considered a disadvantage of the direct synthesis.

In this article we argue that the above-described disadvantage can be reduced by
decoupling the extracting and generating actions by separating them into two indepen-
dent and consecutive activities, and splitting the synthesis into two phases. This can be
achieved by introducing an intermediate layer between the source and target models. In
the first phase, specific concepts are to be extracted from the source model(s) and
represented at the intermediate layer. This can be achieved by transformation programs
called extractors. A different extractor is required for each source notation. In the second
phase, the target data model is to be generated based on the intermediate representation of
the extracted concepts, which can be achieved by a single transformation program called
generator. If we assume that the introduced intermediate layer is invariable5, then the
extractors depend only on the source notation-based modifications, while the generator
depends on the modifications of the transformation rules and/or target notation. Like
in the direct synthesis, the source notation-related modifications require modifications
of only the corresponding extractor. However, any modification of the transformation
rules and/or target notation requires modifications of only one generator. In this way
the indirect two-phase data model synthesis can significantly reduce implementation
efforts required to support diversity and/or modifications of the source notations and
transformation rules for data model synthesis. Apart from the easier maintenance, the
indirect synthesis could also be more effective in solving portability and interoperability
issues, model checking, etc.

Alternatively to the proposed approach, some disadvantages of the direct synthesis
could be reduced by applying a hybrid approach, which means that we may choose
one (primary) source notation and implement the appropriate generator applying the
principles of direct synthesis. The source models represented by other (secondary)
modeling notations should be firstly transformed into the corresponding (equivalent)

5 Strictly speaking, the intermediate layer is not immutable. Its changes occur with the additionally identified
semantic capacity of BPMs for automatic CDM synthesis. However, these changes happen quite seldom
compared with the related changes of source BPM notations.
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models represented by the primary notation, and then the generator could be applied in
order to obtain the target data model. For example, if we choose BPMN as the primary
notation, then we need only the BPMN-based CDM generator, while the source models
represented by some other notation (e.g. UML AD) should be firstly transformed into
the corresponding BPMN models and subsequently used as the source for BPMN-based
CDM synthesis. However, such a hybrid approach will also share the majority of
the direct synthesis’ disadvantages (transformers are dependent on both primary and
secondary notations).

Following the idea of indirect data model synthesis, this article presents an approach
to automated two-phase BPM-driven CDM synthesis. Although the intermediate layer
could be differently represented, we use a DSL called Business Model Representation
Language (BMRL) for its representation. It is a simple DSL for the representation of
BPM concepts enabling the automatic CDM synthesis. Its specification is based on the
results of our previous research [14, 21] indicating that BPMs are characterised by
some typical concepts (such as participants and objects) and facts (such as creation of
objects and usage of objects) that enable automatic CDM synthesis. Those concepts and
facts are inherent to BPMs, but their representation may differ in different modelling
languages. Independently of the used modelling notation, those concepts and facts
have certain properties, meanings and roles (we use the semantic capacity term) that
allow us to derive conclusions about the corresponding data model concepts (entity types,
relationship types, etc.) and rules for mapping source BPMs to the target CDM.

With the introduction of BMRL, the CDM synthesis is split into two phases (Fig. 2). In
the first phase, specific concepts are to be extracted from the source BPM and represented
by BMRL. We illustrate the approach for two different notations (UML AD and BPMN)
and provide details about the implemented extractors. In the second phase, the CDM
(represented by the UML class diagram) is to be generated based on the BMRL-based
representation of the extracted concepts. The generator has to implement a rather complex
set of rules, which are dependent on simple and unique BMRL concepts, but independent
of different source BPM notations.

Fig. 2. Transition from direct (one-phase) to indirect (two-phase) data model synthesis
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From the technical perspective (Fig. 3), the implemented extractors extract specific
concepts from the source models conforming to the corresponding metamodels, and
generate the corresponding BMRL representation of the extracted concepts according
to the BMRL metamodel. The CDM generator generates the target model represented
by UML class diagram conforming to the corresponding metamodel. As illustrated in
Fig. 3, the proposed two-phase approach enables simple extensibility and support for other
process-oriented notations (which are not necessarily metamodel-based) by implementing
additional extractors.

Fig. 3. Technical perspective of two-phase BPM-driven CDM synthesis

4. Semantic Capacity of BPMs for Automatic CDM Synthesis

As already stated, the previous research [14, 21, 7, 19, 20] implies that several common
BPM concepts have semantic capacity for automatic CDM synthesis. This section
provides a brief overview6 and illustration (Fig. 4) of the identified semantic capacity of
BPMs for automatic MDSDM. The identified semantic capacity constitutes the basis for
the specification of BMRL and corresponding rules for both phases.

Typical BPM concepts that enable automatic generation of entity types (classes) in
the target CDM are: participants, roles, objects, message flows, and activations of existing
objects. Participants (may) have different roles. Participants and their roles are represented
differently in BPMs (pools/lanes, partitions/subpartitions). All types of participants, and
all their roles as well, are to be mapped into the corresponding classes in the target CDM
(rule T1). During the execution of a business process, participants perform tasks (actions)
and exchange messages. Each different type of objects, and message flows as well, is to be
mapped into the corresponding class in the target CDM (T2). Each task/action may have
a number of input and output objects that can be in different states. The objects can be
generated in the given process, or existing – created in some other process. An activation
represents the fact that an existing object constitutes input in a task that changes its state.
Activated objects have the semantics similar to that of generated objects and need to be
represented with a corresponding class (activation class) (T3).

6 A complete formal specification of transformation rules for direct BPM-driven CDM synthesis is given in
[14, 21, 20].
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Fig. 4. Mapping of BPM concepts into CDM concepts

There are several common patterns in BPMs enabling automatic generation of
relationship types (associations) in the target CDM. They enable generation of three types
of associations: participant-participant, participant-object, and object-object. Participant-
participant associations originate from the fact that a participant may have different roles.
This implies that the class representing a pool should have associations with classes
representing corresponding lanes (T4). Process patterns having semantic potential for
the generation of participant-object associations are: creation and subsequent usage of
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generated objects (T5), exchange of messages (T6), and activation and subsequent usage
of activated objects (T7). Every mentioned fact is to be represented by corresponding
association(s) with multiplicities 1:* or 0..1:*. There are two bases for the generation of
object-object associations: (i) activation (T8), which is represented with an association
between the class that represents the existing object and the class that represents its
activation, and (ii) tasks having input and output objects of different types (T9), where
the association end multiplicities depend on the nature of the objects (if they are either
generated, non-activated existing or activated existing objects).

5. Phase I: DSL-based Representation of BPM Concepts

The first phase of the CDM synthesis includes the extraction of concepts from the
source BPM and their BMRL-based representation. This section presents the BMRL
specification and implementation of BPM extractors.

5.1. BMRL Specification

DSL is a computer programming language of limited expressiveness focusing on a
particular domain. Programming languages, including DSLs, consist of three main
elements: concrete syntax, abstract syntax and semantics [63]. The concrete syntax
defines the notation with which users can express programs (it may be textual, graphical,
tabular or combined). The abstract syntax is a data structure that can hold the semantically
relevant information expressed by a program (most often represented by a tree or
graph). There are two kinds of semantics. The static semantics is defined by a set
of constraints and/or type system rules to which programs have to conform, while
execution semantics refers to the meaning of a program once it is executed [63].

Based on the identified semantic capacity of BPMs for MDSDM, we defined a
DSL named Business Model Representation Language (BMRL). For its specification we
used Xtext7 framework. Xtext belongs to parser-based approaches, in which a grammar
specifies the sequence of tokens that forms structurally valid programs. In such systems,
users interact only with concrete syntax, while the abstract syntax tree (AST) is
constructed from the concrete syntax of a program [63]. Xtext relies on Eclipse Modeling
Framework (EMF) [24] models for internal AST representation.

The Ecore metamodel of BMRL and its grammar are shown in Fig. 5. A BMRL
program contains an arbitrary number of abstract elements: PackageDeclaration.
Import, GeneralizedParticipant, Task, Object, ObjectReference, and
IOObjectReference. Each business process participant can be represented by the
Participant element. Participants can have roles (Role), and each role can have sub-
roles. The Participant and Role elements have the name attribute. Participants (or
participants with specified roles) perform tasks (Task). The Task element has the name
attribute. Each task can have inputs and outputs, which are represented by input/output
specification elements (IOObjectReference). Each different type of objects is
represented by the Object element. For each type of objects, one or more references
(ObjectReference) can be specified, since objects can be in different states (state).
The existing attribute shows whether the given reference represents a reference to an

7 http://www.eclipse.org/Xtext/
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grammar org.unibl.etf.BMRL with org.eclipse.xtext.common.Terminals
generate bMRL "http://www.etf.unibl.org/bmrl2cd/BMRL"
Model:

(elements+=AbstractElement)*;
PackageDeclaration:

’package’ name=QualifiedName ’{’ (elements+=AbstractElement)* ’}’;
AbstractElement:

PackageDeclaration | Import | GeneralizedParticipant | Object |
ObjectReference | Task;

QualifiedName:
ID (’.’ ID)*;

Import:
’import’ importedNamespace=QualifiedNameWithWildcard;

QualifiedNameWithWildcard:
QualifiedName ’.*’?;

GeneralizedParticipant:
Participant | Role;

Participant:
’participant’ name=ID;

Role:
’role’ name=ID (’(’ superRole=[Role|QualifiedName] ’)’ | ’of’

participant=[Participant|QualifiedName]);
Object:

’object’ name=ID;
ObjectReference:

’objectReference’ name=ID ’references’ object=[Object|QualifiedName]
(’[’ state=ID ’]’)? (existing?=’existing’)?;

IOObjectReference:
reference=[ObjectReference|QualifiedName]

’multiplicity’ multiplicity=Multiplicity;
Task:

’task’ name=ID ’{’
’actor’ ’:’ actor=[GeneralizedParticipant|QualifiedName]
(’input’ ’(inputObjects+=IOObjectReference)* ’}’)?
(’output’ ’{’ (outputObjects+=IOObjectReference)* ’}’)? ’}’;

Multiplicity:
INT | ’-1’;

Fig. 5. BMRL metamodel (top) and grammar (bottom)

existing object, or to an object generated in the given BPM. The IOObjectReference
references one of the ObjectReference elements and specifies its multiplicity. BMRL
supports the use of packages (PackageDeclaration) and imports (Import) in order
to avoid name ambiguities.
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5.2. BPM Extractors

As previously described, the first phase includes the extraction of important concepts
from the source BPM and their representation according to the implemented DSL.
This extraction and generation of the corresponding BMRL code can be implemented in
different ways, either by using general purpose or specialized transformation languages.
We used Acceleo8 for the implementation of extractors. So far, we have implemented
two extractors – one for BPMN and another one for UML AD. In this article we provide
implementation details only for the BPMN extractor9.

The BPMN extractor performs the extraction of characteristic concepts from the source
BPM represented by BPMN (the related BPMN metamodel [50] excerpt is shown in
Fig. 6), and generates the corresponding BMRL representation of the extracted concepts.

Fig. 6. BPMN metamodel [50]

The formal rules for the extraction of concepts from BPMN and their BMRL-based
representation are given in Tables 1 and 2. This set of rules enables the extraction of:
participants and their roles, generated and existing objects, as well as tasks having input
and/or output objects.

For each Participant in the source model, the corresponding Participant
element (of the same name) has to be generated in the BMRL. For each Lane the
corresponding Role element has to be generated. The generated Role belongs to the
Participant that corresponds to the Participant containing the given Lane.

Each Task may have input and/or output objects (DataInput, DataOutput,
DataObjectReference, and MessageFlow), which can be in different states. For
each DataInput, DataOutput, MessageFlow, and DataObject referenced
by DataObjectReference, the corresponding Object and ObjectReference
elements have to be generated. The Object element represents different type of objects

8 http://www.eclipse.org/acceleo/
9 Implementation details for the UML AD extractor are presented in [17].
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and it has to be named the same as the given source element. The ObjectReference
element represents the concrete object and it should be named by concatenating the names
of the object and its state. Attributes state and existing of the ObjectReference
depend on the state and nature (generated/existing) of the given source element. If it
represents the existing object, then its name should be prefixed with ’Existing’.

For each Task element in the source model, the corresponding Task has to be
generated, whose actor attribute corresponds to the GeneralizedParticipant
performing the given task, while the inputObjects and outputObjects attributes
are represented by the IOObjectReference elements generated for dataInput-
Associations and dataOutputAssociations elements of the task, as well as
for MessageFlows referencing the given task. The multiplicity attribute has to
be set based on the isCollection attribute of the element referenced by the (input or
output) data association or message flow.

For each MessageFlow element referencing Participant or Event in the source
model, the corresponding Task (named ’SendMessage’ or ’ReceiveMessage’)
has to be generated. Actor of the generated task is GeneralizedParticipantwhich
corresponds to the Participant referenced by the message flow, or the Participant
related with the Event referenced by the message flow.

Figure 7 (on the left) provides an illustration of the extraction of specific concepts
from a simple BPM (BPMN) and generation of the corresponding BMRL code. This
simple BPM represents an activation of the existing object Book, which is performed by
the Librarian participant. The dashed arrows depict the mapping of source BPMN
concepts into the target BMRL concepts.

Fig. 7. From BPM (BPMN) through BMRL to CDM (UML CD)
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6. Phase II: DSL-based CDM Synthesis

The second phase includes automatic generation of the target CDM represented by UML
class diagram (related UML metamodel [51] excerpt is shown in Fig. 8) based on the
BMRL representation of the source BPM.

The rules for the automatic generation of the UML class diagram, based on the BMRL
representation of the source BPM, are given in Tables 3 and 4. The first two columns
contain source and target concepts, while the third column contains labels for the
corresponding mapping rules illustrated in Fig. 4. An informal description of these rules
is given in Sect. 4.

The formal rules constitute the basis for the implementation of the CDM generator.
The generator can be implemented in different ways. In our case, it is implemented as an
automatic Xtend-based10 generator.

Figure 7 above (right side) provides an illustration of the automatic generation of
the UML class diagram. The dashed arrows are used to illustrate mappings of BMRL
concepts into the UML concepts.

Fig. 8. UML CD metamodel [51]

Table 3. Mapping of BMRL concepts into UML class diagram concepts

Source BMRL concepts Target UML CD concepts Rules

p:Participant ep:Class T1

{ep.name=p.name}
r:Role er:Class T1

{r.participant=p} {er.name=concat(r.participant.name,r.name)}
rpr:Association T4

{rpr.name=concat(r.participant.name,er.name) ∧
rpr.memberEnd.source=ep ∧
multiplicity(rpr.memberEnd.source)=1 ∧

rpr.memberEnd.target=er ∧
multiplicity(rpr.memberEnd.target)=*}

10 http://www.eclipse.org/xtend/
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Table 4. Mapping of BMRL concepts into UML class diagram concepts (continued)

Source BMRL concepts Target UML CD concepts Rules

o:Object eo:Class T2

{eo.name=o.name}
t:Task, ea:Class T3

in:IOObjectReference[0..*], {ea.name=concat(in.reference.object.name,
out:IOObjectReference[0..*] out.reference.state)}
{in=t.inputObjects ∧ rpa:Association T7

out=t.outputObjects ∧ {rpa.name=t.name) ∧
in.reference.existing=true ∧ rpa.memberEnd.source=(ep ∨ er) ∧
in.reference.object= multiplicity(rpa.memberEnd.source)=1 ∧
out.reference.object} rpa.memberEnd.target=ea ∧

multiplicity(rpa.memberEnd.target)=*}
roa:Association T8

{roa.name=t.name) ∧
roa.memberEnd.source=eo ∧
multiplicity(roa.memberEnd.source)=1 ∧

roa.memberEnd.target=ea ∧
multiplicity(roa.memberEnd.target)=*}

t:Task, rgc:Association T5

in:IOObjectReference[0..*], {rgc.name=t.name) ∧ T6

out:IOObjectReference[0..*] rgc.memberEnd.source=(ep ∨ er) ∧
{in=t.inputObjects ∧ multiplicity(rgc.memberEnd.source)=1 ∧
out=t.outputObjects ∧ rgc.memberEnd.target=eo ∧
@in | in.reference.object= multiplicity(rgc.memberEnd.target)=*}

out.reference.object}
t:Task, ru:Association T5

in:IOObjectReference[0..*] {ru.name=t.name) ∧ T6

{in=t.inputObjects ∧ ru.memberEnd.source=(ep ∨ er) ∧ T7

in.reference.existing=false} multiplicity(ru.memberEnd.source)=0..1 ∧
ru.memberEnd.target=(eo ∨ ea) ∧
multiplicity(ru.memberEnd.target)=*}

t:Task, roo:Association[n] T9

in:IOObjectReference[0..*], {roo.name=t.name) ∧
out:IOObjectReference[0..*] roo.memberEnd.source=(eo ∨ ea) ∧
{in=t.inputObjects ∧ multiplicity(roo.memberEnd.source)=sm ∧
out=t.outputObjects ∧ roo.memberEnd.target=(eo ∨ ea) ∧
in.reference.object 6= multiplicity(roo.memberEnd.target)=tm}
out.reference.object}

n =

{
1, in.multiplicity ∈ {1, ∗}
in.multiplicity, otherwise

low(sm) =



0, in.multiplicity = ∗ ∨
∃r ∈ in | r.reference.object =

out.reference.object ∧
r.reference.existing = false

1, otherwise

high(sm) =

{
∗, in.multiplicity = ∗
1, otherwise

low(tm) = 0

high(tm) =


∗, out.multiplicity 6= 1 ∨

in.reference.existing = true

1, otherwise
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7. Online Two-phase BPM-driven CDM Generator

The proposed approach enables implementation of a modular tool for BPM-driven CDM
synthesis, which consists of loosely coupled components aimed at automatic extraction of
specific concepts from the source BPMs represented by different concrete notations, their
BMRL-based representation, and automatic CDM generation.

Like all tools in the existing tool-supported MDSDM approaches, our initial set of
tools, presented in [17], was also platform-dependent, since all tools were implemented
as Eclipse plug-ins. In order to obtain a platform-independent and publicly available tool
for the BPM-driven CDM synthesis, we performed the migration of these tools into a
SOA11 application.

7.1. Architecture of Online Generator

The online generator is implemented as an orchestration of web services. Its architecture is
presented in Fig 9. We used the REST architectural style for implementation of services.
In a positive scenario, the orchestrator service receives a source BPM represented by
BPMN or UML AD (input.bpmn/input.uml), and returns the corresponding CDM
(cdm.uml) to the caller.

In the first phase, the orchestrator service sends the source BPM to the correspond-
ing extractor service, which takes the XMI representation of the source model, genera-
tes the corresponding BMRL code (input.bmrl) and returns it to the orchestrator
service. Currently, two extractor services (shown as BPMN extractor and UML AD
extractor in Fig 9) are implemented. Implementation is based on the Java archives
(JAR) obtained by exporting the Acceleo-based extractors [17]. The proposed architecture
enables easy extension of the online generator by additional extractors aimed at extraction
of characteristic concepts from BPMs represented by other notations.

Fig. 9. Architecture of the online CDM generator

11 Service-oriented architecture
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In the second phase, the orchestrator service sends the generated BMRL representa-
tion (input.bmrl) to the generator service (UML CD generator), which takes
the BMRL code, generates the XMI representation of the target CDM (cdm.uml) and
returns it to the orchestrator service. Implementation of the generator service is based on
the Java archive obtained by exporting the Xtend-based generator [17].

Each extractor stores the source model and generated BMRL code in appropriate
server repositories. The generator service stores the generated CDM in the corresponding
repository, as well. These repositories will be used in the future for further analysis of the
approach and implemented system.

Currently, we are developing the online generator further. The next release will include
the layouter service (UML CD layouter in Fig 9) aimed at automatic generation of the
layout of the UML class diagram (cdm.notation), in order to enable visualization of
the automatically generated CDM in the browser.

7.2. Usage of Online Generator

The usage of the implemented online generator can be twofold. In the first scenario,
developers are able to implement their own applications invoking the exposed web service
that orchestrates the two-phase CDM synthesis. In the second scenario, database designers
are able to use the implemented client application.

For the first usage scenario, the online CDM generator12 exposes one method for
the target CDM generation, which accepts the multipart/form-data media type.
The request should consist of two required named body parts "source model type"
and "input". The "source model type" body part defines the type of the
input model. The permitted values are "AD" for UML AD and "BPMN" for BPMN.
The "input" body part is the uploaded source model file. In the case of a success-
ful generation of the target model, the service responds with status 200 (OK) and
produces the application/octet-stream media type representing the generated
target model. In the case of any error, the service responds with status 204 (no
content)13. An example of the service client14 is given in Fig 10.

The second usage scenario of the online generator is a client application15 (Fig 11).
Through this application database designers are able to upload the source BPM and
download the XMI-representation of the automatically generated CDM, which can subse-
quently be imported and visualized in a certain modeling tool/platform. The visualization
and editing functionalities of automatically generated models in the web browser are
not currently supported by the implemented client application. The relevant work is
underway.

12 The implemented online generator is available at:
http://m-lab.etf.unibl.org:8080/amadeos/services/generate/cdm

13 We would like to emphasize the fact that the currently supported BPM specifications are BPMN 2.0 [50] and
UML 2.5 [51]. However, it is possible that the generator will return status 204 in cases of some vendor’s
specificities. Currently, we are developing robust extractor services in order to overcome problems related to
platform and vendor serialization specificities.

14 In order to facilitate development of client applications consuming the implemented online generator, as well
its usage, some sample source models, Eclipse-based modeling platform and sample client code are available
at GitLab: https://gitlab.com/m-lab-research/amadeos

15 The client application is available at:
http://m-lab.etf.unibl.org:8080/amadeos/generator.html
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FileDataBodyPart filePart =
new FileDataBodyPart("input", new File("path_to_source_model"));

FormDataMultiPart multipart = new FormDataMultiPart();
multipart.field("source_model_type", "AD").bodyPart(filePart);
// For BPMN: multipart.field("source_model_type", "BPMN").bodyPart(filePart);

ClientConfig clientConfig = new ClientConfig().register(MultiPartFeature.class);
Client client = ClientBuilder.newClient(clientConfig);
String server = "http://m-lab.etf.unibl.org:8080/amadeos/services/";
WebTarget target = client.target(server).path("generate").path("cdm");

Response response =
target.request().post(Entity.entity(multipart, multipart.getMediaType()));

if (response.getStatus() == 200) {
InputStream is = response.readEntity(InputStream.class);
File f = new File("path_to_target_model.uml");
FileUtils.copyToFile(is, f);
is.close();

}

filePart.cleanup();
multipart.close();
client.close();
response.close();

Fig. 10. An example of the service client

Fig. 11. Screenshot of the client application form

8. Illustrative Example of Two-phase BPM-driven CDM Synthesis

This section presents an illustrative example of the proposed approach. This example
aims to illustrate the process of two-phase synthesis as such, and to prove that BPMs,
regardless of the used notation, have the semantic capacity for automatic CDM synthesis.
We prepared two simple BPMs represented by two concrete notations (UML AD and
BPMN), which are currently supported by the online tool. Both BPMs represent the same
business process (Book loaning)16. These two models are shown on the top of Fig. 12.

16 A detailed description of these sample models is omitted due to their simplicity.
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↓ UML AD↓
extractor

participant Librarian
participant Member

object Book
object Request
object Catalog

objectReference ExistingCatalog_
references Catalog existing

objectReference ExistingBook_
references Book existing

objectReference Request_
references Request

objectReference Book_Issued
references Book[Issued]

objectReference Book_Loaned
references Book[Loaned]

task Loaning {
actor: Librarian
input { Request_ multiplicity 1

ExistingBook_ multiplicity 1 }
output { Book_Loaned multiplicity 1 } }
task Reception {
actor: Member
input { Book_Issued multiplicity 1 }
output { } }
task Issuing {
actor: Librarian
input { Book_Loaned multiplicity 1 }
output { Book_Issued multiplicity 1 } }
task Requesting {
actor: Member
input { ExistingCatalog_ multiplicity 1 }
output { Request_ multiplicity 1 } }

↓ BPMN ↓
extractor

participant Librarian
participant Member

object Book
object Request
object Catalog

objectReference ExistingBook_
references Book existing

objectReference ExistingCatalog_
references Catalog existing

objectReference Book_
references Book

objectReference Request_
references Request

objectReference Book_Loaned
references Book[Loaned]

task Reception {
actor: Member
input { Book_ multiplicity 1 }
output { } }
task Issuing {
actor: Librarian
input { Book_Loaned multiplicity 1 }
output { Book_ multiplicity 1 } }
task Requesting {
actor: Member
input { ExistingCatalog_ multiplicity 1 }
output { Request_ multiplicity 1 } }
task Loaning {
actor: Librarian
input { ExistingBook_ multiplicity 1

Request_ multiplicity 1 }
output { Book_Loaned multiplicity 1 } }

Fig. 12. BMRL representation of sample BPMs: UML AD (left) and BPMN (right)
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Apart from the sample BPMs, Fig. 12 also shows their BMRL representation (bottom)
automatically generated by the implemented extractors. In this way, Fig. 12 illustrates the
first phase of the proposed approach.

Figure 13 depicts the result of the second phase of BPM-driven CDM synthesis.
The depicted class diagram is visualized by the Papyrus17 tool in the Eclipse IDE.
It represents the automatically generated CDM based on the BMRL representation of the
sample source BPM(s) shown in Fig. 12.

The fact that the same CDM represents the result of the application of the implemented
tools to both sample BPMs (although represented by two different notations), proves the
hypothesis that BPMs, regardless of the modeling notation, are characterized by some
common concepts and facts having semantic capacity for automatic CDM synthesis.

The sample BPMs constitute the simplified models of the book loaning process.
Consequently, the automatically generated CDM also constitutes a simplified version of
the corresponding target CDM. Given the model simplicity, we do not provide a
detailed analysis and evaluation of the automatically generated CDM, particularly its
completeness. However, regardless of its simplicity, the correctness of the automatically
generated CDM is very high.

Fig. 13. UML class diagram representing the automatically generated CDM based on the source
BPM(s) shown in Fig. 12

9. Verification and Validation

In this section we evaluate the proposed approach to automated two-phase BPM-driven
CDM synthesis based on the experimental evaluation of the implemented online CDM
generator.

9.1. Verification

Verification is the process of checking that the software meets the specification. We
verified the implemented online two-phase generator against the existing direct ATL-
based generator [20].

17 https://eclipse.org/papyrus/
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In order to verify implementation of the online generator, we applied it on real BPMs.
Here we provide a real BPMN model (Fig. 14) of order processing, which was also used
in the experiment conducted with database professionals [19, 20]. Although the presented
workflow (Fig. 14) is quite intuitive, we still provide a short description. The given model
represents an online purchasing and selling business process, with deferred payment
option assumed. The process starts with the customer online order specification, which
consists of a header and order details. After the order has been created, the salesman
checks the customer’s status (validity, creditworthiness, etc.) and availability of ordered
items in stock. Based on the performed checks, the salesman decides whether the
order is acceptable or not (in the latter case the order is canceled). If the order is
acceptable, the invoice (consisting of a header and invoice details) is created and the
stockman starts collecting and packing for shipment and delivery stock items for
all confirmed order details. After all items have been prepared for delivery, the driver
picks up the documentation and loads and delivers them to the customer. After delivery
the customer confirms receipt of goods and the process finishes with setting the related
document status to delivered.

Figure 15 depicts a class diagram (visualised by Papyrus) representing the auto-
matically generated CDM based on the BMRL representation of the source BPMN
model of order processing. This CDM, automatically generated by the implemented
online two-phase generator, is equal to the CDM automatically generated by the
direct ATL-based generator [20]. By applying the same verification procedure for other
BPMs, we also obtain the complete matching of the corresponding generated CDMs.
This fact, that we obtain equal CDMs by applying both two-phase generator and direct
ATL-based generator, confirms that the online two-phase generator properly implements
the same functionality of the automatic BPM-driven CDM synthesis.

9.2. Validation

Validation is the process of checking whether the specification captures the customer’s
needs. In the context of evaluation of the proposed approach and implemented online
generator, validation could be twofold – from perspectives of two different classes of
users: database designers and developers.

Validation from the database designers’ perspective includes an assessment of the
effectiveness and efficiency of the implemented online generator. Since both online CDM
generator and the direct ATL-based generator [20] generate the same two CDMs based
on the same BPM, the effectiveness of the two-phase BPM-driven synthesis is equal to
the effectiveness of the direct BPM-driven synthesis. The efficiency is similar due to the
equal complexity18 of the approaches.

Here we refer to the main results of the experiment conducted with database
practitioners [19, 20] in order to evaluate the direct BPM-driven CDM synthesis and
direct ATL-based generator [20]. The evaluation was twofold. Firstly, it focused on the
assessment of approach effectiveness, through the assessment of correctness (precision)
and completeness (recall) of the automatically generated model. The average effecti-
veness (F-measure) was ∼78% for automatic generation of classes, and ∼85% for

18 Both approaches have linear complexity (O(n)).
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Fig. 14. BPMN model of order processing [19, 20]

associations. The average recall of the generated model was above 80%. The average
precision for automatically generated classes was above 75%, while the average precision
for associations was about 90%. Secondly, it focused on the assessment of usability of the
automatically generated model as a starting base for manual design of the target model,
as well as the assessment of efficiency of such an approach in contrast to the manual
design from scratch. The experiment confirmed that the automatically generated model
can also be efficiently used as a starting point for manual design of the target model,
since it significantly shortens the time required for design. The calculated speed-up factors
confirmed that the manual design, which takes the automatically generated model as a
starting base, almost bisects the estimated efforts and actual time spent to obtain the target
model in contrast to the manual design from scratch.

Some potential threats to validity of the experiment [19, 20] and derived conclusions
are related to the source model quality. Someone may find that the used source BPM
differs from the typical real BPMs, since it represents the result of a disciplined approach
which forces modeling of resources. The approach is certainly dependent on the source
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Fig. 15. UML class diagram representing the automatically generated CDM based on the BPMN
model shown in Fig. 14

model quality, particularly on the representation of objects and object flows, since the
completeness and correctness of the automatically generated CDM directly depend on
the content of the source BPM. However, other approaches to automatic CDM synthesis
are also dependent on the quality of the used source specification, regardless of whether
it is textual or graphical. The experiment [19, 20] showed that a source BPM, as a result
of the disciplined business modeling approach (respecting used objects and object flows),
may constitute a reliable starting base for automatic CDM synthesis.

Apart from the assessment of the effectiveness and efficiency of the implemented tool,
its usability could also be evaluated from the database designer’s perspective. Currently
we do not have any quantitative evaluation results, but we can compare the implemented
system against the existing tools aimed to MDSDM. The implemented client application,
which consumes the online CDM generator service, constitutes the first online publicly
available tool for automatic BPM-driven CDM synthesis, which can be used for auto-
matic synthesis of the initial CDM based on BPMs represented by two different concrete
notations (BPMN and UML AD). After downloading the automatically generated CDM,
a designer is able to use it in other modeling tools/platforms, without any installation and
customization of additional tools and/or plugins in contrast to the existing approaches.

Validation from the developers’ perspective is the process of checking whether
the proposed approach and implemented online system (including all related services)
satisfy the developers’ needs.
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In the context of the main goal of this research – development of an approach
that enables implementation of an online service for automatic CDM synthesis based
on BPMs represented by different concrete notations with the minimized dependency
on the platform/vendor specificities, we can conclude that the implemented online service
satisfies the developers’ needs. Firstly, the proposed approach enables service-oriented
architecture of the online system. Such a modular architecture enables separation of
concerns and concurrent development of different services included in the orchestration,
which further brings other related benefits. Secondly, the publicly available online CDM
generator service enables other developers to simply consume it in their own applications
and modeling platforms without any installation and customization of additional tools
and/or plugins in contrast to the existing approaches. This could be very beneficial for
researchers and other categories of developers.

10. Conclusions

In this article we presented an approach that enables automated CDM synthesis
independently of different starting BPM notations. We identified BPM concepts having
semantic potential for automated CDM synthesis, and we specified a simple DSL named
BMRL for the representation of those characteristic concepts. With the introduction of
DSL, the CDM synthesis is split into two phases. In the first phase, the specified
concepts are extracted from the source BPM and represented by BMRL. In the
second phase, the BMRL-based representation of the extracted BPM concepts is used for
the automated generation of the target CDM. Each phase is based on a set of formal
transformation rules enabling automatization of the whole process.

The proposed approach has several advantages over the existing approaches since it
enables splitting of the CDM synthesis into two different phases. The first phase
deals only with the extraction of the characteristic concepts from the source BPM
independently of the target CDM synthesis, while the second phase only deals with the
target CDM synthesis independently of the source BPM extraction. This approach
reduces the CDM synthesis dependency on the source BPM notations that are caused by
the metamodel changes and/or vendor specific implementations as well. If some source
BPM notation is changed, then only the corresponding BPM extractor is to be changed.
If some modifications of the generation rules are necessary, then only the CDM generator
is to be modified, while the BPM extractors remain unchanged. Thus, the proposed
approach facilitates the implementation of the required tools and simplifies the target
CDM synthesis.

The proposed approach enables implementation of modular tools for BPM-driven
CDM synthesis, which consist of loosely coupled components aimed at automatic
extraction of specific concepts from the source models and automatic generation of
the target model. Based on the proposed approach, we implemented the first online
BPM-driven CDM generator as a web-based, platform- and source notation-independent
tool. Currently, it enables automatic generation of the target CDM represented by the
UML class diagram, based on BPMs represented by two concrete notations: BPMN and
UML activity diagram. Its usage can be twofold. Firstly, database designers are able to
use it through the implemented client application, which enables the source BPM upload
and target CDM download – after downloading the automatically generated CDM, a
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designer is able to use it in other modeling tools/platforms, without any installation
and/or customization of additional tools/plugins in contrast to the existing approaches.
Secondly, developers are able to consume the exposed web service from their own
applications and modeling platforms, which could be very beneficial for researchers and
other categories of developers.

Since the proposed approach to two-phase BPM-driven CDM synthesis is based on the
identified semantic capacity of BPMs for the direct synthesis, which has previously been
experimentally confirmed, the implemented online CDM generator is characterized by
the same effectiveness and efficiency as the existing, experimentally evaluated, direct
ATL-based generator. This means that the generator enables automatic generation of the
target conceptual database model with very high completeness and precision: the
average effectiveness was ∼80% for automatic generation of classes, and ∼85% for
associations; the average recall of the generated model was above 80%; the average
precision for automatically generated classes was above 75%, while the average precision
for associations was about 90%. The experiments imply that the automatically generated
model can also be efficiently used as a starting point for a manual design of the target
model, since it significantly shortens the time required for design – the calculated
speed-up factors confirm that the manual design, which takes the automatically generated
model as a starting base, almost bisects the estimated efforts and actual time spent to
obtain the target model in contrast to the manual design from scratch.

Our future work will focus on further identification of the semantic capacity of BPMs
for automatic CDM synthesis, as well as improvements of the implemented tools,
particularly BPM extractors in order to minimize vendor specificities. We also intend to
provide visualization and editing functionalities of automatically generated models in the
web browser.
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