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EDITORIAL

Various collaboration technologies and Internet services have successfully and
continually improved enterprise work efficiency, and have influenced and changed
the quality of our lives over the past decade. Mobile collaboration technologies and
Internet services, however, still lack robust functionality and content representation
support. Meanwhile, the explosive growth of data traffic for user services threatens
the current mobile systems. Especially, mobility models, architectures, and
application services have posed various challenges to those in academia, industry, and
governmental research labs. In particular, the key challenges for improving efficiency,
scalability, and reliability are the development of mobile collaboration technologies
and Internet services and the measurement of precise performance of mobile
collaboration technologies and Internet services. These challenges allow us to design
and develop new models, architectures, and services for future mobile systems. New
research results in theory, simulation, and experimental approaches on mobile
collaboration technologies and Internet services are welcome.

This special issue covers the following main topics:

e Security and data management

e Cloud architecture

e Hospital wireless sensor network

o Internet of things service interface

e Perspective security techniques for public Internet services
Mobile devices and wireless communication technologies
Protocols and algorithms for cooperative wireless relay networks
Security and dependable applications

Secure machine-to-machine communication

Network architecture of big data

Trust and privacy in wireless sensor networks

Innovative cooperative communication technologies
Social networking services

e Innovative intelligent algorithms and network security.

These subjects, as well as some others, are the focus of this special issue of
“Mobile Collaboration Technologies and Internet Services”. The special issue is
organized as follows:

The first paper by Yi-Li Huang, Fang-Yie Leu, Jian-Hong Chen and William
Cheng-Chung Chu, propose a true random-number encryption method employing
block cipher and pseudo random number generator. They present a more secure one,
called the True Random Number Encryption Method (TRNEM for short), which
employs the current time, true random numbers and system security codes as the
parameters of the encryption process to increase the security level of a system. The
same plaintext file encrypted by the TRNEM at different time points generates



different ciphertext files. So the ciphertext files are difficult to be cracked. They also
analyze the security of the Data Encryption Standard (DES), Advanced Encryption
Standard (AES) and TRNEM, and explain why the TRNEM can effectively defend
some specific attacks, and why it is safer than the DES and AES.

The second paper by Chin-Ling Chen, Woei-Jiunn Tsaur, Yu-Yi Chen and Yao-
Chung Chang, presents a secure mobile digital rights management (DRM) system
based on cloud architecture. They show that information security can be achieved
efficiently via cloud server architecture and a cryptography mechanism. The proposed
scheme focuses on using a mobile device to access the cloud service. The DRM
mechanisms can protect digital content; once the mobile users pass the authentication
they can access the cloud services, with authenticated users able to easily use mobile
devices to read digital content.

The third paper by Mohammadreza Sahebi Shahamabadi, Borhanuddin M Ali, Nor
Kamariah Bt. Noordin, Mohd Fadlee B. A. Rasid, Pooria Varahram and Antonio J.
Jara, describes a Network Mobility - Hospital Wireless Sensor Network (NEMO-
HWSN) solution to support IPv6 Low-power Personal Area Networks (6LoWPAN)
network mobility in hospital wireless sensor network. They survey IPv6 mobility
protocols and later propose a suitable solution for a hospital architecture based on
6LoWPAN technology. Moreover, they discuss an important metric like signaling
overload to optimize the power consumption and how it can be optimized through the
mobility management. This metric is more effective on the mobile router as a
coordinator in NEMO since a mobile router normally constitutes a bottleneck in such
a system. Finally, they present their initial results on a reduction of the mobility
signaling cost and the tunneling traffic on the mobile personal area network.

The fourth paper by Hae-Min Moon and Sung Bum Pan, suggests long distance
face recognition for enhanced performance of Internet of things service interface.
While the existing face recognition algorithm uses single distance image as training
images, the proposed algorithm uses face images at distance extracted from 1 to 5m as
training images. In the proposed Linear Discriminant Analysis (LDA)-based long
distance face recognition algorithm, the bilinear interpolation is used to normalize the
size of the face image and a Euclidean distance measure is used for the similarity
measure. As a result, the proposed face recognition algorithm is improved in its
performance by 6.1% at short distance and 31.0% at long distance, so it is expected to
be applicable for Ubiquitous Sensor Network (USN)’s robot and surveillance security
systems.

The fifth paper by Tianhan Gao, Nan Guo, Kangbin Yim and Qianyi Wang,
proposes a Privacy-Preserving Security (PPS) scheme for multi-operator wireless
mesh networks with enhanced user experience. By hybrid utilization of the tri-lateral
variable pseudonym approach and different kinds of tickets under identity-based
proxy signature and proxy blind signature (PBS), anonymity, untraceability, as well
as sophisticated unlinkability are satisfied during Mesh Client (MC)’s roaming. User
accountability is also achieved through PBS-based e-cash system that is incorporated
into their mutual authentication protocols together with key agreement features. Their
analysis shows that PPS is able to implement desired security objectives and high
efficiency.

The sixth paper by Hae-Duck Joshua Jeong, Sang-Kug Ye, Jiyoung Lim, Ilsun You
and Woo-Seok Hyun, describes a computer remote control system using speech
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recognition technologies of mobile devices and wireless communication technologies
for the blind and physically disabled population as assistive technology. These people
experience difficulty and inconvenience using computers through a keyboard and/or
mouse. The purpose of this system is to provide a way that the blind and physically
disabled population can easily control many functions of a computer via speech. The
configuration of the system consists of a mobile device such as a smartphone, a
Personal Computer (PC) server, and a Google server that are connected to each other.
Users can command a mobile device to do something via speech; such as directly
controlling computers, writing emails and documents, calculating numbers, checking
the weather forecast, or managing a schedule. These commands are then immediately
executed. The proposed system also provides blind people with a function via text to
speech of the Google server if they want to receive contents of a document stored in a
computer.

The seventh paper by Young-Long Chen, Mu-Yen Chen, Fu-Kai Cheung and
Yung-Chi Chang, proposes a hybrid architecture based on power-efficient gathering
in sensor information system (PEGASIS) and low-energy adaptive clustering
hierarchy (LEACH). This architecture can achieve an average distribution of energy
loads, and reduced energy consumption in transmission. To further extend the system
lifetime, they combine the intersection-based coverage algorithm (IBCA) with
LEACH architecture and the hybrid architecture to prolong the system lifetime that
introducing sensor nodes to enter sleep mode when inactive. This step can save more
energy consumption. Simulation results show that the performance of their proposed
LEACH architecture with IBCA and the hybrid architecture with IBCA perform
better than LEACH architecture with PBCA in terms of energy efficiency, surviving
nodes and sensing areas.

The eighth paper by Taerim Lee, Hyejoo Lee, Kyung-Hyune Rhee and Sang Uk
Shin, introduces a Distributed Text Processing System based on Hadoop, called
DTPS, and explains about the distinctions between DTPS and other related researches
to emphasize the necessity of it. In addition, this paper describes various experimental
results in order to find the best implementation strategy in using Hadoop MapReduce
for the distributed indexing and to analyze the worth for practical use of DTPS by
comparative evaluation of its performance with similar tools. To be short, the ultimate
purpose of this study is the development of useful search engine specially aimed at
big data indexing as a major part for the future e-Discovery cloud service.

In the ninth paper by Yongman Han, Jongcheon Choi, Seong-Je Cho, Haeyoung
Yoo, Jinwoon Woo, Yunmook Nah and Minkyu Park, to detect block and remove
pirated software (illegal programs) on Online Service Provider (OSP) and Peer-To-
Peer (P2P) networks, they study a new filtering approach using software birthmark,
which is unique characteristics of program and can be used to identify each program.
Software birthmark typically includes constant values, library information, sequence
of function calls, and call graphs, etc. They target Microsoft Windows applications
and utilize the numbers and names of Dynamic-Link Libraries (DLLs) and
Application Programming Interfaces (APIs) stored in a Windows executable file.
Using that information and each cryptographic hash value of the API sequence of
programs, they construct software birthmark database. Whenever a program is
uploaded or downloaded on OSP and P2P networks, they can identify the program by
comparing software birthmark of the program with birthmarks in the database. It is
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possible to grasp to some extent whether software is an illegally copied one. The
experiments show that the proposed software birthmark can effectively identify
Windows applications. That is, their proposed technique can be employed to
efficiently detect and block pirated programs on OSP and P2P networks.

The tenth paper by Inshil Doh, Jiyoung Lim, Shi Li and Kijoon Chae, proposes key
establishment mechanisms for secure communication among entities in the cellular
Machine-to-Machine (M2M) network. Considering the characteristics of cellular
M2M networks, traditional security solutions are not proper to be applied to cellular
M2M networks because the M2M network itself is vulnerable to various attacks.
Their mechanism includes pairwise keys for the M2M communication and the group
communication among the M2M Equipments (M2MEs). Their key agreement
proposal can provide security and reliability for the cellular M2M communication.

The eleventh paper by Hsing-Chung Chen, Cheng-Ying Yang, Hui-Kai Su, Ching-
Chuan Wei and Chao-Ching Lee, describes a new e-mail delivery mechanism using
secure multicast key protocol with ID-based factorial number structure (ID-based
FNS) in an encryption multicast system. In the e-mail delivery mechanism, the
message of e-mail is required to encrypt first before sending out in order to safeguard
the secrecy of the message on a public channel, such as wire-lined public switching
communication links and wireless communication systems. Without loss generality,
the public-key system is usually adopted in the multicast environment for the
convenience at the easy key management need. As a manner of fact, the mechanism is
having analyzed the space occupation; their scheme outperforms the existed methods
in the way of magnitude order of reconstructing secure command key. In addition, the
extraction of direct secure command key associated each intended receiver is fast
operated to succeed the subsequent e-mail message recovery.

The twelfth paper by Hyoung Woo Park, Il Yeon Yeo, Jongsuk Ruth Lee and
Haengjin Jang, presents the important paradigm shifts of network architecture caused
by big data traffic. They show the new network architecture which resulted from their
experience of the European Organization for Nuclear Research (CERN) Large
Hadron Collider (LHC) data service. They also illustrate the effect of the throughput
improvements of the proposed network architecture using Network Simulator (NS)-2.
An interesting feature of their new approach for network architecture is a kind of
recycling-friendly architecture because the proposed architecture requires a plentiful
number of legacy network cables and legacy low-end network devices instead of
buying expensive and cutting-edge network devices. According to their investigation,
the future network architecture of the big data center will be a dual matrix architecture
in which the big data part will be located at the front and the center of the architecture
in order to reduce the number of interactions between the big data traffic and the
legacy traffic.

The thirteenth paper by Guowei Wu, Xiaojie Chen, Lin Yao, Youngjun Lee and
Kangbin Yim, proposes wormhole attack detection based on transmission range that
exploits the local neighborhood information check without using extra hardware or
clock synchronizations. Extensive simulations are conducted under different mobility
models. Simulation results indicate that the proposed method can detect wormhole
attacks effectively and efficiently in wireless senor networks.

The fourteenth paper by Chien-Erh Weng, Jyh-Horng Wen, Hsing-Chung Chen
and Lie Yang, describes the backoff procedure characteristics of the Markov chain



model with direct/cooperative transmission strategies with Request to Send / Clear to
Send (RTS/CTS) mechanism. There is no guarantee that the earlier strategy adopting
cooperative transmission presents better performance. With the population of
multimedia applications in Wireless Local Area Networks (WLANSs), they extend the
Markov chain model to support the Quality of Service (QoS) requirements.
Differentiating the contention window size is better than differentiating the arbitration
interframe space in terms of throughput and delay. Nevertheless, differentiating the
arbitration interframe space is a fast way to access the channel. This can be explained
by the fact that the different contention window durations can differentiate the
probability of collision and provide priority, whereas the arbitration interframe space
only provides the priority by differentiating the duration that the station accesses
channel.

The fifteenth paper by Guangzhi Zhang, Yunchuan Sun, Mengling Xu and
Rongfang Bie, proposes a new approach to cluster the Weibo data by analyzing the
users’ reposting behavior data besides the text contents. To verify the proposed
approach, a data set of users’ real behaviors from the actual Social Networking
Service (SNS) platform is utilized. Experimental results show that the proposed
method works better than previous works which depend on the text analysis only.

Finally, in the last paper by Neng-Yih Shih and Hsing-Chung Chen, they study
decision approach for selecting candidates in soft-handover procedure in 4th
generation mobile communication via grey relational analysis of the series similarity
and approximation. The multi-generating and second grey relational analysis
procedure is proposed in this paper. It could be applied to the kind of application for
selecting candidates in soft-handover procedure; during to the properties of the multi-
generating data series are similar to the velocity and acceleration series. With several
simulations are validated, the approach could be used to deal with the candidates
selecting in soft-handover, and output the best results of feasibility and effectiveness
for user equipment in 4th generation mobile communications.

We strongly believe that the papers presented in this special issue make significant
contributions to the work and studies conducted by academic researchers, industry
professionals, students, and everyone in the areas of mobile collaboration
technologies and Internet services.

We would like to thank all the authors for their valuable contributions. Our special
thanks go to prof. Mirjana Ivanovi¢, Editor in Chief of the Computer Science and
Information Systems (ComSIS) Journal, for inviting us to prepare this special issue
and for his productive comments and great support throughout the entire publication
process.

Editors of the special issue

Hae-Duck Joshua Jeong (Korean Bible University, Seoul, South Korea)
Fatos Xhafa (Technical University of Catalonia, Barcelona, Spain)
Makoto Takizawa (Hosei University, Tokyo, Japan)
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A True Random-Number Encryption Method Employing
Block Cipher and PRNG

Yi-Li Huang, Fang-Yie Leu, Jian-Hong Chen, William Cheng-Chung Chu

Department of Computer Science, Tunghai University,
No. 1727, Section 4, Taiwan Boulevard, Taichung City, Taiwan
{yifung, leufy, g01350027, cchu}@thu.edu.tw

Abstract. In January 1999, distributed.net collaborated with the FElectronic
Frontier Foundation to break a DES (i.e., Data Encryption Standard) key,
spending 22 hours and 15 minutes, and implying that the DES is no longer a
secure encryption method. In this paper, we propose a more secure one, called the
True Random Number Encryption Method (TRNEM for short), which employs
current time, true random numbers and system security codes as parameters of the
encryption process to increase the security level of a system. The same plaintext
file encrypted by the TRNEM at different time points generates different
ciphertext files. So these files are difficult to be cracked. We also analyze the
security of the DES, AES (i.e., Advanced Encryption Standard) and TRNEM, and
explain why the TRNEM can effectively defend some specific attacks, and why it
is safer than the DES and AES.

Keywords: DES, AES, true random number, SSC, block cipher, wrapped
ciphertext file

1. Introduction

Due to the popularity of computer systems and network services, the Internet-access
security and information security have been a part of the focuses of computer research
since when accessing the Internet, users may anytime anywhere face different kinds of
attacks [1]. Thus, protecting important data stored in a computer or a cloud system and
messages delivered in a network system is a challenge. Data Encryption Standard (DES)
[2] and Advanced Encryption Standard (AES) [3,4] were then developed. However the
DES has been cracked and the AES may someday be solved, e.g., by differential attack
[5] or linear attack [6]. On the other hand, security data is often encrypted by random
numbers which play a critical role in information security services, e.g., when
employing an one-way hash function [7] to generate message digests, encrypting
messages [8], and signing an electronic document with a digital signature [9,10].
Unfortunately, true random numbers are difficult to obtain since it is hard for us to
design themin a deterministic way. However, human activities and the information
having been collected in a website as well as their description own the characteristics
similar to those of a true random number since before reading them, we do not know
what has been collected and how they are described. These data often continuously and
randomly vary at different time. In fact, we can randomly select a short fragment of the
data as true random numbers from a randomly chosen website and use the segment to
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encrypt plaintext. In this study, we develop a data protection mechanism, named True
Random Numbers Encryption Method (TRNEM for short), which encrypting plaintext
by employing true random numbers is a secure encryption approach which is difficult to
be cracked by using brute force attacks and ciphertext analyses.

The rest of this paper is organized as follows. Section 2 briefly describes the related
studies of this paper, including AES, and DES, and their vulnerabilities. Section 3
introduces the encryption/decryption process of the TRNEM. The security and
performance of the TRNEM and the comparison between the TRNEM and the AES are
presented in Section 4. Section 5 concludes this paper and outlines our future studies.

2.  Common Block Cipher

Currently, the most common block cipher modes are the DES and AES.

2.1. Data Encryption Standard (DES)

DES [2] is a symmetric block cipher algorithm in which the encryption and decryption
details are almost the same. The length of a key is 56 bits (the key is typically expressed
as a 64-bit number, but the first eight bits are used for parity check). The DES encrypts
a 64-bit plaintext block into a 64-bit ciphertext block. Its key generation process can be
mainly divided into two steps, the initial permutation and the inverse permutation.

In the initial permutation step, the 64-bit input block is permuted to generate two
outputs LO and RO, each of which is 32 bits long. After 16 times of iteration, L0 and RO,
respectively, become L16 and R16, which are then input to the inverse permutation
process to recover these bitsto their original sequence. The result is the corresponding
ciphertext block. DES [11] is unsafe because a brute force attack may succeed.
Currently, one of its threats is the linear cryptanalysis [12] which collected 243 known
plaintexts. The cracking time complexity ranges between 2% and 2* [13]. But the
complexity can be reduced to 1/4 [14] with the help of a chosen-plaintext attack.

Three effective DES attacks, include differential cryptanalysis [15], linear
cryptanalysis [12] and Davies' attack [16], which can break the 16 rounds of DES with
the time complexity lower than that of a brute-force method.

2.2. Advanced Encryption Standard (AES)

AES [17] algorithm was developed based on bit permutation and substitution. It re-
arranges the sequence of the original data, and substitutes a data unit by another. As an
iterative and symmetric-key block cipher technique with 128, 192, or 256 bits as its key
length, AES encrypts a data block with 10 rounds of duplication and transformation.
Each round comprises the SubBytes, ShiftRows, MixColumns and AddRoundKey steps,
except the final round in which the MixColumns is substituted by an AddRoundKey.
Generally, in the AddRoundKey step, each byte of the data is bitwise-xored with a
round key.
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In the SubBytes step, each byte is substituted by another one following the content of
a predefined lookup table. The ShiftRows rotates a row of a state where a state is an
AES calculation on a 4x4 column-major order matrix of bytes. The initial value of this
matrix is a plaintext block. In the MixColumns step, a column-wise linear
transformation is performed by multiplying a constant matrix and the state matrix to
produce a new state matrix.

In 2009, the side-channel attack [18,19] successfully cracked an easy version of the
AES. But the National Security Agency (NSA) reviewed all the AES finalists, and
claimed that all of them were secure enough for U.S. Government non-classified data.
But the weak version that has been successfully cracked and the number of encryption
loop of this version are almost the same as those of original version. Cryptographers are
worrying about the security of the AES. If the penetrating capabilities of some well-
known attack are improved, this block encryption system may someday be cracked
again.

2.3 Block Cipher Mode of Operation

An operation mode is mainly used to encrypt and authenticate delivered messages. An
operational model defines the process of encrypting a data block, often based on a given
initialization vector (IV for short) as an additional parameter to further enhance the
security of the encrypted data.

If different Vs are given, the same plaintext will generate different ciphertext, even
though the plaintext is encrypted by using the same key. The purpose is to avoid
regenerating the same ciphertext.

The Cipher Block Chaining (CBC), the Propagating Cipher Block Chaining (PCBC),
Cipher feedback (CFB), Output feedback (OFB) and Counter (CTR) are block cipher
standards having been recognized by the National Institute of Standards and
Technology (NIST). With the CBC mode, as shown in the following two statements, a

plaintext block P; is XORed with the ciphertext {;_; generated in the previous
encryption round. The XORed result and the encryption key K are then input to the

Block-Cipher-Encryption function to produce the ciphertext C; where (7 is the 7V of the
CBC mode.

€y = Ex(F. ©IV)
C;=E,(BpC_,)2=i=n

With the PCBC mode, as illustrated in the following two statements, a plaintext block

Pis XORed with F;_y & C;_;. The XORed result and the encryption key K are then

input to the Block-Cipher-Encryption function to produce the ciphertext C;where
Fy & €y is the IV of the PCBC mode.

€= Ex(P @ IV)
Ci=EPOP_,®C)2=i=n
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The following two statements show the encryption process of the CFB mode. The
ciphertext generated in the previous round and the encryption K are input to the Block-
Cipher-Encryption function. The result is then XORed with plaintext P; to yield the

ciphertext C; where £y, is the IV of the CFB mode.
C,=E (V) &g P,
C;i=E;C;,)® B.2=i=n

In the OFB mode, O,; and the encryption key K are input to the Block-Cipher-
Encryption function to produce O;. O;is then XORed with plaintext P; to produce the
ciphertext C;where Oy is the V.

Co=F & EUV)
C;=F & E0,_y).2=i=n

Similar to that of the OFB mode, the CTR mode ciphers a plaintext block with a stream-
cipher method. It generates the next key-stream block by using a counter which is often
a function of time with a very long repeating cycle. During encryption, the encryption
key K and the counter are input to the Block-Cipher-Encryption function. The result is
then XORed with plaintext P;to produce the ciphertext C;. After an encryption round,
the counter value is increased by one. The new value is used to encrypt the next
plaintext block.

Although these modes provide a security system with data integrity and
confidentiality, they are still vulnerable to known plaintext-ciphertext cryptanalysis
attacks.

3.  The Proposed Method

In this section, we first define the parameters and codes used by the TRNEM.

3.1. The Parameters

The parameters are as follows.

File name: which is the name of the file being encrypted. Its length is 16 characters. If
originally the length is longer than 16, we keep the first 16 characters and truncate the
remaining ones. However, if the length is shorter than 16, we extend it by duplicating
the file name n times until the length is equal to or longer than 16, »>1, and then extract
the first 16 characters.

Filename_ext: which isthe filename extension of the file. Its length is also 16 characters.
If originally it is longer than 16, we extral the first 16 and truncate the remaining ones.
If the length is shorter than 16, we extend it with the same method as that used to extend
its file name. However, if the length is zero, we put 16 *s as the filename ext.

SSC: which stands for system security code.SSC has 16 members where SSC(i) is the i"
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system security code, 1 =i= 16, and the length of SSC(7) is 128 bits.

/A\h : which is a variable of 11 bits long for indicating the length of a pseudo random
number sequence (PRNS), i.e., | £ Ah=2047.

K/\h : which is an encryption key of 128 bits long. It is generated by the concatenation
of 12 /\hs, but discarding the last 4 bits.

KCT: which is a current-time encryption key defined as a bit sequence obtained by
concatenating the following items, including A/, and current values of the system
clock which contains nanosecond, second, minute, hour, and nanosecond of the clock,
i.e., KCT=/\h|nanosecond||second|iminute|| hour|jnanosecond ||/\% , where “||” denotes
concatenation. A/ consists of 4 digits, nanosecond is 9 digits long, each of the
remaining items is 2 digits in length and each digit is 4 bits long, i.e., |KCT7] =128 bits (=
4+9+2+2+2+9+4=32 digits).

WI (Web-Index): We randomly select an URL as the WI from those dynamically
crawled webpages (named crawled files), 1 = W7=<1023.

Sd (Start-distance): which isthe start point of the encrypting segment extracted from the
WI™ crawled file. The start point is the Sd” character of the file, 1 <Sd=<1023.

TRNS: which stands for True Random Number Sequence (TRNS). It is the segment
extracted from the Sd” character of the WI™ web’s content.

A\L: which is the length of TRNS, 1024 < AL=<2047.

RIGy(X): which is the value of the y right-most bits of the key X, i.e., if X=x[1] x[2]...
x[1X]], RIGy(X)= x[|X]-(y-1)]~x[|X]], where x[{] is the i bit of X, i=1,2,...]1X], and y=8,
128 or 256, e.g., when »=256, RIG256(X)=x[|X]-255] ~x[|X]], and when y=8,
RIG8(X)=x[|X]-7]~x[|X]]. If X is a character string, we treat it as a long bit string by
sequentially substituting these characters by their ASCII codes, e.g., if X=abc, 616263
will be the corresponding bit string of 24 bits long.

LEFy(X): which is the value of the y left-most bits of X, LEFy(X)=x[1]~x[y]. For
example, when y=128, LEF128(X)=x[1]~x[128], and when y=8, LEF8(X)= x[1]~x[8].

3.2. The Equations used to Generate Encryption Keys

The equations employed in this study are as follows.

Ah = [(T%., RIG20(55C () )+ RIG20 (file name)) * (L-s RIG20(SSC() )+
RIG20(filename_ext)) + (£i25 RIG20 I[.S'.S' (i) }Jr LEF20(file name)) *
(18,5 RIG20(55C () J+LEF20(filename_ext))] mod 2047 +1 (1)

which randomly varies each time when it is invoked. It is the first parameter adopted by
the TRNEM.



910 Yi-Li Huang et al.

DA = HMAC(SSC(1)®KCT|S5C (2)DKCT|| S5C(3)+,K & h|| S5C(4)+.K & h,
55C(5)BKCT) )

which randomly varies each time when it is invoked. It is the first dynamic key
employed by the TRNEM.

DB =HMAC(S5C(6)DDA | S5C(T)D DA || 55C(8)+,KCT || $5C(9) +,KCT,
DA+K & h) 3)
which randomly varieseach time when it is generated. It is the second dynamic key

employed by TRNEM.Egs. (2) and (3), that respectively generate dynamic keys DA and
DB, together are called Equation-group 1.

CDA = [((S5C(10) ® DAY+, SSC(11)) +, (KAhBSSC (12))] BSSC(13) H,KAh)  (4)
CDB = [((55C(14) ®DB) +,55C(15)) +, (DABK/\h)] ®(55C(16) +,DA)  (5)

Egs. (4) and (5), that respectively produce the encrypted dynamic keys CDA and CDB,
together are called Equation-group 2.

AL = [LEF12(S5€(2)) * RIG12(DA) + LEF12(55€ (3)) * RIG12(DB) + (LEF12(KA
hy+ LEF12(DA) +LEF12(DB)) * LEF12(SSC(4))] mod 1024 + 1024 (6)

WI = [LEF12(SSC(5)) * LEF12(DA) + LEF12(SSC(6)) * LEF12(DB) + (LEF12(K/\h)
+RIG12(DA) + RIG12(DB)) * LEF12(SSC(7))] mod 1023 +1 (7)

Sd = [LEF12(SSC(8)) * LEF12(DA) + LEF12(SSC(9)) * LEF12(DB) + (RIG12(K/\h)*+
RIG12(DA)*+ RIG12(DB)?) * LEF12(SSC(10))] mod 1023 +1 (®)

Pk;= HMAC(SSC(11) +, DA || SSC(12) +, DA || SSC(13) ®DB || SSC(14) ®DB,
(SSC(15) +, DB) ®DA) )

which as a pseudorandom key is the first pointing key employed by the TRNEM to
generate the PRNS1, PRNS2 and CTRNS. Egs. (6) ~ (9), that respectively generate /AL,

WI, Sd and Pk, together are called Equation-group 3.
E(k,str): An encryption function defined as:

E(k,str)=kDsi|| kD sa|| kDss]|...|| kD sy, (10)
where S = §,5,5,...5, is a string.

TRNS(j) = HMAC(E(SSC()), TRNS) || E(SSC(17-j), TRNS), SSC(j+7)+DB), | =j =4
(11)
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At=(RIG12(DA)’ + RIG12(DB)’ + LEF12(DA)’ + LEF12(DB)*+ RIG12(TRNS(1))* +
LEF12(TRNS(1))*) mod 1023 +1 (12)

which as a pesudorandom parameter is the length of PRNS2. /\t together with /A\h are
adopted to protect the CTRNS and ciphertext in the wrapped ciphertext file.

Pk, = HMAC(TRNS(2) ©DA || TRNS(3) ®DB || TRNS(4) +, DA, TRNS(1) ®DB) (13)

which as a pseudorandom key is the second pointing key employed by the TRNEM to
generate the ciphertext.
Eqgs. (10) ~ (13), that respectively produce E(k,str), TRNS(1) ~ TRNS(4), /\t and Pk,

together are called Equation-group 4.

3.3. The TRNEM Encryption Process

Fig. 1 illustratively summarizes the encryption flow of the TRNEM. The details are as
follows.

Step 1: Generating /\/# and K/\h. The TRNEM’s encryption process invokes the non-
invertible /\/ generation equation defined above to read the file name of the file being

encrypted. The file name, filename extension and SSCs are the parameters used to
produce Ak and KAh.

Step 2: Generating dynamic keys DA and DB. The TRNEM derives KCT from /A and
current time (C7), and invokes Equation-group 1 which uses K/\%, KCT and SSCs as its
parameters to produce dynamic keys DA and DB.

Step 3: Encrypting dynamic keys. The TRNEM invokes Equation-group 2 which
consisting of two invertible equations defined above employs the generated DA, DB,
SSCs and K/\h as the parameters to produce CDA and CDB so that the TRNEM can
securely store CDA and CDB into the wrapped ciphertext file and decrypt DA and DB
from CDA and CDB carried in the received wrapped ciphertext file.

Step 4: Generating AL, WI, Sd and Pk;. The TRNEM invokes Equation-group 3,
consisting of four non-invertible equations defined above, to respectively produce AL,
WI, Sd and Pk, by employing the generated DA, DB, SSCs and K/\h as input
parameters.

Step 5: Generating TRNS(1) ~ TRNS(4), /\t, and Pk,. The TRNEM randomly reads data
of /AL bytes from the chosen webpage indexed by WI and the first character is the Sd”
byte of the webpage. These data are our TRNS. The TRNEM invokes Equation-group 4
which consisting of some non-invertible equations defined above in turn invokes the
generation equations of the DA, DB, SSCs and TRNS to produce TRNS(1) ~ TRNS(4), /\
t and Pk,.
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Step 1. Generating Al

Step 6. Generating PRNS1, PRNS2, CTRNS, and

§SC —»

Function group
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Step 2. Generating dynamic keys
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KCT ——»  Function group I
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Kah  —»

Step 3. Encrypting dynamic keys

SSC
DA,DB Function group 2
(Invertible)
Kah

Step 4. Generating AL,
Web-Index, Start-distance,Pk

SSC —»,

DA. DB , Function group 3
’ (Non-invertible)
Kah  —»

Ciphertext
— Ah
Step 6-1. Generating PRNS1 and PRNS2
—>KAh AR
At —»
PRNG PRNSI ||
kPy — PRNS2
KCT —|
— DA
Step 6-2. Generating CTRNS
— DB
TRNS —»
Block cipher system —» CTRNS
Pk1 —¥
—>» CDA
Step 6-3. Generating CTRNS
—> CDB
Plaintext —
Block cipher system  — Ciphertext
Pky —»
—» AL

> Web-Index
—> Start-distance

HP}C]

Step 5. Generating TRNS

Web-Index —

Start-distance —» .
Function group

AL —» (Non-invertible)

DA4,DB —»
S8C —»

—>» TRNS

| TRNS(1)
~TRNS(4)
—> At

> P,

Fig. 1. The encryption flow of the TRNEM

Step 6: Generating PRNS1, PRNS2, CTRNS and ciphertext.

Step 6-1: Generating PRNS1 and PRNS2. The TRNEM grabs the time parameters from
system clock to produce a new KCT. After that, KCT, A\h, /\t and Pkjare input to the
pseudo random number generator (PRNG for short) to produce PRNS1 and PRNS2.
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Step 6-2: Generating CTRNS. The CTRNS is produced by the adopted block cipher
system (e.g., AES) with the TRNS as the plaintext and key Pk, as an input parameter.

Step 6-3: Encrypting plaintext (generating ciphertext). A plaintext to be encrypted and
key Pk, are input to the adopted block cipher system to produce the corresponding
ciphertext.

Step 7: Generating a wrapped ciphertext file. The TRNEM concatenates PRNS1, CDA,
CDB, CTRNS, the ciphertext generated in Step 6 and PRNS2 to produce a wrapped
ciphertext file, the format of which is shown in Fig. 2.

Ah AL Length of File At
cic
PRNS1 D\D CTRNS Ciphertext PRNS2
A|B

Fig. 2. The format of the wrapped ciphertext file generated by the TRNEM

34. The TRNEM Decryption Process

Fig. 3 illustrates the decryption process of the TRNEM. The details are described below.

Step 1: Calculating /\/ and removing PRNS1 from the received wrapped ciphertext file.
To decrypt the ciphertext, a user needs to invoke the /\/% generation equation, which in
turn reads the file name and filename extension of the designated file to produce A\h,
with which to delete PRNS1 from the wrapped ciphertext file. It further generates K/\A.

Step 2: Retrieving and calculating D4 and DB. Reads CDA and CDB from the wrapped
ciphertext file and decrypts them by using the following two decryption equations, i.e.,
Egs. (14) and (15), to obtain the dynamic keys DA and DB.

DA =[CDAD(SSC(13)+,KAh)]—KAhDSSC(12)) —, SSC(11) BSSC(10)  (14)
where —,is the inverse operation of +, [20].
DB = [CDB®(SSC(16)+,DA)] —(DADK/N\h))—, SSC(15) BSSC(14) (15)

Step 3: Calculating AL and retrieving CTRNS

(1) Invoking Eq. (6) which employs SSCs, K/A\h, DA and DB as its parameters to
calculate AL.

(2) Retrieving CTRNS from the wrapped ciphertext file based on the calculated AL
since CTRNS is AL in length.
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Ah AL Length of File Al
c|C
PRNS1 |D|\D CTRNS Ciphertext PRNS2
A|B
Calculating /\ h, K/\ h and removing PRNSI
AL Length of File At
c|C
»D|D CTRNS Ciphertext PRNS2
A|B
Step 2
AL Length of File Al ,
. DA,DB cic
CTRNS Ciphertext PRNS2 Step 3-(1) D|D
A|B
Step 3-(2)
AL Step 4-(2)
block cipher system Step 5
CTRNS b (Ex:AES) TRNS removing PRNS2
Step 4-(1)
Pk
Step 6-(2)
Length of File Length of File
. block cipher system .
Ciphertext ; (Ex:AES) Plaintext
Step 6-(1)
Pk

Fig. 3. The decryption flow of the TRNEM

Step 4: Retrieving TRNS. Retrieve TRNS by inputting CTRNS and Pk, to the adopted
block cipher system.
(1) Producing Pk; by invoking Eq. (9) which employsDA, DB and SSCs as its

parameters.

(2) Invoking the adopted block cipher system to decrypt the CTRNS retrieved from the
wrapped ciphertext file with Pk;so as to produce TRNS.

Step 5: Retrieving /\f and removing PRNS2.
(1) Producing TRNS(1) ~ TRNS(4) by invoking Egs. (10) and (11) which employ SSCs

and TRNS as their parameters.

(2) Producing At by invoking Eq. (12) which utilizes DA, DB and TRNS(1) as its

parameters.

(3) Removing PRNS2 from the wrapped ciphertext file.
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Step 6: Generating Pk, and decrypting the ciphertext.

(1) Invoking Eq. (13) which uses TRNS(1)~TRNS(4), DA and DB as its parameters to
produce Pk,.

(2) Decrypting the plaintext from the ciphertext by inputting Pk, and the ciphertext to
the adopted block cipher system so as to revert the plaintext.

3.5. The Features and Advantanges of the TRNEM

The TRNEM has five features, including

(1) employing filename, filename extension, system security codes and a non-invertible
equation to generate /\h, making /\/ be one with high security;

(2) utilizing current time to produce dynamic keys DA and DB which are different
when they are generated at different time points since current time continuously
varies;

(3) using the DA and DB to fetch the true random numbers, with which to encrypt the
plaintext so as to enhance the security of the ciphertyext;

(4) employing scalable parameters A\ h, AL and /\t, with which to construct a
wrapped ciphertext file. The purpose is enhancing the security of the ciphertext file;

(5) the CDA, CDB and CTRNS are embedded in the wrapped ciphertext file to
effevtively protect the ciphertext.

Beside the mentioned security features, based on the Interent as its data pool, the
TRNEM creates a true random number sequence to encrypt plaintext so that the
ciphertext has a very high degree of security. Furthermore, the ciphertext is embedded
in the position located between PRNS1 and PRNS2. Hackers cannot directly obtain the
(plaintext, ciphertext) pairs from the wrapped ciphertext file, thus highly enhancing the
security of the TRNEM.

4.  Security and Performance Analysis

In this section, we analyze the security levels of different TRNEM parameters and
generated data, including A\ 4, dynamic keys DA and DB, the TRNS, a wrapped
ciphertext file, and Pk,. We also evaluate the security and performance of the TRNEM.

4.1. Security of Ah

There are three major reasons to say that /\/ possess high security. According to Eq.
(1), without the 16 system security codes SSC(1) — SSC(16), hackers cannot correctly
calculate /\/, even though they have caught the file name and filename extension. Also,
the value generated for each term contained in Eq. (1) is larger than 2*° which is very
larger than the upper limit of A\#, i.e., 2047. After that, the value generated before the
modulus operation is reduced to /\/4 through the non-invertible modulus equation,
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implying that A/ has high randomness and security. Furthermore, the /\/ is an internal
variable of the TRNEM. Hackers cannot derive it from the ciphertext and solve it.

Authough, hackers can try a lot of file names and filename extensions to respectively
substitute for the original file name and filename extension contained in the encryption
expression, attempting to analyze the possible /\s. However, the length of the wrapped
ciphertext file is /\h+32+/\L+[the plaintext| + /\¢ bytes, in which 32 is the length of
DA+DB, and AL and /\t randomly change at each encryption, even the file name,
filename extension and plaintext remain unchanged. /\/ is well protected due to the
dynamic values of AL and /\t. Now, we dare to say that /\/ and the protected system
are very safe.

4.2. Security of Dynamic Keys DA and DB

There are two methods to obtain DA. First, hackers may directly generate DA by
employing Eq. (2). However, SSC(1) ~ SSC(5), K/\h and KCT are unknown to hackers
and KCT continuously changes at each encryption. That means hackers cannot directly
generate DA by employing Eq. (2). Second, hackers may crack CDA to obtain DA.
However, according to Eq. (4), they need SSC(10)~SSC(13) and K/\h. But these
parameters are unknown to hackers. Furthermore, CDA is embedded in the wrapped
ciphertext file. Hackers need /\/ to correctly fetch it. But /\/ is unknown to hackers.
Thus, DA is secure. Similarly, to derive DB from CDB, hackers need SSC(14) ~
SSC(16), K/\h and DA which are unknown to hackers, i.e., DB is secure.

4.3. Security of the TRNS

The TRNEM collects a webpage based on a randomly chosen WI, and accesses the
content of the webpage from the position indicated by the Sd to the position pointed to
by Sd + A L. In other words, |[TRNS|=/\L. But the characteristics and contents of
different pages vary with time, and the page contents may be changed frequently. Under
this circumstance, extracting web contents from a randomly chosen webpage can make
a number sequence, i.e., the TRNS, truly random.

Hackers may obtain 7RNS by decrypting CTRNS embedded in the wrapped
ciphertext file. However, to fetch the CTRNS, parameters /A\h, AL, length of the
plaintext and /\¢ are required. But, hackers cannot obtain them from the wrapped
ciphertext file. That is, hackers cannot correctly fetch CTRNS from this wrapped
ciphertext file. Furthermore, if CTRNS is known by hackers, they still cannot decrypt
CTRNS to obtain TRNS since PK, is unknown to them. So, TRNS is secure.

4.4. Security of a Wrapped Ciphertext File

This system adopts a wrapping ciphertext approach, in which the ciphertext as shown in
Fig. 2 is wrapped by PRNS1 of length A\h, CTRNS of length AL, and PRNS2 of length
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/\t. Parameters /\L and /\¢ are different at each encryption even though the plaintext is
the same. Hackers cannot obtain A/, /AL and /\? to unwrap the ciphertext, i.e., hackers
cannot collect (plaintext, ciphertext) pairs when plaintext is known. They need to crack
A\ h before solving other parameters, meaning that the ciphertext file is securely
protected by the TRNEM.

4.5. Security of the Pk,

Pk, as a pseudorandom key is the second pointing key employed by the TRNEM to
generate the ciphertext. The security of the ciphertext strongly depends on the security
of Pk, and the block cipher system. In the following, we would like to identify the
security level of Pk,. Theorem 1 proves that its security level is the same as that when it
is solved by using a blind guess method.

Theorem 1. If the key length of the TRNEM is n bits, then the probability of solving
the correct value of Pk, from the wrapped ciphertext file is 1/2".

Proof. Pk, as an internal pseudorandom key used by the TRNEM does not appear in the
wrapped ciphertext file. Hackers cannot directly break it. Two methodscan be used to
break Pk,, excluding the blind guess approach. The first is that,according to Eq. (13),
i.e., Pk, = HMAC(TRNS(2)®DA || TRNS(3)® DB || TRNS(4) +, DA, TRNS(1)®© DB),
only the one who knowsDA, DB, TRNS(1) ~ TRNS(3) can correctly generate Pk,.
However, the dynamic keys DA and DB are secure and the true random number
sequences, i.e., TRNS(1) ~ TRNS(3), derived from7TRNS and DB are secure, too, based
on the abovementioned description. The dynamic keys DA and DB, which are functions
of KCT, vary randomly each time when it is generated, implying that the generated
messages, TRNS and hence, TRNS(1) ~ TRNS(3) change randomly each time when they
are produced so that Pk,is secure.

The second method is breaking the block cipher system to obtain plaintext from the
ciphertext. However, the ciphertext embedded in the position located between PRNSI
and PRNS?2 is secure, according to that described in section 4.4. That is, hackers cannot
break Pk, from the ciphertext. In the worst case, if the ciphertext is known by the
hackers, they need to break the block cipher system. But this is not an easy work since
hackers require a massive amount of (plaintext, ciphertext) pairs given the same parent
key. Hence they still cannot break the block cipher system to obtain Pk;.

There are no useful method to obtain Pk, other than the blind guess approach.
Therefore, the probability of solving the correct value ofPk, from the wrapped
ciphertext is 1/2". Q.E.D.

4.6. Security of the TRNEM

Due to involving current time and TRNS, the encryption results generated on the same
plaintext at different time points vary, implying that TRNEM can effectively prevent
those linear cryptanalysis attacks [21,22]. In the TRNEM, the mechanism that wraps a
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ciphertext file can effectively defend the known plaintext attacks because hackers
cannot correctly collect different (plaintext, ciphertext) pairs.

In fact, the TRNEM integrates time variables, i.e., the current time and TRNS. So the
wrapped-ciphertext-file mechanism can effectively prevent the protected system from
brute force attacks.

4.7. Generation Times of Parameters

The TRNEM generates ciphertext by using a block cipher system (e.g., AES or DES).
To generate a wrapped ciphertext file, we produce several parameters introduced above.
Table 1 lists the times required to produce these parameters. We also used these
parameters to produce the PRNS1, PRNS2, CDA, CDB and CTRNS. Table 2 lists the
times required to produce them and the wrapped ciphertext file.

Table 1. The times required to produce different required parameters

Parameter Parameter generation time (ms)
Eq. (1):A\h 0.01948
Eq. (2):D4 0.30646
Eq. (3):DB 0.27196
Eq. (4):CDA 0.23230
Eq. (5):CDB 0.23624
Eq. (6):/AL 0.00963
Eq. (7):W1 0.00958
Eq. (8):5d 0.01020
Eq. (9):Pk, 0.42009
Eq. (11):TRNS(1) 15.06665
Eq. (11):TRNS(2) 14.96699
Eq. (11):TRNS(3) 15.41611
Eq. (11):TRNS(4) 15.52798
Eq. (12): A\t 0.00820
Eq. (13):Pk, 0.28322
Total 62.78509

Table 2. The time required to produce the wrapped ciphertext file

Item Generation time (ms)

PRNS1||PRNS2(length of Ah+/\r) 20

CDA 0.2323

CDB 0.23624

CTRNS(length of AL) 13

Ciphertext The same as the time required by AES or DES

No matter what size of the file to be encrypted is, the times the TRNEM spent to
generate PRNS1, PRNS2, CDA, CDB and CTRNS are themselves the same. Compared
with other block cipher techniques, it only takes a very short extra time to encrypt a file.
But the security level on the contrary dramatically increases.
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Since the lengths of PRNS1||PRNS2 (i.e., A\h+/\t) and CTRNS (i.e., /\L) are not
fixed, we individually chose the max lengths of them to calculate their generation times.
Ciphertext is encrypted by block ciphering. Its generation time is the same as those of
the adopted block cipher system, e.g., AES and DES. The extra time required by the
TRNEM is 95.78529 ms.

The difference between the decryption process and the encryption process of the
TRNEM is that when decrypting the ciphertext file, D4 and DB are acquired by
invoking Eqgs. (4) and (5), which further invoke the invertible equations to generate
CDA and CDB where CDA and CDB are retrieved from the wrapped ciphertext file.
TRNS is decrypted by inputting CTRNS and Pk, to the adopted block cipher system
where CTRNS is also retrieved from the wrapped file. Since the formulas used to
generate other parameters for decryption are the same as those when encrypting the
plaintext file, the times required to produce /\h, AL, Pk;, TRNS(1), TRNS(2), TRNS(3),
TRNS(4), /\t and Pk, are then individually the same as those when encrypting the file.
Table 3 lists the times required to produce parameters for decrypting CTRNS, and Table
4 shows the ciphertext decryption time.

Table 3. The times required to produce different parameters for decrypting the wrapped
ciphertext file

Parameter Parameter generation time (ms)
Eq. (1):A\h 0.01948

Eq. (4):CDA4 Reads CDA from the wrapped file
Eq. (5):CDB Reads CDB from the wrapped file
Eq. (14):DA4 0.19569

Eq. (15):DB 0.19926

Eq. (6):AL 0.00963

Eq. (9):Pk, 0.42009

Eq. (11):TRNS(1)  15.06665
Eq. (11):TRNS(2)  14.96699
Eq. (11):TRNS(3)  15.41611
Eq. (11):TRNS(4)  15.52798

Eq. (12): A\t 0.0082
Eq. (13):Pk, 0.28322
Total 62.1133

Table 4. The times required to decrypt the CTRNS and the wrapped ciphertext file

Item Generation time (ms)
TRNS 13
plaintext The same as the time required by AES or DES

Table 5 lists the computational efforts in terms of different numbers of operations
employed by the encryption/ decryption processes of the TRNEM.
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Table 5. All computational efforts in terms of different numbers of operations employed by the
encryption/ decryption processes of the TRNEM

TRNEM Encryption Decryption
Eq. (1):/A\h 18+s + 2*s + 1 mod 18+s + 2*s + 1 mod
Eq. (2):D4 3@s (128 bits) + 2+,s (128 bits)  does not generate
+ IHMAC
Eq. (3):DB 2@s (128 bits) + 3+,s(128 bits) does not generate
+ 1HMAC
Eq. (4):CDA 3@s (128 bits) + 3+,s(128 bits)  does not generate
Eq. (5):CDB 3@s (128 bits) + 3+,8(128 bits)  does not generate
Eq. (6): AL 3*s + 4+s + 1 mod 3*s + 4+s + 1 mod
Eq. (7):W1 3*s + 4+s + 1 mod does not generate
Eq. (8):5d 6*s + 4+s + 1 mod does not generate
Eq. (9): Pk 3@s (128 bits) + 3+,,(128 bits) 3 D s (128 bits) +
+ 1THMAC 3+,8(128  bits) +
IHMAC
Eq. (11): 2E(kstr) + 145 (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(1) IHMAC + 1HMAC
Eq. (11): 2E(kstr) + 145 (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(2) IHMAC + 1HMAC
Eq. (11): 2E(kstr) + 14y (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(3) IHMAC + 1HMAC
Eq. (11): 2E(kstr) + 14y (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(4) IHMAC + 1HMAC
Eq. (12): At 18*s + 5+,s + lmod 18*s + 5+,s + lmod
Eq. (13): Pk, 3®s (128 bits) + 1+,,(128 bits) 3 Ds (128 bits) + 1+,s
+ 1HMAC (128 bits) + 1THMAC
Eq. (14): DA does not generate 3@s (128 bits) + 1+,
(128 bits) + 2-,s (128bit)
Eq. (15): DB does not generate 3@s (128 bits) + 1+,
(128 bits) + 2-,s (128bit)
CTRNS/TRNS The same as the time of AES or The same as the time of
DES AES or DES
Ciphertext/ The same as the time of AES or The same as the time of
plaintext DES AES or DES
4.8. Performance Analysis

Table 6 summarizes the computational efforts required by the DES, AES, and TRNEM
to encrypt and decrypt a data file.
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Table 6. The summary of the computational efforts required by the DES, AES and TRNEM to
encrypt and decrypt a data file.

Scheme Encryption Decryption
DES (64- 16 ©s (32 bits) + 16 Ps (48 The number of operations is the
bit block) bits) + 1 IP (64 bits) + 1 IP-1 same as that of the encryption
[23,24] (64 bits ) + 128 S-Box (6 bits) process.
+ 16 Expansions (48 bits) + 16
Permutations (32 bits)
AES (AddRoundKey) The number of operations is the
(128-bit 176 ©®s (8 bits) same as the sum of the numbers
block, (SubBytes) of those operations employed by
128-bit 160 Substitutions (8 bit) [26] the encryption process for the
key) [25] (ShiftRows) three stages, including
30 ShiftRows (128 bit) AddRoundKey, SubBytes, and
ShiftRows
(MixColumns) (MixColumns)
36 Rijndael columns mixing 36 Rijndael columns mixing [27]
[26] (128 bits) (128 bits).
(Generally, the operations of a
decryption process are often more
complex than those of the
corresponding encryption
process.)
TRNEM 30+s + 32%s + 17Ds (128 bits)  22+s + 23*s + 12Ds (128 bits) +

+ 24+,s (128 bits) + 8 E(k,str)
+ 8 HMAC + 5 mod +
2*%(176 @ s (8 bits) +160
Substitutions (8 bit)y+ 30
ShiftRows  +36  Rijndael
columns mixing ) in which the
last term 2*(176 @s ...) is the

time required to produce
CTRNS from TRNS and
generate  ciphertext  from
plaintext

15+,s (128 bits) + 4-,s(128bit) + 8
E(k,stry + 6 HMAC + 3 mod
+2*%(176 & s (8 bits) +160
Substitutions (8  bit)+ 30
ShiftRows +36 Rijndael columns
mixing ) in which the last term
2%(176 @ s ...) is the time
required to produce TRNS from
CTRNS and generate plaintext
from ciphertext

The following analyses show that TRNEM is more secure than the AES. First, the
plaintext is encrypted by the pseudorandom key PK, when the TRNEM employs the
adopted block cipher system. If the block cipher system is the AES, then the TRNEM is
still more secure than it since, by Theorem 1, PK, varies at each encryption, whereas the
parent key adopted by the AES is fixed for encrypying a file.Second, the ciphertext of
the TRNEM is embedded in a wrapped ciphertext file. It is not easy for hackers to
correctly fetch the ciphertext and analyze it. But AES does not have this protection

mechanism.
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Third, the AES suffers brute force attacks, e.g., the known plaintext/ciphertext attack
[28], chosen plaintext attack, such as differential cryptanalysis attack [30], and linear
cryptanalysis attack [21,22] since the AES is an combinatorial-logic style encryption
method [29]. However, in the TRNEM, when a plaintext block is encrypted at different
time points, different current time keyKC7sand hence different other keys, including
DA, DB, Pk, TRNS(1)~TRNS(4) and PK,, are produced, thus resulting in diffenent
wrapped ciphertext files. The value ofKCT randomly changes and has no regular rule.
Hence, the following keys generated, including DA, DB, Pk, TRNS(1) ~ TRNS(4) and
PK,, also randomly vary. Therefore, they can effectively defend the abovementioned
attacks. In summary,KCTand TRNSare the two keys making the TRNEM more secure
than the AES.

As shown in Fig. 2, due to concatenating PRNS1, CDA, CDB, CTRNS and PRNS2,
and the lengths of them are, respectively, /\h, |CDA|, |CDB|, /AL and /\t. Therefore, the
data transmission efficiency of the TRNEM is

| ciphertext |
ah+|CDA|+|CDB|+aL +at+ | ciphertext |

5. Conclusions and Future Work

This system utilizes a wrapping ciphertext approach, which prevents hackers from
identifying the correct position of ciphertext. So the hackers cannot easily crack the
protected ciphertext. Additionally, the TRNEM encrypts plaintext by using 7TRNS,
which is highly random by randomly choosing a webpage and randomly accessing its
content /\/4 in length. Moreover, even though given the same plaintext, the TRNEM
generates different ciphertext at different time points. This can effectively prevent
hackers from issuing known plaintext/ciphertext attacks. So we dare to say that the
TRNEM is very secure.

However, a portable encryption/decryption system, like DES and AES, does not
create system parameters in it. To develop an algorithm, with which the system security
codes in the TRNEM can be generated by the input password or parent key, is necessary
and important. Furthermore, to enhance the performance of the TRNEM, the block
cipher system adopted by the TRNEM does not need to be DEA or AES. To develop a
secure and efficient encryption/decryption method, we plan to utilize the keys generated
by the TRNEM, e.g..K/\h, DA, DB, PK,, PK, and SSCs, as the parameters to establish a
new block cipher system, which is then substituted for the AES or DES to perform the
block ciphering for the TRNEM. These constitute our further studies.
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Abstract. Public cloud architecture offers a public access software service. Users
can login to access the cloud resources via various devices. The main advantage
of the SaaS (Software as a Service) cloud service is that it supports different
software and devices, in order to open web browsers, to authenticate the users
through the standard format. E-books are protected by digital rights management
(DRM), and users can use mobile devices to read them. However, the users'
identity need to be authenticated or the communication between the user and the
cloud server will be at risk. The processes by which users submit their proof of
identity to the cloud needs to be protected. In this paper, information security can
be achieved efficiently via cloud server architecture and a cryptography
mechanism. The proposed scheme focuses on using a mobile device to access the
cloud service. The DRM mechanisms can protect digital content; once the mobile
users pass the authentication they can access the cloud services, with
authenticated users able to easily use mobile devices to read digital content.

Keywords: Cloud, DRM, Authentication, Mobile Devices, Security

1. Introduction

First, we introduce cloud architecture, the DRM concept of cloud architecture, and the
analysis of DRM implementation using mobile devices.

1.1 Cloud Architecture

As long as information is stored in a cloud, users can access the cloud service through
the Internet and mobile devices[1,2] anytime and anywhere. The user does not need to
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know what kind of cloud architecture is present (such as cluster computing, grid
computing, distribution computing, etc). The user need only send the request to the
cloud and it will perform the most efficient operations.

The early goals of cloud architecture were to combine many computers of distributed
computations via the Internet. The running program was divided into many threads and
distributed into many computers for execution, with the result being presented
immediately. Cloud architecture was gradually developed into service-oriented
applications, with users being able to use the cloud properties: permanently available,
fast computing, etc, with simple steps such that users could access the services provided
by the cloud [3].

In the early stages, users communicated with different devices provided by the cloud
architecture, and the cloud structure communication services needed to be robust.
Current cloud structure has adopted a hierarchical structure. The top of the user services
request message is forwarded and handled by the internal framework. Users do not
directly communicate with the internal structure of clouds, and this ensures internal
safety; this is called object-to-object architecture [3], and is distinct from the early host-
to-host architecture. The present cloud structure can be divided into the following three
modes [4,5]; the structure is shown in Figure 1.

— Public Cloud
— Private Cloud
— Hybrid Cloud

When the user’s request message passes through the interface of a public cloud,
malicious packets are filtered out by the firewall. The authenticated user’s request will
be forwarded to the API server. The API server need not be in the same geographical
region. For example, when a Google Docs file is stored in a US database, the document
can be opened by other people to co-edit it, and other users may edit the same document
in different countries; however, all of them use the service through the same API.

On the other hand, a private cloud is an internal self-management systems database
which develops and maintains the normal operation of the API. The network is
connected through a local network; this incurs greater cost for small and medium
enterprises. Thus, the Hybrid Cloud was developed. The Hybrid Cloud structure acts as
a proxy server in most enterprises. Its main goal is to identify staff identification. In this
way, it allows enterprises to control their own staff permissions, while the database is
maintained by the provider. Costs are there by reduced.

1.2 Cloud Services Model

If cloud services are provided by a single industry, the cloud may not be able to satisfy
all of a user’s requirements. Thus, a user may use cloud network services provided by
different industries. Cloud size can be divided into the following modes: Domestic
clouds and Transborder clouds [6].
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(1) Domestic clouds: The entire cloud is physically located within one jurisdiction. The
provider provides devices or data exclusively for specific enterprises. The provider need
not provide additional service via third party provider to a specific provider, with the
resultant advantages of uniform size and high data security.

(2) Transborder clouds: Devices can transmit data to a server (such as Google).
Although the Google servers may be located in different countries, users can determine
which server stores the data, even if they cannot find some data. Google Docs is a
similar concept: someone can open a file and other people can edit the same document
in different locations in different countries.

In February 2000, Amazon.com suffered from DDOS attacks which caused serious
damage [7]. A new technology was developed to defend against such attacks. Now,
packets will be filtered, and it will be determined whether they are normal or not by the
firewall before users communicate with the cloud. The private key of the cloud system is
not stored in the user’s equipment. The user must use a secure encryption method (such
as Public Key Infrastructure (PKI) or Secure Socket Layer (SSL) to transmit messages
to the cloud, and then the cloud’s stored user identity verification table will identify the
user.
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In 2007, vendors pushed the OpenlD [8] verification specification 2.0 and attributes
of a standard 1.0. OpenID, aiming to provide different cloud providers with a means to
authenticate users’ identities. The users only need to register once with OpenID, and
they can then log into the authentication pages. However, OpenlD alliance should ensure
the users’ safety and be able to determine if a cloud is illegal or not, otherwise users’
privacy will be easily revealed by a malicious attacker masquerading as a cloud service.

Cloud services have been a hot topic in recent years. Despite the lack of a concrete
definition of a cloud, there seems to be a common consensus as to what constitutes a
cloud [6]. The National Institute of Standards and Technology (NIST) [9] has proposed
the following five basic characteristics of current cloud architecture:

(1) On-demand self-service: A consumer can unilaterally provide computing
capabilities, such as server time and network storage, as needed automatically, without
requiring human interaction with each service’s provider.

(2) Broad network access: Capabilities are available over the network and accesses
through standard mechanisms that promote use by heterogeneous thin or thick client
platforms (e.g., mobile phones, laptops and PDAs).

(3) Resource pooling: The provider’s computing resources are pooled to serve multiple
consumers using a multi-tenant model, with different physical and virtual resources
dynamically assigned and reassigned according to consumer demand. There is a sense of
location independence in that the customer generally has no control over or knowledge
regarding the exact location of the provided resources, but may be able to specify
location at a higher level of abstraction (e.g., country, state or data center). Examples of
resources include: storage, processing, memory, network bandwidth, and virtual
machines.

(4) Rapid elasticity: Capabilities can be rapidly and elastically provisioned, in some
cases automatically, to quickly scale out, and rapidly released to quickly scale in. To the
consumer, the capabilities available for provisioning often appear to be unlimited and
can be purchased in any quantity at any time.

(5) Measured Service: Cloud systems automatically control and optimize resource use
by leveraging a metering capability at some level of abstraction appropriate to the type
of service (e.g., storage, processing, bandwidth, and active user accounts). Resource
usage can be monitored, controlled and reported, providing transparency for both the
provider and consumer of the utilized service.

As long as a service is connected to a network and uses the network to achieve a
certain goal, it can be called a cloud service (for example: E-mail, E-books, Google
Docs, Google TV, Cloud Printer, etc). That is, users rely on the application data stored
on a remote server, with no additional devices installed in the personal applications.
Users’ data and information can be stored anywhere in the cloud.

A prerequisite of connecting to the cloud is network connectivity. Users can send a
message, use the service, receive messages etc; all rely on a network connection to
communicate with the cloud. The user’s information must be protected so there must be
communication through a mechanism to protect the user’s identity and information.
Different suppliers have different protection mechanisms, for example, Google
protection mechanism is used for SSL.

The remainder of this paper is organized as follows: Section 2 reviews the DRM
related work. In section 3, we introduces the proposed protocol. Section 4, we analyze
the security of the proposed scheme, and we provide conclusions in Section 5.
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2.  The DRM Related Work

E-books are currently the main product of cloud services. At present, the main providers
are companies like Google, Apple, and Microsoft, although the E-book format has yet to
be standardized. However, the main specifications of E-books are DRM, DRM-Free,
and Adobe PDF format.

Take, for example, DRM-Free with permission [10]; on April 2, 2007, Apple
announced that half of the DRM-protected music on iTunes would be sold via DRM-
Free. The price would be lower for higher music quality. In this way, DRM-protected
MP3 digital products it needed to pay for the license; there was the limitation that only
Apple-related products could share this benefit. On the other hand, Google’s DRM-Free
forbids users to copy or print the digital content [11].

The primary business objectives of DRM are:

— Providers must specify the user’s rights

— Digital content cannot be tampered

— The print and copy permissions of the digital content need to be authorized
— Digital content’s Copyright notice

The Provider sells DRM-protected digital content that can be used to control the
consumer’s rights [12, 13, 14, 15]. However, the DRM cloud provider authorizes the
users to access the digital content via a one-time sale.

Microsoft for digital content protection [16] must install the RMS software at the user
end, and is limited to Windows OSes. The encryption method is the RSA [17] key
component. When a user requests to authorize the use of a right, it allows the designated
user and is authorized to grant the permission. However, the SP2 version added an
offline authorization function, and authors use the RMS application to create file
permissions; this specifies the authorization conditions. This is a special license which
can be granted by the offline state RMS-protected content permissions.

Our proposed architecture allows consumers to download E-books and enjoy the
benefits of the trial period (e.g., DRM-Free). When users buy the products, the users’
permission will be changed via License (such as DRM). However, our architecture is
such that, via the Internet, it is possible at any time to record a user’s E-book page
number. The advantages of our approach are that it allows users to read E-books on
different devices, and it can be easily modified to record the number of pages. It can also
prevent purchased E-book users illegally forwarding documents to other users.

2.1 Discussion of Using a Mobile Device to Implement DRM

With the rapid development of smart mobile devices, it is now possible to easily access
network resources. Even though it is well-known that mobile devices are undermined by
several recent threats [18], these mobile devices (such as PDAs or Tablet PCs) and
cloud services can be combined to form an easy to use communication platform.
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Users can access the cloud services through different mobile devices, however, the
hardware of such mobile devices is limited in the following ways [7, 19]:

— bandwidth limitations

— connection stability

— low computational ability
— limited battery capacity
— small storage capacity

From the mobile user’s viewpoint, the user must provide his/her identification before
using the cloud service. This is different from using a smart card, since not every device
can read smart cards. Moreover, different operating systems have different peripheral
limitations (such as iPad). Although users can browse the web, the device does not
provide a general standard interface (such as USB) to provide the smart card reading
function or other more secure mechanisms (such as a biometric identification
mechanism).

On the other hand, the mobile device’s computing power is limited. In order to send a
protected message from these mobile devices it is necessary to consider other
appropriate security mechanisms. Google or Apple, and other providers of these cloud
services, do not provide a clear definition for the services model of the cloud. In this
paper, we present a mobile device-based DRM system to achieve the following
objectives:

(1) Provide a process for clearer communication enabling a unified authentication.
(2) Reduce the computation of communication for mobile devices.

(3) The suppliers can use their encryption method to protect the security of E-books.
(4) The E-book providers for DRM purpose of sale and limitation are not the same.

In order to achieve the required level of security, we have integrated the mobile
devices and the cloud services model to allow users to access an E-book resource under
secure authentication.

3.  Proposed Authentication Protocol

Because Linux is outstanding for parallel computing and executing efficiency [4], the
proposed cloud service for mobile DRM systems is based on Linux. Linux is open
source, so users can develop various APIs to meet their requirements.

The user’s message will first pass through the firewall to confirm whether or not the
packets are normal. For authenticating users, the cloud server aims to produce the
session key between user and cloud. The cloud confirms the identity of the user’s mobile
device. The user need not worry about the messages sent to the cloud end or the internal
processing. Our proposed architecture is shown in Figure 2:
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1. login

v

2. Session key

A
v

% ﬁ 3. Service request
> Cloud

Mobile user - -
4. RESP (Information or License)

r 3

Fig. 2. Our proposed architecture

Step 1: User logs into cloud for authentication via mobile device.

Step 2: Cloud confirms the user’s identification and generates the session key.

Step 3: The user's message is protected by the session key and a service request is
made to the cloud.

Step 4: Cloud responds to user’s request (such as the E-book pages or E-book usage
rights).

Our scheme is to record the page number of the user’s last review. We limit the user’s
communication time with the cloud to negotiate the session key by changing the license
permission. The advantages are that users can read E-books on different devices, and we
can prevent access to the E-books.

The following notation is used in this paper:

&) exclusive -or operation

| : concatenation operation

D . user identification

PW . user password

IME] . identity of the mobile device, International Mobile
Equipment Identification

N,,N, . nonces

SK . session key between user and cloud

E— bookw . mobile user’s first request of the E-book

M, : E-book page number request after last view

RESP . response message of the cloud to user’s request

Egy(m) . use the symmetrical key SK to encrypt a message m

Dy (m) . use the symmetrical key SK to decrypt a message m

A?B determine whether or not A and B are equal

h(.): one way hash function
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3.1 Registration Phase

The user proposes an identification /D and password pw to the cloud through a secure
channel. The cloud stores the user’s authentication information in the verification table.

3.2 Authentication Phase

The user authenticates with the cloud, and generates a session key. Figure 3 shows our
proposed authentication protocol.

Step 1: User enters /D and pw, and generates a nonce N, and computes C; and C, as

follows:

C, = h(h(pw) ® IMEI)® N, 1

C, = h(ID|h(pw)|H(N, ® IMEI)) (2)

Afterward, the user sends (ID, IMEI, C; and () to the cloud.
Step 2: The cloud first checks ID and uses the ID to identify the corresponding pw on

the verification table. Then the cloud computes N, le and performs the authentication as
Eq. (4)
N =C, @ h(h(pw") ® IMEI) 3)

h(ID“h( pw) (N, @ IMED)C, )

If Eq. (4) holds, then the cloud completes the user’s authentication. The cloud
generates N, and computes the communication session key for the next communication

as follows:

SK =h(N,|N,) ® IMEI (5)

Afterward, the cloud sends A(A( pw)"l]\ﬂE] |V,)®N, and h(IMEI ||Nu||NS) to the user.
Step 3: The user computes N and checks N!

N! = h(h(pw)|IMEI|N,) © h(h(pw)|IMEI|N,) ® N, (6)

h(IMEI|N,|N )2h(IMEI|N, | N!) )



A Secure Mobile DRM System Based on Cloud Architecture 933

Mobile device Cloud

1.1 C, =h(h(pw)® IMEI)® N,
1.2 C, = h(ID|h(pw)|(N, ® IMET))
1.3 (ID,IMEI,C,,C,)

2.1 check ID
22 N! =C, ®h(h(pw')® IMET)

2.3 I [D”h( pw)|[(N, @ IMED)?C,
2.4 generates N
2.58K=h(N,|N,)® IMEI

2.6 h(h(pw)|IMEI|N,)® N, ,h(IMEI|N,|N.)

<
<

3.1 N! = h(h( pw)”]MEl“Nh )
@ h(h(pw)|IMEI|N,) ® N,

3.2 h(IMEI|N, |N )2h(IMEI|

NN

3.3 SK=h(N,|N,) ® IMEI

Fig. 3. The overview of our proposed authentication phase

If Eq. (7) holds, the cloud completes the mutual authentication with the user, and then
the user can communicate the service message with the cloud. The user also generates a
session key SK for the next communication.

SK =h(N,|N.)® IMEI 8)

33 Service Response Phase

The user presents the service request by using the previous generated session key, and
the cloud responds to the user’s request. Figure 4 shows our proposed service response
process.
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Step 1: The user chooses the cloud service API license or asks to respond to the request;
the cloud authenticates the user identity, generating a symmetric encryption message as
follows:

C, = Ey(E—book,, ) 9)
or Ci=E,(M,) (10)
A new nonce N, is generated and an authentication message is computed as
follows:
C,=h(h(pw) D IMEIY® N, (11)
C, = h(ID|(pw)|A(N,,, ® IMEI )) (12)

Afterward, the user sends (/D,C;,C,,C,) to the cloud.

Step 2: The cloud first checks ID, and uses the corresponding session key SK to
decrypt the service request.

E —book,,, = Dy, (C,) (13)
or M, =Dy(C)) (14)
The cloud computes N, .,
N, =C, ®h(h(pw") ® IMET ) (15)
h([D"h( pw)|A(N.,, @ IMED)C, (16)

If Eq. (16) holds, then the cloud generates the next nonce N _ , and calculates the

s+1 2

new session key SK, . as follows:

SK_=h(N

u+l

N..,)®IMEI 17
User computes C, as follows:
C, = Ey (RESP) (18)

Afterward, the cloud sends C;, A(h( pw)”]l\/El |

the user.

N,)®N,, and h(IMEI|N,,,|

N,,) to



A Secure Mobile DRM System Based on Cloud Architecture

Mobile device Cloud

e

11 G = E.FK(E-tx)Okwq)
or C\=E (M.)

reg

1.2 generates N,
1.3 C, = h(h(pw) ® IME)@® N,
1.4 €, = h(Df( pw)|A(N,., @ IMEI))

1.5(/D,C,,C,.C.)

2.1 E-book,,, = Dy(C;)

or Mﬂ'eq = SA(C:;)

2.2 responduser request (RESP)
23 N, =C, Dh(h(pw')® IMET)

i+l
24 h(ID”h( pw)[A(N],, @ IMET))2C,

2.5 generates N,
2.6 SK_, =h(N, |N.)®IMEI

2.7 C, = E,,_(RESP)

IMEI|N,.,)® N, h(IMEI|N,,[N,..)

5+13

2.8 C,, h(h(pw)|

3.1 N, = h(h(pw)|IMEI|N,.,)
@ h(h(pw)|IMEI|N,.,)® N,

3.2 h(IMEI|N, [N, 2h(IMEI|N,, |N..)

33 8K, =h(N, |N,.)®IMEI

3.4 (RESPy=Dy,_(C,)

3.5 previously requested message( RESP)

el

u+l

Fig. 4. The overview of our proposed service response phase

Step 3: The user computes N!, as follows:

N, = h(h(pw)|IMEI|N,,,) ® h(h(pw)|IMEI|N,, ) ® N, (19)

And authenticates the N’

s+l

H(IMEI|N,,

N, )2h(IMEI|N,,,

N (20)

935
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If Eq. (20) holds, then the user uses the previously generated N, to compute the
SK .., as follows:

SKan = h(Nu+1

N_,,) @ IME] (21)
and decrypts C, to obtain the response message RESP

RESP =Dy, (C,) (22)
Thus, the user can access the previously requested message RESP .

In our proposed protocol, the cloud service user can continue to maintain a secure
communication with the cloud.

4.  Security Analysis

The following analysis is to show how our proposed scheme can prevent various attacks.

4.1 DOS Attack Prevention

As with the Amazon cloud infrastructure sites [5], the user’s communication messages
are the first through the firewall filters on the server. The user can synchronize with
cookies to reduce abnormal malicious attacks, and users also must be limited to connect
with the clouds. If users use the browser to perform malicious attacks, the server
automatically locks the user’s behavior. For example, if the same IP requests 1000
messages in one second, the user is regarded as a malicious attacker, and the server will
block the IP services.

4.2 Password Guessing Attack Prevention

As the users do not store any user data in their mobile device, an attacker cannot achieve
offline password guessing attacks via the mobile device. The cloud protects the users’
accounts on the cloud end. If an attacker or a legitimate user enters consecutive incorrect
passwords, the server will block the account, and the user will be requested to change
the password and to send the registration information via email. Thus, there is no way to
use online password guessing attacks since the attacker or the user does not know the
previous password set.

4.3 Insider Attack Prevention

High value assets of the cloud system [5] request the user to change their password
regularly, and the private key of the server will also be regularly changed. While the
cloud stores the password, it does not directly store user passwords, and it is protected
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by a one way hash function in order for users to store their passwords. For example, a
user’s password pw and Linux’s private key x are protected by an MD5 hash function

h(h(pw) @ x)) . So, even if an insider attacker (root) steals the verification table, the

attacker cannot use brute-force attacks to guess the user’s password and identify the
server’s private key.

4.4 Reply Attack Prevention

Because the nonces N, and N, are not the same, even if the attacker were to intercept

u K

the messages ( C, = h(h(pw) ® IMEI)® N, and h(h( pw)"IMEI |[N)@®N, ), in order to
make a forged message C,=h(h(pw)@IMEI)® N, and

h(h(pw)"IMEI ||N )®N_,) , an attacker cannot use the intercepted messages to

u+l s+l

communicate with a user on the cloud during the authentication phase.

4.5 Impersonation Attack Prevention

Since each communication is recorded for a user’s /D and IMEI, the user’s password
pw is protected by a one way hash function ( C, = h(h(pw) ® IMEI)® N, ), so the

attacker cannot successfully fake being the user during the communication process.
Neither can an attacker fake being the server. Moreover, the user's password is difficult
to work out. Only the legal cloud can compute the correct
N!,, =C, ®h(h(pw') ® IMEI) , so the attacker cannot fake being the cloud.

u+l

4.6 Man-in-the-Middle Attack Prevention

Each message is protected by two unknown nonces N, and A(pw), so even if an
attacker intercepts the messages C, =h(h(pw) ® IMEI)® N, and

h(h( pw)"]]\/EI ||N”) @ N_, the attacker cannot pass the authentication by the following
equations: h(IDHh( pw’)”h(N '

u+l

® IMET)2C, and h(IMEI||N,
Thus, the Man-in-the-Middle attack will be prevented.

N,)?h(IMEI|N,[IN?) .

4.7 Parallel Sessions Attack Prevention

The user transmits the communication messages (C,,C,,C,,C,) to the cloud, and the

cloud responds with the messages /(A( pw)"lAﬂEI |[N)@®N, and h(IMEI ||N N.). Both

s
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of the communication messages of the hash value are different; thus, the proposed
scheme prevents parallel session attacks.

4.8 Session Key Error or Tampering

Our protocol aims at reducing the computation cost on the mobile device. Once the
session key is checked, if an error occurs or the key is tampered with during the
authentication, the user just needs to be authenticated again and log into the cloud to
access the cloud services.

4.9 Comparison

From Figure 5, it can be seen that we combine the charging mechanisms and replace
usage rights with licenses in order to change the method of E-book usage rights via
purchase. The proposed scheme enables the cloud to easily record a user’s reading
information, and the last viewed page immediately, despite interface and device
limitations. Users can read E-books free from the various devices and paid software
(such as office series) limitations anytime and anywhere. We use symmetric encryption
for the device to reduce the computation and communication cost, which is different
from other suppliers’ encryption mechanisms.

DRM Interface Limited device or Protected Install related
model model software mechanism AP
Apple B Cloud Limited to a single N/A iTunes
product brand
equipment
Google A, B Cloud free SSL adobe reader
Microsoft A, C Client-Server Office Series RSA RMS
Our A,B.C Cloud free Symmetric adobe reader
scheme encryption

A DRM, B : DRM-Free, C : Exchange License

Fig. 5. The comparisons of the related works

5. Conclusions

The proposed cloud scheme not only provides more convenient E-book services, but
allows users to apply to other cloud services, with the digital content stored in the cloud.
Users can access E-books using different devices, anytime and anywhere. The digital
content is protected by DRM, which is flexible via changing the license usage
mechanism such that the cloud can record the user’s information.

Our proposed protocol allows users to use different mobile devices to access the
cloud services. The mobile devices do not need to store the user’s privacy and cloud’s
related messages. In the communication process, we use low complexity functions (such
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as hash function, exclusive-OR and lightweight operations [20, 21]) to reduce the
computing cost of the mobile device, and we also address mutual authentication issues.
This study realizes the following goals:

(1) Propose a cross-vendor authentication of the cloud.

(2) Resist known attacks.

(3) Provide a low computing cost for mobile user.

(4) Provide a user friendly use for the digital content.

(5) Provide a device-independent management for DRM.

Considering the distributed nature of protected DRM contents and also that the
proposed protocol allows to use different mobile devices, some possible future work
could be to extend the work in a way to be also applicable to interconnected federated
cloud, such as proposed in [22].
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Abstract. [Pv6 Low-power Personal Area Networks (6LoWPANs) have recently
found renewed interest because of the emergence of Internet of Things (IoT).
Mobility support in 6LoWPANs for large-scale IP-based sensor technology in
future IoT is still in its infancy. The hospital wireless network is one important
6LoWPAN application of the IoT, it keeps continuous monitoring of vital signs of
moveing patients. Proper mobility management is needed to maintain connectivity
between patient nodes and the hospital network. In this paper, first we survey
IPv6 mobility protocols and propose a solution for a hospital architecture based
on 6LoWPAN technology. Moreover, we discuss an important metric like
signaling overload to optimize the power consumption and how it can be
optimized through the mobility management. This metric is more effective on the
mobile router as a coordinator in network mobility since a mobile router normally
constitutes a bottleneck in such a system. Finally, we present our initial results on
a reduction of the mobility signaling cost and the tunneling traffic on the mobile
PAN.

Keywords: 6LoWPAN, NEMO, Handoff, Mobility, Wireless Sensor Networks,
Healthcare.

1. Introduction

Over the past two decades, communication networks have experienced tremendous
growth and expansion all over the world. The explosive growth of many types of mobile
devices such as smart phones, variations of tablet computers, and laptops, has fueled the
demand for more bandwidth with varying Quality of Service (QoS), with pervasive
connectivity and at affordable costs [1]. These mobile devices are generally very
powerful in themselves with ever more innovative user interfaces, better information
security and privacy, capability for higher end-to-end data transfer rate, streaming or
interactive communications, and many other features [2]. Mobile wireless network
generally encompasses Wireless Sensor Networks (WSNs), ad-hoc and mesh networks
and infrastructure based cellular networks. These groups of networks can service a wide
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array of application areas such as the ubiquitous broadband access [3], mobile peer-to-
peer, WiFi hot-spots, vehicular networks, sensor networks, and many more.

WSNs can be used for a wide range of applications, from environmental monitoring,
home and industrial automation, military, to education, transport, healthcare and many
more. It has been developed over IEEE 802.15.4 which is a layer 2 standard defined for
Personal Area Network (PAN). WSN is designed for infrastructure-less type of networks
which does not require an established network to be set up unlike the case with cellular
based networks. WSN is also designed to connect to the Internet, this is done via a
suitable node called the gateway [4]. However, IEEE 802.15.4 is defined to be of
limited capabilities by way of smaller frame sizes, low memory capacity and data rate,
respectively. It was primarily designed for short range communications with efficient
power management. Eventually it creates a Low-power Personal Area Networks
(LoWPAN:Ss) that supports a large number of nodes with energy saving capability [5].
The Internet Engineering Task Force (IETF) defines IPv6 Low-power Personal Area
Network (6LoWPAN) which is an IPv6-based LoOWPAN on the basis of IEEE 802.15.4
for communications with the Internet. With its vast address space, 6LoWPAN allows
global connectivity between a large number of IPv6 intelligent devices over large areas.
The protocol also enables the nodes to be self-organized i.e. can do self-detection, self-
healing, and self-configuring, without human intervention [4].

For the success of IoT in general, and for healthcare in particular, mobility support is
essential [6]. Mobility support is required to maintain fault tolerance of the network and
full access to information regardless of their locations. In healthcare, some of the main
applications for 6LoWPAN are for real-time monitoring of vital signs some examples
being ECG (electrocardiogram), heart rate, SPo2, blood pressure, weight and breathing
rate of patients. Moreover, it is important that these monitoring could be performed
while the patients move around within the hospital [7]. In addition, because of the
criticalness of healthcare provisioning mobility protocol needs to be reliable under any
conditions, that is, it has to reduce packet loss, end-to-end delay, and network failures.
Therefore, among the aims of a portable monitoring system are: firstly to control and
monitor the patients in any location, and secondly to store the information as the
Knowledge Based System (KBS) in order to study and survey symptoms and predict
illness [8].

The design features of 6LoWPAN node like packet size restrictions, energy and
power restrictions and delays in the reception of messages, have constrained host-based
mobility protocols such as MIPv6 [9], HMIPv6 [10], FMIPv6 [9]. The Mobile Node
(MN) which a mobile patient would carry, is involved in most of the mobility
management signaling, and this weighs on the MN in the way of power consumption
[11]. Hence, Proxy MIPv6 (PMIPv6) [12] is more appropriate in this respect to support
6LoWPAN mobility rather than the host-based solutions, but it has two shortcomings:
that it cannot support multi-hop and that it requires 64 bit network prefix to be assigned
to each MN [13].

Mobility solutions can give different kinds of efficiency and performance depending
on the applications. In order to have a real-time access to the patients’ body sensors to
control body parameters, the use of Hospital Wireless Sensor Networks (HWSNSs) is the
best choice. Hence, this paper [14] grantees a reliable continuous and real-time remotely
monitoring solution of hospitalized patients in a hospital infirmary based on an HWSN
with intra-handover mechanism support. Thus, HWSN based on 6LoWPAN (HWSNG6)
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has been defined for hospitals as smart building, equipped with MNs, Border Routers
(BRs) and gateways. Although this mobility solution has been tuned for hospital
applications and therefore made more compatible with it, but the energy constraint of
mobile patient nodes which comprises a set of sensor nodes as a PAN has not been
considered [4]. It also did not consider network mobility especially on the aspect of
energy consumption in Mobile Router (MR) this will constrain the PAN lifetime.

From this brief discourse, it is anticipated that 6LoWPAN will become more popular
in the near future. This is primarily because it has a wide address space that is well
suited to individually address all objects that are connected to the Internet. Nevertheless,
power consumption is a serious issue in 6LoWPAN, hence, mechanisms need to be
sought in order to optimize this resource. One example of a busy device is MR; it is a
very complex device that manages significant mobility functions [1].

In this paper, we propose a new mobility solution for mobile networks such as mobile
patient nodes that comprise of a set of sensor nodes that consitutes a single unit called
mobile patient node in HWSNG6 scenario [15]. In this scheme, the MR that acts as a
coordinator manages the mobility and PAN functions. This mobility solution decreases
the amount of message on MR, and prolongs the lifetime of a patient PAN via MR.

This paper is organized as follows: a review of the related works is presented in
section 2. A discussion on system architecture is given in section (3. Section 4 presents
the HWSN6 mobility scenario. In section 5, our mobility mechanism scheme is
evaluated. Finally, simulation results and conclusion are discussed in section 6 and 7
respectively.

2. Related Works

From sensor networks point of view, movement occurs in 6LoOWPAN nodes when an
MN or a mobile PAN tries to leave its current link and connect to a new point of
attachment. 6LOWPAN device/s should do self-configuration and self-detection and
automatically introduce themselves in any movement to keep the connectivity. This
process usually starts by binding message exchange through Neighbor Discovery (ND),
and then establishing a bi-directional tunnel that connects the Home Agent (HA) and the
MN. Mobility is categorized into two groups: micro-mobility or macro-mobility and
involves two processes roaming and handover. Roaming is moving from the previous
6LoWPAN area to a new PAN and handover is the changing of current point of
attachment and data flows to another point of attachment. Micro-mobility or ntra-PAN
mobility occurs when an MN leaves its current position and moves to another point of
attachment within the same 6LoWPAN network. On the other hand, macro-mobility or
inter-PAN is the mobility between network domains where there would be a network
address change [11]. Figure 1 displays the possible node mobility movement for
supporting IPv6 in WSN 6LoWPAN. When the whole PAN changes its point of
attachment similar to NEMO (NEtwork Mobility), this is called WPAN mobility [16].
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Fig. 1. 6LoWPAN Micro-Mobility and Macro-Mobility

The chart in figure 2 depicts the various mobility protocols and their hierarchies in
MIPv6 when an MN changes its point of attachment in the network, it should update its
current Care-of Address (CoA) by itself and informs the HA of its CoA using the
Binding Update message (BU) [17]. An enhancement to the MIPv6, Hierarchical
Mobile IPv6 (HMIPv6) was introduced, whereby it separates global mobility from local
mobility [10]. Then, for the optimization of MIPv6, Fast handover for Mobile IPv6
(FMIPv6) was introduced. It reduces handoff delays by performing CoA configuration
even before an MN leaves its current network [18]. In [19], they presented an
authentication protocol for HMIPv6 roaming service to establish secure
communications, when an MN is roaming into a foreign network. In the host-based
mobility management protocols, an MN is involved in the processing of mobility and
signaling to configure an IP address on a new link management [10]. FMIPv6, HMIPv6
and MIPv6 are of type host-based mobility protocol, but they are not suitable for
6LoWPAN due to its constraints [7].

From figure 2, network-based mobility is more appropriate in low-power sensor
nodes because it relieves the MN from participating in any mobility operation, thereby
extending its network lifetime [6]. In this respect, the Proxy Mobile IPv6 (PMIPvO0) is
more suitable as a mobility solution for IPv6 devices as it undertakes the responsibility
of performing the handover process from the MN with a single hop. Even through this
helps to conserve energy in IPv6 devices but single hop communication is not
appropriate for 6(LoOWPAN devices because this may impose high transmission power to
the energy constraint devices in order to reach distant PMIPv6 gateway [12]. Sensor
Proxy Mobile IPv6 (SPMIPv6) is an optimization of PMIPv6 which is more suitable for
energy constraint devices. It reduces signaling and mobility costs compared with MIPv6
and PMIPv6 [20]. LoWMob has been subsequently introduced for mobile 6LoOWPAN
nodes based on network-side and intra-mobility. The communication between MNs and
gateways with the participant of the 6LoWPAN static nodes is made to be multi-hop
rather than a single hop as in the previous protocols. The signaling overhead is reduced
through supporting packet format at the adaptation layer [16]. A distributed version of
LoWMob referred to as DLoWMob optimizes the mobility process. This is done by way
of the following procedures: (i) supporting points to distribute the gateways traffic and
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to enhance the multi-hop routing path between source and destination nodes, (ii)
considering security aspects, (iii) equipping SNs with antennas in order to get the Angle
of Arrival (AoA) measurements, and (iv) equipping SNs with a radio-triggered
component to manage the sleep state by sending wake up radio signal [16]. Another
protocol called Inter-MARIO has been proposed to perform handover based on the pre-
configuration mechanism of 6LoWPAN mobility. This solution runs pre-configuration
via the partner nodes to save the information on the PAN coordinators in the
neighborhood PANs and reduces the mobility handover delay [21].

The philosophy behind NEMO protocol is that it runs Mobile IP and full IPv6 stacks
only at MR/edge router, and does not run Mobile IP for attached nodes. This mobility
solution fits the 6LoWPAN model perfectly as LOWPAN nodes are not adjustable for
dealing with MIPv6 [20]. Lightweight NEMO protocol compresses the packet header to
reduce the signaling overhead between MRs and gateways, this is done by using a
compressed mobility header to support the 6LoWPAN mobility [11]. Inter-PAN
mobility solution proposes an adaptation layer packet format for 6LoWPAN mobility
signaling to reduce handover time. It provides extra information about the frequencies of
the surrounding PANs at the border nodes [22]. To support mobility in 6LoOWPAN
sensor nodes, Sensor NEMO (SNEMO) has been introduced, it presents an
interoperable architecture between NEMO and 6LoWPAN by way of an extended
LOAD routing scheme for MRs [23]. Chai et al. [24] proposed a network architecture
that supports the integration of NEMO and 6LoWPAN which shows that the handoff
signaling of NEMO is 1/N times (N is the number of MNs) smaller than that of MIPv6,
hence this means that the consumed energy of NEMO is much smaller than that of
MIPv6. However, nodes that are selected as sensor routers consume more energy thus
they suggested the use of non-power aware devices as sensor routers or MRs in NEMO.

HWSNG6 defines a protocol to carry out intra-WSN mobility to support medical
sensor networks based on 6LoWPAN. In this protocol, the mobility management is
delegated to Monere system as BR which monitors a mobile patient’s vital data [25].
This mobility scenario looks very similar to the NEMO protocol, in which the mobility
of the entire network is viewed as a single unit.

The state of the art in HWSNG6 related with high performance solutions includes
security and authentication of MN for movements, global IPv6 addressing, intra-
mobility among the Monere systems, reduced overload in MNs with respect to Mobile
IPv6, distributed storage of the information among all the Monere systems, and mobility
control messages to avoid fragmentation. Node authorization and authentication must be
supported to offer security capability, integrity and confidentiality of the information,
ensure protection of the resources.

In [26], they overview available handover mechanisms used for wireless sensors
mobility and proposes a new ubiquitous mobility solutions for Body Sensor Networks
(BSNs) in healthcare monitoring. This paper [27] surveys the most recent intra-mobility
solutions with special focus on handover approaches that can be used in HWSNs. It
proposed open issues that can contribute to improving the performance of handover
solutions when applied to hospitalized patients were highlighted.

Although HWSNG6 and previous solutions consider mobility issues but the energy
consumption optimization of mobile patient node remains an open issue. The adaptation
of the current mobility methods to 6LoWPAN remains a serious problem, and the
further researches on 6LoWPAN mobility is necessary [7].
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Fig. 2. Summary of [Pv6 Mobility Solutions

3.  System Architecture

The hospital system architecture is made up of patient nodes (MN with a set of sensors),
Monere system (local gateway or BR), Internet gateway, Hospital Information System
(HIS), and users (physicians, surgeons and nurses). As shown in figure 3, each part of
the hospital such as operating theatre, observation rooms and wards are organised as a
PAN which is under network coverage to keep the connectivity among the nodes and the
Internet. Each PAN with all the nodes belong to the same domain deployed with a BR to
connect to the Internet, HIS, and other PANs via the network backbone [4].

3.1. Gateway and HIS Node

A gateway manages its domain, establishes connections between networks, and
interconnects with each other through wireless or wired links. HIS is a system based on
Open Services Gateway Initiative (OSGi) technology for the management of all the
other systems from the hospital. HIS saves the important monitoring information of all
nodes and provides information and services to the other systems belonging to the
hospital such as management of alarms from the Monere systems, electronic health
record, health status, localization service, and directory service [4].

3.2 Monere System

Monere system [28] is a new BR device that has been suggested to cover each part
(domain) of a hospital and also acts as a Mobile Data Collector (MDC) coming from the
patient sensors, similar to a sink node in each PAN. It is equipped with several interfaces
that establish connections with other networks technologies like Bluetooth, cellular
networks, Ethernet and home automation (ZigBee, X10 and EIB) and standards such as
CANBus, Ethernet and Serial Interface [29]. The area covered under the interconnected
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BRs is referred to as a PAN or domain. 6LoOWPAN BR plays two roles: it be identified
as an HA responsible for buffering and forwarding packets to the MN, or as a Foreign
Agent (FA) which coordinates visited network. Finally, it supports the security
requirements like privacy and security that it can cipher the communications with AES-
CBC cryptography (256bits key) [4].

3.3. Patient Node

This paper proposed the concept of mobile patient node which moves between multiple
PANSs in a hospital environment. A set of sensors acting as one unit fixed on the patient's
body (6LoWPAN MN) measures and collects health data continuously such as heart
rate, SpO2, peripheral and core body temperature, glucose etc [25]. From figure 4, two
types of sensor nodes have been defined in IEEE 802.15.4: they are Full-Function
Device (FFD) and Reduced-Function Device (RFD) respectively. FFDs are designed to
support all network functionalities and participate in peer-to-peer topologies with multi-
hop communications. On the other hand, RFD devices are limited mainly to perform
measurements only of physical parameters and to processing non-complex tasks in star
topologies since they do not support multi-hop communications. Normally each PAN
coordinator controls a PAN, this is done by way of setting up and maintaining of the
PAN. Hence, only a FFD device can assume the role of PAN coordinator [13].Two
models are suggested for the patient mobile node: in the first model, there is a main FFD
device with one IP address which collects data from a set of RFDs and also manages the
patient node area as a coordinator. FFD acts as an MR and connects the BR to the
patient through a 6LoWPAN node. All RFDs data are accessible from FFD, and this
constitutes a bottleneck in the network. In the second model all 6LoOWPAN sensors are
considered as FFD devices with their own [Pv6 addresses, they send their data directly
to BR without any interface such as MR. Thus, it is clear that the second model is more
expensive in terms of energy requirement and data exchange during mobility [25].
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Fig. 4. Patient Node Sample Architecture and Topology

4. The HWSN6 Mobility Scenario

The WSNs mobility protocols proposed a large scope of applicability with the
conjunction of the variety of case scenarios make it difficult to generate a standard
mobility. To overcome this challenge, a specific scheme in mobility management for
hospital WSNs has been proposed. The requirements of this scheme are continuous
monitoring, low latency, no packet loss and low signaling. Figure 5 shows a movement
scenario of a patient that moves between the home network and visited networks and
then returns to base/home network. This kind of scenario is common at hospitals when
the patients walk or move to other rooms to do medical tests. Phase 1 shows an initial
state of the patient node which is in its home network and exchanges vital signs via the
Monere system to maintain a continuous monitoring. In phase 2 and 3, it moves to a
visited network and runs mobility protocol and handover mechanism, and finally it
returns to the home network in phase 4.
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Figure 6 shows the HWSN6 mobility diagram with the messages exchanged in each
step of mobility scenario as follows:

Exchange of messages in home network: The general frames (data, requests,
responses and ACK frames) exchanged between sensors such as SPo2 level per each 5
seconds and BR.

» " Patient > \ Border Router 1 Border Router 2
* (Mobile Node) ’ (Home Agent) (Foreign Agent)
1 '
MN sends data packet periodically (each 5 second). | @ HIS
(1) =Pp 1t is usual for vital signs monitoring such as ECG =@ Server
\ (electrocardiogram) 0
Patient Node detects that it has changed PAN
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; (1) Beacon
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a
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(19) Reassociation Reply’;
.I (20) Location Update >
L}

Fig. 6. Message Exchanges in a Mobility Scenario

Movement detection time: When an MN moves, it detects that its link quality has
degraded beyond a certain threshold. This means that the existing router is no longer
reachable, or a new access router is available [30].

Entering the visited network: Upon the mobile patient node entering the threshold or
new network area (PAN), then it receives a Beacon message (message 1) which is
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broadcasted periodically by 6LoWPAN BR acting as the coordinator (Monere system).
Hence it detects the movement and sends Association Request (message 2).

Confirmation of MN in visited network: In order to authenticate the roaming MN, the
following messages are exchanged: Binding Request (message 3), Binding Challenge
(message 4), Challenge Request (message 5), Challenge Reply (message 6), Challenge
Forward (message 7), Binding Confirm (message 8), Location Update (message 9), and
Association Reply (message 10) message. These challenge messages are used to confirm
that MN is a real node from its network. Patient node ciphers the challenge message and
sends it to the FA. FA forwards to the HA. HA checks the challenge, if it is right, it
sends a confirm message to the FA. In other case, it sends a deny message to avoid that
the unauthenticated patient node receives or sends confidential information. Finally, the
proposed mobility protocol supports security and authenticate MN with a challenge
based on AES 128 bits when the MN changes its BR.

Interchange of data frames in the visited network: The messages from 11 to 14 show
how a data frame and its Ack are exchanged.

Returning to the base network: Finally, as the patient node returns to its base
network, it informs HA of its new location by sending a Re-association Request message
(messages 17-20).

Movement between visited networks: When a patient node leaves the visited
networks, FA informs the HA via Node Left and Ack messages (messages 15 and 16) of
the event.

5.  NEMO-HWSN Mobility Mechanism Scheme

As mentioned in section 3, the mobile patient node with its attached sensors is
considered as a network or PAN that moves between different PANs like NEMO,
because when the patient moves, all attached sensor nodes move together. Hence, it
looks like the PAN or a group of mobile sensor nodes moves together and they also need
a strong power device acting as an MR to coordinate and collect the PAN data. Hence,
the partial of mobility cost have close relation to the PAN architecture such as type and
number of sensors, message overhead, and the MR as a coordinator which manages the
mobility in mobile PAN. The handoff and tunneling costs of patients in the mobility
process depend on the number of attached sensors. As a result, the increased number of
sensor node increases the complexity of fast handoff detection and decreases its
efficiency, and finally increase the energy consumption. Hence, in the following
methods, we will survey possible mobility scenarios to show the benefits of our
proposed scheme. Figure 7 shows three mobility models that can be applied with mobile
patient sensor nodes.

Figure 7 (a) presents the first model in which MR acts as a sink node, it controls,
maintains PAN, collects data from body sensors and transmits to BR in the base network
or visited network, and finally executes the mobility protocol. Although this model is
similar to NEMO and has reduced handoff cost due to the use of MR that only it
supports and runs the mobility process. However, the MR presents a bottleneck to the
PAN because it should collect all data from attached sensors. This is a serious constraint
in 6LoWPAN. As a result, the MR is made to work as a coordinator to handle the
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mobility and collect data as a sink node. The benefit of this model is that it is less

mobility complex and can perform fast handoff detection. The most serious problems
are therefore bottleneck at the MR and end-to-end delay in tunneling process.

Border|Router Border Router 5
Border Rputer

Mobile Router

Mobile Router

(c)

Fig. 7. The Messages Scheduling of Three Models. (a) RFD Devices with MR, (b) FFD Devices
without MR, (c¢) FFD Devices with MR

Figure 7 (b) shows the second model in which all body sensors are FFD devices
without any coordinator that attend to the mobility process. Accordingly, all FFDs
repeat and execute the mobility scenario such as coordinator node (in previous model)
and send their mobility messages to BR directly. This model is similar to individual
mobile node that runs mobility scenario; it means the mobility protocol is supported
with each individual node separately. The disadvantage with this model is that the
handoff process will be increased based on the number of nodes, therefore the handoff
complexity also will be increased [25]. With the benefit of this model is that each sensor
node can leave its PAN and run mobility scenario separately and hence there is no
bottleneck compared with the previous model. Finally, the MNNs send their data frames
directly, thus the end-to-end delay in tunneling process will be optimized compared with
previous method.

Table 1. Benefits of NEMO-HWSN Scheme

Mobility Issues NEMO HWSN6 NEMO-HWSN
End-to-End Delay High Low Low
Bottleneck Node MR Node No Optimized
Mobility Complexity Low High Low

NEMO-HWSN [15] is our mobility management solution which is designed to solve
the serious challenges of previous mobility models to apply for group mobility in
6LoWPAN. We present a new scheme with low handoff cost like NEMO and light
traffic on MR to optimize the PAN lifetime. Figure 7 (c) illustrates the proposed
architecture which comprises of FFDs as sensor nodes with an MR as the coordinator. In
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this model, the MR as a coordinator just runs the mobility process based on mobility
diagram (Figure 6) to exchange the handover messages in movement situation; but data
from sensors or MNNs are transmitted to BR directly. Consequently, the end-to-end
delay in tunneling will be reduced due to remove one hop (MR node) in the direction of
tunneling process. Hence, the duty of sensing data transmission is eliminated from MR,
thus it leads to longer lifetime of MR during the tunneling process and sensor nodes can
be located behind the MR without mobility message support. Finally, the MR registers
all FFDs in the BR as an FA in order to create a connection with a new FA and transmit
their data frames into networks. By way of this technique, we provide the best handoff
cost and mobility scenario for MR. Hence, any increase in the number of FFD will not
increase the cost of handoff during mobility. As a result, FFDs as members of patients’
node send their data frames directly and the MR is set free of congestion at tunneling
time. Thus, the bottleneck problem will be overcome by this scheme. Table 1 shows the
previous challenges that are solved in NEMO-HWSN.

Figure 8, 9, and 10 show a comparison of the mobility diagram in terms of mobility
and data messages scenario in three models. The dotted lines show handoff messages
direction, when the MR or Mobile Network Nodes (MNNs) as mobile sensors run the
mobility scenario which exchanges the handoff messages to follow the mobility process.
The bold lines present the case when the tunneling scenario happens to exchange the
sensing data from MNNs to destination like HA or CN. As shown in figure 10, the total
signaling cost of our proposed scheme is better than the two previous mobility models.
The NEMO-HWSN scheme that the MR mobility overhead is optimized by way of
reduction in the MR traffic and the amount of mobility messages. As has been pointed
out, the mobility cost is related to handoff and tunneling process time. Both of them
have been surveyed by way of NEMO-HWSN solution through scheduling and
managing the mobility functions of the MR.
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6. Simulation Results

To simulate our proposed scheme, we used OMNet++ simulator and the HWSN6
message diagram (Figure 6) which including binding update, challenging messages and
etc. that exchange between MNNs, MR, HA, and FA in during the mobility scenario. In
this scenario, the patient node consists of the five MNNs as mobile sensor nodes
(attached sensors) to generate the sensing data and one MR node as a coordinator to
manage the mobility mechanism.

The results from figure 11 shows the total mobility cost for tunneling and handoff
process of the patient node with five attached sensor nodes (MNNSs), i.e., the messages
to exchange the data frames periodically from MNNs to HIS. It compares the total
signaling cost of the NEMO-HWSN solution against that of the first model (NEMO) and
the second model (node mobility) of the previous schemes. The graphs show that the
total signaling cost in the NEMO-HWSN is very small in comparison to the second
model (node mobility) and slightly smaller than NEMO protocol at minimum level. As
mentioned before in figure 10, the proposed scheme (NEMO-HWSN) minimizes the
handoff signaling of the MR; thus its total handoff cost is optimized as well as the
NEMO protocol (first model). Consequently, the handoff signaling of NEMO-HWSN
and NEMO are 1/N times (N is the number of MNNs) smaller than HWSN as node
mobility. The graph shows the total signaling cost between NEMO-HWSN and NEMO
is not very high, due to we exchange the low amount of data frames in tunneling process.
In other words, the data frames start from MNNs are exchanged between MR and HA or
HIS (as a CN in this scenario) without MR involvement in the tunneling direction.
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Figure 12 compares the end-to-end delay between two network mobility models
(HWSN6 and NEMO-HWSN). The end-to-end is optimized in our proposed scheme
because it transfers MNNs data frames to HA without MR involvement in tunneling
process. The NEMO-HWSN does not impose heavy traffic on the MR, and hence the
bottleneck traffic is optimized. Therefore, the PAN lifetime is prolonged in mobility
scenario process.

Finally, our proposed scheme reduces the mobility overhead of MR through
reduction the tunneling messages to help extend the lifetime of PAN. This type of
scenario is suitable for 6LOWPAN network mobility such as NEMO, which suffers from
energy challenges such as energy constraint, limited battery or accessing to energy
resources.
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7.  Conclusion

This paper described a mobility solution for a group of 6LoWPAN mobile sensors like
patient node with attached sensors in hospital settings to maintain the continuous
connectivity between the patient nodes and hospital area network as a smart building.
This solution considers the hospital architecture in order to define a solution that reduces
the amount of messages exchanged between the mobile patient node and 6LoWPAN
hospital network through the MR. This means that the signaling overload is decreased
and also the lifetime of the MR is optimized due to the reduction in the total amount of
mobility messages. The patient node should not run a costly configuration for new
topology that causes the MR dies early due to congestion. Finally, it is shown that this
scheme provides the low tunneling cost and light traffic on MR and BR regardless of the
number of sensors attached to a patient node. Hence, the NEMO-HWSN mobility
protocol for hospital architecture should be more feasible in a 6LoWPAN topology.

The article offers important insights for further studies on healthcare monitoring by
using 6LoWPAN MNs as a part of [oT in movement. In the future, we will present the
analytical model and real implementation to carry out a real test for performance
evaluation in order to obtain the optimum handover solution along the mobility process.
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Abstract. As many objects in the human ambient environment are intellectualized
and networked, research on IoT technology have increased to improve the quality
of human life. This paper suggests an LDA-based long distance face recognition
algorithm to enhance the intelligent IoT interface. While the existing face
recognition algorithm uses single distance image as training images, the proposed
algorithm uses face images at distance extracted from Im to 5m as training
images. In the proposed LDA-based long distance face recognition algorithm, the
bilinear interpolation is used to normalize the size of the face image and a
Euclidean Distance measure is used for the similarity measure. As a result, the
proposed face recognition algorithm is improved in its performance by 6.1% at
short distance and 31.0% at long distance, so it is expected to be applicable for
USN’s robot and surveillance security systems.

Keywords: [oT, USN, surveillance, long distance face recognition.

1. Introduction

Until now, the Internet has been utilized as the optimal space by humans to share
information as producers or consumers of information. In the future, not only
information produced by humans but also everyday things will be connected to the
Internet and will evolve so that the Internet of things can share the information of things
via the Internet. Currently, industries, academics and governments from around the
world are working on developing technologies and services for an intelligent network of
things in various forms with Machine to Machine (M2M) or Internet of Things (IoT)
[1]. Humans communicate with objects and services through IoT and objects and
services communicate each other through IoT technology. As such, IoT interconnects
human, objects and ambient environments including services and. It includes the
traditional ~ IoT  services such as  Smart Home/Security/Entertainment,
Logistics/Distribution/Material Management/Security Management, Transportation/
Ambulance/Defense as well as various IT convergence services such as object
recognition through location or motion and sensing information and situational
awareness [2]. For example, when viewing from the human and service perspectives, a
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mobile robot in a Ubiquitous Sensor Network (USN) or in a Smart Home environment
recognizes family members and acts. Also the intelligent surveillance system continues
to monitor the surveillance status and the acquired information may be provided to
humans anytime and anywhere through network services. These technologies are
implemented using actual IoT service interface and the IoT service interface plays the
role of sensing, process/extracting/handling, storage, judgment, situational awareness,
recognition, security, and human awareness of information [3], [4].

The purpose of this paper is to enhance the IoT service interface for uses human
awareness by enhancing face recognition used in mobile robots and intelligent
surveillance systems. Face recognition has a relatively lower recognition rate than
fingerprint and iris recognition but because faces can be recognized from non-
contact/non-cooperative environments and long distances, research studies on long
distance human recognition using the face are currently underway [5], [6], [7].
Generally, the face recognition method is highly dependent on the quality of images
obtained from the image sensor, so face recognition performance excels in short distance
versus long distance. However, since the existing Linear Discriminant Analysis (LDA)-
based face recognition technology works in short distance environment, if mobile robot
or intelligent surveillance system of USN are applied literally to mobile robot or
intelligent surveillance system, satisfactory service can’t be expected. In order to
provide seamless IoT service, it is necessary to have long distance face recognition
technology that can recognize the target from various distances as well as at a short
distance.

Therefore, this paper proposes a long distance face recognition algorithm that is
applicable to mobile robots and intelligent surveillance systems. While the existing face
recognition algorithm uses single distance image as training images, the proposed
algorithm uses face images extracted from 1m to 5Sm as user training images. For face
images at a distance of 1m to 5m, the size of face images extracted by distance is
different, so it is normalized to the same size of face images using bilinear interpolation.
In addition, Euclidean Distance measure is used for similarity measure. As a result, the
face recognition rate of existing LDA-based face recognition was 85.8% in short
distance and 44.0% in long distance, but the proposed face recognition method showed
improved performance of 6.1% and 31.0%, respectively, for 91.9% in short distance and
75.0% in long distance. This paper is organized as follows. Section 2 introduces the
concept of IoT service, face recognition technique and interpolation. Section 3 describes
the proposed long distance face recognition algorithm and Section 4 analyzes the
experiment results. Finally, Section 5 concludes the paper.

2.  Background and Related Work

2.1. Concept of Internet of Things for Service Interface

By extending the traditional concept of the Internet, IoT is a next generation internet
paradigm that encompasses networks of objects vs. object, and human vs. objects, which
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various ambient objects are participating in the internet [8], [9], [10]. The definition of
IoT can be generally divided into: Internet-based definition, Semantic- based definition
and object-based definition. Firstly, the internet-based IoT definition is focused on
network construction to therefore be able to connect with any objects, anywhere, and
anyone such as the International Telecommunication Union (ITU) [11], [12]. Currently,
the world is changing such that internet-based IoT is connecting a number of
surrounding objects including mobile internet, Radio Frequency Identification (RFID),
and sensor network and the objects are communicating with each other autonomously
[13]. Secondly, the semantic-based definition is approaching IoT from the point of view
of how to express, store, search and systemize many objects that will be included in IoT
and the information which is produced from these objects [14], [15], [16]. Lastly, the
RFID international standard organization, Global Standard 1 (GS1)/ Electronic Product
Code (EPC) global defined IoT for the first time based on objects having the sole
identifier-EPC. This made it possible to have object recognition and global location
tracking by attaching a RFID tag with EPC to objects by reading these codes in real time
through RFID readers installed all over the world and by storing and managing that
information in IoT infrastructure distributed system [17]. Based on this, it is possible to:
monitor and manage object information, which is part of IoT in real time and have
various IoT services through a standardized interface. Recently, advances moving
beyond simple identification studies are underway to provide various and intelligent IoT
services through the development of an advanced interface including situation
recognition and human recognition [3], [18], [19].

2.2, Algorithms of Face Recognition

Face recognition technology is examined in various studies ranging from still image-
based face recognition in a controlled environment to video image-based face
recognition from a crowded environment [20], [21], [22]. In this paper, we utilized
LDA, which uses a feature extraction method using basis vector. In order to express
two-dimensional face images, face shape and texture information are vectorized. For
face shape information, physiographic features like the distance and ratio of face
elements such as eye, nose and mouth are used. Texture information is expressed as
brightness information itself in the face area. By arraying the brightness value of two
dimensional face images in order, features are extracted by expressing one-dimensional
vector. The feature extraction process in face recognition is to find the base vector for
linear transition. LDA is to find the basis vector which reduces the scatter within the
class and increases the distance between averages of each class [23], [24]. LDA use face
images as a feature vector for face recognition by reflecting the face images to the basis
vector.

Table 1 briefly shows the training process of the LDA technique. Table 2 briefly
shows the recognition process of the LDA technique. In here, the most similar feature
vector images are used as recognition result images by measuring the similarity of
feature vectors between recognition images obtained and training images.
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Table 1. Training process of LDA technique

1. Definition of P number of training image vector
Xz[)c1 |)c2 |...xP]

2. Definition of within-class scatter matrix of i-th
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Table 2. Recognition process of LDA technique

1. Definition of P number of recognition image vector

1,.2 P
Y=[y |y l.y']
2. Difference of each image vector and average image vector
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i 1 Z i
y =y —mean,mean=— ) y
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i=1

3. Definition of feature vector for recognition image using W,

yl — Wopt yl

2.3. Interpolations for Image Normalization

For long distance face recognition, since the size of face images extracted according to
the distance between camera and the subject is different, the size of face images to be
verified should be normalized to fit to the size of training images. Therefore,
interpolation is used to adjust the image size [25]. The nearest neighbor interpolation is
the simplest method among interpolations and it refers to the pixel of nearest original
images from the location that the output pixel is to be produced. Bilinear interpolation is
a technique to produce the pixel to be interpolated using the adjacent four pixels. The
interpolated pixel is determined by the sum of four pixels multiplied by a weighted
value. At this time, weighted values are determined linearly and are inversely
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proportional to the distance from each of the adjacent pixels. Figure 1 shows the bilinear
interpolation using one-dimensional linear interpolation. To find the interpolated pixel 7,
bilinear interpolation is performed using the values of the adjacent four pixels (4, B, C
and D). The bilinear interpolation provides a better image than nearest neighbor
interpolation but it increases the computational complexity and the edge parts are not as

smooth.
1-%

X. i
A ]
@ o @

»

i d

B

Ly

'‘® _"F ®

c o

Fig. 1. Bilinear interpolation

Interpolation using a higher-order polynomial equation defines the function of
weighted value and is a method to calculate the pixel values by adding all the values of
neighboring pixel values of original images multiplied by weighted values. The
representative method using a higher-order polynomial equation and includes cubic
convolution interpolation [26]. Figure 2 shows the process of performing the two-
dimensional cubic convolution interpolation using one-dimensional cubic convolution
interpolation. Bicubic convolution interpolation produces new interpolated pixels using
16 pixels of original images. After four rounds of cubic convolution interpolation in the
vertical direction as shown in Figure 2(a), four interpolated pixels (Py, P;, P, and P;) are
produced. Using the newly produced four interpolated pixels, when the cubic
convolution interpolation is performed once horizontally, the final interpolated pixel I is
produced as shown in Figure 2(b). Bicubic convolution interpolation refers to more
pixels than bilinear interpolation so its image quality is good but it requires more
computational complexity
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(a) Vertical interpolation (b) Horizontal interpolation

Fig. 2. Bicubic convolution interpolation
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3.  Proposed Long Distance Face Recognition System

Figure 3 is the flowchart of the proposed LDA-based long distance face recognition.
Figure 3(a) shows the overall flow and Figure 3(b) presents the normalization process of
face images being entered. The overall flow of the face recognition algorithm is the
same as in existing face recognition algorithm. However, it has a difference in that the
proposed algorithm uses face images at a distance of Im to 5m as training images and
adds a normalization process for face images based on distance.

im

Training H Test
2i
Training Face Images i Test Face Images (\, .m 3m 4
. : ,
| |@m=5m Face Images)| | | |(Am-~5m Face Images) . ® W
: ‘ : ‘ 50x50 30x30 20x20 16x16 12x12
' = —: Input Face Images
| Normalization | I Normalization I
PCA
Woca W " Wi, 3
LDA ! I Interpolation
1
m:‘a E l
S !
[ Equalization
imilarity Output Face lmages
aleasuremen p
(a) The overall flow of proposed system (b) The normahzatlon process of face images

Fig. 3. Long distance face recognition flowchart using LDA

The training process using face images from a distance is as follows. If face images at
a distance of 1m to 5m are entered, the average face vector of the normalized face image
is calculated through a normalization process. After calculating the difference of average
face vectors in each face image, then find the covariance matrix. After finding the
eigenvector and eigenvalue from the determined covariance matrix, finally W, is
generated. W, generated through PCA is optimized by LDA again. To find W, which
is the data that the ratio of between-class scatter and within-class scatter in LDA is
maximal. The test process of using face images from 1m to Sm distances is as follows.
When the face image from 1m to 5m distances is entered, it is normalized through a
normalization process. From the normalized face images, feature vectors are extracted
through a difference of average face image vector and W), projection. Finally, after
comparing the feature vectors in the test area and the training areas, the face image that
has the most similar value is classified.

The normalization of face image by distance is as follows. Once the face images for
training are entered, the size of the input face images is judged. If the size of the image
is 50%50, equalization will be conducted. However, if the size is smaller than 50x50
then equalization will be conducted after enlarging the size to 50x50 through
interpolation. All face images entered through this process will be normalized into a
50x50 image size. Figure 4 is the original images at increasing distances and Figure 5 is
the original face images extracted from person 1 according to the distance change of 1m
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to Sm. The sizes of extracted face images are 50x50, 30x30, 20x20, 16x16 and 12x12
from 1m to 5m, respectively. The face images extracted by distance are normalized by
four kinds of interpolation as shown in Figure 5.

‘\i'\\ =

(d)4m
Fig. 4. Examples of original images at increasing distances

(c) 3m (d) 4m (e) Sm

Fig. 5. Examples of extracted face image at increasing distances

4. Experiment Result

Face recognition experiment uses ETRI face DB. As shown in Table 3, an ETRI face
DB obtained 500 face images (Im to 5m: 100 images for each) per person from 10
different people in various lighting environments and at different distances [27].
Acquired face images were obtained using different distances ranging from Im to Sm. In
this paper based on the experimental images face images extracted from Im to 2m were
considered as short distance and face images extracted from 3m to Sm were considered
as long distance. Face recognition, which is an 1:N search method rather than 1:1
authentication, classifies by comparing results for verified images of first face images
which are the most similar among face images stored in the database. In addition, the
experiment was carried out under the assumption that every face is extracted from input
images regardless of distance. Additionally, a twisting or rotation of the face was not
considered.



968  Moon H.M. and Pan S.B.

Table 3. ETRI face database

® Total persons : 10
® Environment of obtained face images
- various lighting change
- Im~5m distance change
- face position change
® Face image size
- Im:50x50 2m:30x30 3m:20x20 4m:16x16 Sm: 12x12
® The number of total obtained face images : 5000 images
® Obtained face images per a person : 500 images

Table 4. Face recognition experiment according training images

CASE Training condition Training time Test time
(sec) (sec)
Training image per person -1m : 20 images
1 . . 0.46 0.02
Test image per person -lm~5m : 80 images each
Training image per person -lm~5m : 4 images each
2 . . 0.45 0.02
Test image per person -lm~5m : 80 images each
Training image per person -lm~5m : 10 images each
3 . . 1.35 0.43
Test image per person -lm~5m : 80 images each
4.1. Face Recognition Rate Changes according to Interpolations

This experiment was carried out using Table 4 in order to find appropriate interpolations
for the proposed algorithm. LDA was used as the face recognition method and
Euclidean Distance was used for similarity measure. For normalization of the face image
size by distance of 1m to 5m, the nearest neighbor, bilinear, bicubic convolution and
Lanczos3 interpolations were used [28].

Figure 6 shows the results of LDA-based face recognition rate using normalized face
images by distance through interpolation. In the experimental condition as shown in
CASE 1 in Table 4 in order to get training images per person, 20 images of 1m face
image were used and 80 images of face images at distances of 1m to Sm were used for
verification images. As a result, when Lanczos3 interpolation was used for short
distance the face recognition was 85.6%, which was the best performance. At long
distance, when bicubic convolution and Lanczos3 were used, it showed similar
performance at 44% and 44.1%, respectively. Figure 7 shows the results of LDA-based
face recognition rate using normalized face images by distance through interpolation.
For experiment condition as shown in CASE 2 in Table 4, a total of 20 face images for
Im to Sm distance by each 4 images were used to generate training images. As for test
images, each of 80 face images at Im to 5m distances was used. As a result, when
Lanczos3 interpolation was used the face recognition was 92.9%, which showed the best
face recognition performance. In long distance, the face recognition performance was
excellent for 75.0% when bilinear interpolation was used. Figure 8 shows the results of
LDA-based face recognition rate using normalized face images by distance through
interpolation. For experiment condition as shown in CASE 3 in Table 4, a total of 50
face images for Im to Sm distance by each 10 images were used for training images. As
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for test images, each of 80 face images by 1m to Sm distances was used. As a result,
when bilinear interpolation was used the face recognition was 93.8%, which showed the
best face recognition performance. In long distance, the face recognition performance
was excellent for 78.54% when nearest neighbor interpolation was used.

As a result, when the short distance face image is used as training, it is better to use
Lanczos3 at the image normalization method in LDA-based face recognition. However,
when using the face images at 1m to 5m distances as training, the face recognition
performance was the best using the bilinear interpolation. When comparing CASE 1 and
CASE 2 results, it was confirmed that it had better performance when using face images
at Im to 5 m distances than that of short distances. In addition, according to CASE 2 and
CASE 3 results, as the number of training images per person increased, the recognition
performance was improved. CASE 3 has better performance than CASE 2 but 50 pages
of the training images per person are not used for general face recognition, so in this
paper, the CASE 2 condition was considered.
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Fig. 6. Face recognition rate of CASE 1 according to interpolations
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4.2. Face Recognition Rate Change according to the Configuration of Training
Images

Through this experiment, the effect on the face recognition rate of the configuration of
the training image and the excellence of LDA-based face recognition when face images
that are at a distance were used as training images are proved. Figure 9 shows the results
of the configuration of training image effect on face recognition in LCA-based face
recognition. In CASE 1, Lanczos3 interpolation was used and in CASE 2 and CASE 3
bilinear interpolation was used for normalization of the face image size. L2 was used for
the similarity measure. As a result, when using a single distance for training images of
CASE 2, the performance was 85.8% at short distances and 44.0% at long distances.
When using face images at distances of Im to 5Sm, the short distance had better
performance for 91.9% than when using single distance for training images, which was
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75.0%. Consequentially, when the same number of training images was used, the face
recognition rate was improved if multi-distance face images were used rather than single
distance face images.
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Fig. 10. LDA-based face recognition rate according to similarity measure

4.3. Face Recognition Rate Change according to Similarity Measure

Through this experiment, when the face images at 1m to Sm distances were used, the
similarity measure that is appropriate to long distance face recognition is proposed. The
configuration of training images were like in CASE 2 and LDA was used for the face
recognizer. Bilinear interpolation was used as image normalization method. For
similarity measure, Manhattan Distance (L1), Euclidean Distance (L2), Cosine
Similarity (Cos), and Mahalanobis Distance (Mah) distance scale method were used
[29]. Figure 10 shows the face recognition rate of LDA-based face recognition
according to similarity measure. As a result, L2 was used for short distance and it
showed the best performance at 91.9%. In long distance, L1 and L2 showed similar
performance at 75.1% and 75%, respectively. The overall average face recognition rate
of Im to 5m were 81.6%, 81.8%, 76.0% and 80.7% respectively when using L1, L2,
Cos and Mah and the recognition rate of L2 was the best. Consequently, in LDA-based
long distance face recognition when multi-distance images were used as training, the
face recognition performance was the best when the Euclidean Distance (L2) similarity
measure was used.

5. Conclusion

The world considers IoT as a means of securing national competitiveness and develops
efficient interface based on technology development and IoT dissemination by policy.
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This paper proposes a long distance face recognition algorithm, which is applicable as
an USN or MSM service-based technology. Face recognition, which has used the
existing single distance face images as training images, has the disadvantage of lower
recognition rate as the distance between the surveillance camera and the user increases.
In this paper, an LDA-based long distance face recognition algorithm appropriate to the
environment of the surveillance camera is proposed. Face images at distance were used
in a proposed face recognition algorithm and the low resolution images at distance were
normalized using a bilinear interpolation. For the similarity measure, Euclidean Distance
measure method was used. A major result of this experiment showed that the proposed
face recognition algorithm had improved face recognition rate for 6.1% in short distance
and for 31.0% in long distance compared to the LDA-based face recognition using
existing short distance face images.

In future, the proposed algorithm will be developed into a structure that is able to use
minimization and low power processing of the proposed algorithm suitable for an object
communication service environment. Additionally, technologies that can protect
personal information effectively used in human recognition received on a mobile robot
or terminal device will be developed.

Acknowledgments. This research was supported by a Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Education, Science
and Technology (2011-0023147)

References

1. Strategy, I.T.U., Unit, P.: ITU Internet Reports 2005: The Internet of Things, International
Telecommunication Union, Geneva. (2005)

2.  Gonzalez-Miranda, S., Alcarria, R., Robles, T., Morales, A., Gonzalez, 1., Montcada, E: An
IoT-leveraged Information System for Future Shopping Environments. IT Convergence
Practice, Vol. 1, No. 3, 49-65. (2013)

3. Sundmaeker, H., Guillemin, P., Friess, P., Woelfflé, S.: Vision and Challenges for Realising
the Internet of Things. CERP-loT—Cluster of European Research Projects on the Internet of
Things, 1-230. (2010)

4. Perera, C., Zaslavsky, A., Christen, P., Georgakopoulos, D.: Context Aware Computing for
the Internet of Things: a survey. IEEE Communications Surveys & Tutorials, Vol. 16, No. 1,
414-455. (2014)

5. Moon, HM., Pan, S.B.: A New Human Identification Method for Intelligent Video
Surveillance System. In Proceedings of 19th International Conference on Computer
Communication and Networks, Zurich, Switzerland, 1-6. (2010)

6. Tsai, H.C., Wang, W.C., Wang, J.C., Wang, J.F.: Long Distance Person Identification using
Height Measurement and Face Recognition. In Proceedings of 2009 IEEE Region 10
Conference, Singapore, 1-4. (2009)

7. Yao, Y., Abidi, B., Kalka, N.D., Schmid, N., Abidi, M.: High Magnification and Long
Distance Face Recognition: Database Acquisition, Evaluation, and Enhancement. In
Proceeding of 2006 Biometrics Symposium: Special Session on Research at the Biometric
Consortium Conference, Baltimore, Maryland, 1-6. (2006)

8. Atzori, L., lera, A., Morabito, G.: The Internet of Things: A Survey. Computer Networks,
Vol. 54, No. 15, 2787-2805. (2010)



10.
11.
12.
13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Long Distance Face Recognition for Enhanced Performance of IoT Service Interface 973

Gershenfeld, N., Krikorian, R., Cohen, D.: The Internet of Things. Scientific American, Vol.
291. No. 4, 76-81. (2004)

Ashton, K.: That ‘Internet of things’ Thing, RFID Journal, Vol. 22, 1-6. (2009)

ITU.: http://www.itu.int/en/ITU-T/techwatch/Pages/internetofthings.aspx

IPSO.: http://ipso-alliance.org/about

Weinstein, R.: RFID: A Technical Overview and Its Application to the Enterprise. IT
Professional, Vol. 7, No. 3, 27-33. (2005)

Toma, I., Simperl, E., Hench, G.: A Joint Roadmap for Semantic Technologies and the
Internet of Things. In Proceeding of 3rd STI Roadmapping Workshop, Helsinki, Greece.
(2009)

Katasonov, A., Kaykova, O., Khriyenko, O., Nikitin, S., Terziyan, V.: Smart Semantic
Middleware for the Internet of Things. In Proceedings of the Fifth International Conference
on Informatics in Control, Automation and Robotics, Robotics and Automation, Madeira,
Portugal. (2008)

Song, Z., Cardenas, A.A., Masuoka, R.: Semantic Middleware for The Internet of Things.
Internet of Things, 1-8. (2010)

San Jose, J.I., de Dios, J.J., Zangroniz, R., Pastor, J.M.,: WebServices Integration on An
RFID-based Tracking System for Urban Transportation Monitoring. IT Convergence
Practice, Vol. 1, No. 4, 1-23. (2013)

Miorandi, D., Sicari, S., Pellegrini, F.D., Chlamtachm, I.: Internet of Things: Vision,
Applications and Research Challenges. Ad Hoc Networks, Vol. 10, No. 7, 1497-1516.
(2012)

Domingo, M.C.: An Overview of the Internet of Things for People with Disabilities. Journal
of Network and Computer Applications, Vol. 35, No. 2, 584-596. (2012)

Wiskott, L., Fellous, J.M., Kr'uger, N., von der Malsburg, C.: Face Recognition by Elastic
Bunch Graph Matching. IEEE Transactions on Pattern Analysis and Machine Intelligence,
Vol. 19, No. 7, 775-779. (1997)

Chellappa, R., Wilson, C.L., Sirohey, S.: Human and Machine Recognition of Faces: A
Survey. Proceedings of IEEE, Vol. 83, No. 5, 705-741. (1995)

Zhao, W., Chellappa, R., Phillips, P.J., Rosenfeld, A.: Face Recognition: a Literature Survey.
ACM Computing Surveys, Vol. 35, 399-458. (2003)

Turk, M., Pentland, A.: Eigenfaces for Recognition. Journal of Cognitive Neuroscience, Vol.
3, No. 1, 71-86. (1991)

Belhumeur, P., Hespanha, J., Kriegman, D.: Eigenfaces vs. Fisherfaces: Recognition using
Class Specific Linear Projection. IEEE Transactions on Pattern Analysis and Machine
Intelligence, Vol. 19, No. 7, 771-720. (1999)

Parker, J.A. , Kenyon, R.V., Troxel, D.E.: Comparison of Interpolating Methods for Image
Resampling. IEEE Transactions on Medical Imaging, Vol. 2, No. 1, 31-39. (1983)

Keys, R.G.: Cubic Convolution Interpolation for Digital Image Processing. IEEE
Transactions on Acoustic, Speech, and Signal Processing, Vol. asp-29, No. 6, 1153—-1160.
(1981)

Kim, D.H., Lee, J.Y., Yoon, H.S., Cha, E.Y., A Non-Cooperative User Authentication
System in Robot Environments. IEEE Transactions on Consumer Electronics, Vol. 53, No.2,
804-810. (2007)

Duchon, C.E.: Lanczos Filtering in One and Two Dimensions. Journal of Applied
Meteorology, Vol. 18, No. 8, 1076-1022. (1979)

Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification, John Wiley & Sons, USA. (2004)



974  Moon H.M. and Pan S.B.

Hae-Min Moon received the B.S. degree in Control, Instrumentation, and Robot
Engineering in 2009 from Chosun University, Gwangju, Korea. He received the M.S.
degrees in Information and Communication Engineering in 2010 from Chosun
University, Gwangju, Korea. He is currently working toward the Ph.D. degree. His
research interests include image interpolation, video surveillance, and video
compression.

Sung Bum Pan is the corresponding author of this paper. He received the B.S., M.S.,
and Ph.D. degrees in Electronics Engineering from Sogang University, Korea, in 1991,
1995, and 1999, respectively. He was a team leader at Biometric Technology Research
Team of ETRI from 1999 to 2005. He is now professor at Chosun University. His
current research interests are biometrics, security, and VLSI architectures for real-time
image processing.

Received: September 26, 2013, Accepted: January 6, 2014.



Computer Science and Information Systems 11(3):975-999 DOI: 10.2298/CSIS130917060G

PPS: A Privacy-Preserving Security Scheme for Multi-
operator Wireless Mesh Networks with Enhanced User
Experience

Tianhan Gao!, Nan Guo?, Kangbin Yim?, and Qianyi Wang*

! Faculty of Software College, Northeastern University,
110819 Shenyang, China
gaoth@mail.neu.edu.cn
2 Faculty of Information Science and Engineering College, Northeastern University,
110819 Shenyang, China
guonan@ise.neu.edu.cn
3 Faculty of Information Security Engineering, Soonchunhyang University,
336745 Asan, Korea
yim@sch.ac.kr
4 Faculty of Economics and Administration, University of Malaya,
50603 Kuala Lumpur, Malaysia
gianyiyouyou@sina.com

Abstract. Multi-operator wireless mesh networks (WMNs) have attracted
increasingly attentions as a low-cost accessing approach for future large-scale
mobile network. Security and privacy are two important objectives during the
deployment of multi-operator WMNs. Despite the necessity, limited literature
research takes both privacy and user experience into account. This motivates us to
develop PPS, a novel privacy-preserving security scheme, for multi-operator
WMNSs. On one hand, most of the privacy needs are satisfied with the hybrid
utilization of a tri-lateral pseudonym and a ticket based on proxy blind signature.
On the other hand, the sophisticated unlinkability is implemented where mobile
user is able to keep his pseudonym unchanged within the same operator in order
to gain better user experience. PPS is presented as a suite of authentication and
key agreement protocols built upon the proposed three-tire hierarchical network
architecture. Our analysis demonstrates that PPS is secure and outperforms other
proposal in terms of communication and computation overhead.

Keywords: Multi-operator wireless mesh network, privacy preservation, mutual
authentication, security, user experience.

1. Introduction

Wireless mesh networks (WMNs) have recently emerged as a promising and
competitive technology to cope with the challenges in next generation mobile network
due to the features of self-organization, self-maintenance, as well as low upfront
investment [1]. It can also be envisioned that the future large scale WMNs will be
composed of a majority of autonomous domains managed by different operators as
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opposed to few ones today [2]. Typically, in the multi-operator WMNs scenario as
Fig.1, each operator maintains its own mesh backbone including mesh gateway and
mesh routers, or shares some of the infrastructure components with other operators to
provide network services to the mesh clients. Whereas mesh client may be associated
with one or more operators by contractual means and has the ability to roam to the rest
of the cooperating operators, if necessary. Different operators in a given geographical
area will cooperate with each other in order to obtain large scale coverage and more
consecutive user experience. However, security issues inherited from the intrinsically
dynamic and open nature of wireless networks are still the main obstacle for the wide
deployment of WMNSs since it is unappealing to subscribers to obtain access and service
without security guarantees. In addition, different operators may hold different security
management policies, which will make the security control more complicated in the
multi-operator WMNSs. To this end, some proposals on WMNs security [3-4] have been
presented recent years. In [3], the authors developed a broker-based attack-resilient
security architecture (ARSA) for WMNs to address a wide range of particular attacks.
We [4] proposed a localized efficient mutual authentication scheme (LEAS) with
identity-based proxy signature [5] for access security in multi-operator WMNSs. Despite
the necessity and importance, security of WMNSs is still in its early stage and has gained
little attention so far [6].
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Fig.1. A typical architecture of multi-operator wireless mesh networks

Another big challenge for actually deploying WMNs with a multi-operator manner is
how to provide adequate protection over user privacy since the communications contain
various kinds of sensitive user information like personal identities, location information,
financial information, social connections, and so on. Once disclosed to malicious
attackers, the sensitive information could be illegally utilized or further be correlated
together to compromise user privacy. Besides, the dynamic network architecture, hop-
by-hop open wireless link, as well as autonomous yet cooperating operators render
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WMNs highly vulnerable to various privacy-oriented attacks. Hence, privacy-
preserving is of paramount practical importance in multi-operator WMNSs.

The most important requirement of user privacy is anonymity that is concerned with
hiding the real identity information of a user from his activities unless it is intentionally
disclosed by himself. Different communication sessions associated with the same user
should also be unlinkable to prevent association analysis. In reality, anonymity is
conflicted with authentication or access control. With perfect anonymity, a user can
misbehave arbitrarily and avoid being traced even to the identity issuer. Therefore,
accountability is highly desirable for detecting and tracing malicious users in case of
disputes and frauds. In terms of the above privacy requirements, several schemes have
been proposed recently that are surveyed by [1] to meet the privacy-preserving needs
for WMNSs. However, limited literature research has been conducted to multi-operator
context where operators are geographically distributed yet cooperating with each other.
While user roaming across different operator WMNSs, novel security architecture should
be set up and conscious tradeoffs must be made to achieve both privacy-preserving
authentication and fine user experience. According to [7], a new plan declared by
Disney World will track visitors with wireless bracelets. Imagine walking through
Disney World, Snow White walks up to you and wishes your child a happy birthday by
name. Something like that could make an already memorable trip even more amazing.
The cost of such a program is that your privacy, such as name, age, or even the credit
card information, will be encoded in the bracelets. So Disney is able to track you during
your trip or later. How to make a balance between privacy and user experience, is really
a new challenge in multi-operator WMNSs.

In this paper, we propose a privacy-preserving security scheme for large-scale multi-
operator WMN’s upon a three-tire hierarchical security architecture. Broker, acts as the
root trust on the top tire, is responsible for the security management of all the involved
entities. Based on such architecture, a novel mutual authentication scheme equipped
with key agreement ability is achieved that takes inter-operator and intra-operator
roaming scenarios into account. The combination of pseudonym and ticket is introduced
as the authentication credential in our scheme. In light of the privacy requirements, on
one hand a tri-lateral pseudonym approach is presented to meet anonymity need without
key escrow. On the other hand, a ticket based on proxy blind signature (PBS) [8] is
designed for mobile user against being traced from operator and broker. Both the
pseudonym and the ticket can be altered by mobile user at his will when roaming across
different operators. Thus the sophisticated unlinkability is implemented where mobile
user is able to keep his pseudonym unchanged within the same operator in order to gain
better user experience. In addition, the accountability is also satisfied due to the salient
features borrowed from e-cash system on PBS. The system analysis demonstrates that
our scheme is secure and outperforms similar one in terms of communication and
computation overhead.

Specifically, our contributions are 3-folded as follows:

— The variable tri-lateral pseudonym approach and PBS-based ticket are designed to
deal with the anonymity and untraceability needs;

— Sophisticated unlinkability is achieved through the bind of pseudonym and operator-
level ticket in order to gain enhanced user experience;

— Accountability property is incorporated with the idea inherited from e-cash system to
detect malicious users.
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To sum up, our research is mainly focus on the security and privacy issues in multi-
operator WMN:s. It should be noted that the implementation of routing security and
anonymity is out of the scope of this paper, which is left as the future works.

The rest of this paper is organized as follows. Section 2 reviews the identity-based
primitives. Section 3 presents the system model including the hierarchical network
architecture. We propose the mutual authentication scheme in terms of different
roaming scenarios in Section 4. In Section 5, we provide security and performance
analysis of our scheme. Section 6 discusses the related work. Finally, we conclude the
paper in Section 7.

2.  The Cryptographic Background

2.1. Bilinear Pairing

Let G be an additive group and G be a multiplicative group of the same prime order q,
I and Icr is the generator of G and G respectively. Assume that the discrete logarithm
problem [9] is hard on both G and Gt. A mapping é: GxG — Gr which satisfies the
following properties is called bilinear pairing:

(1) Bilinear: Forall P,Q € Ganda,be Z;,é(a-P,b-Q)=é(b-P,a-Q) =¢é(P, 0)ab;

(2) Non-degenerate: é(P,Q) # I ,;

(3) Computable : For all P,Q € G, there is an efficient approach to compute é(P,Q) € G,.

The Weil and Tate [10] associated supersingular elliptic curve can be modified to
construct such bilinear pairing.

2.2. Short Signature (BLS)

Boneh et al. [11] proposed short signatures (BLS) from the Weil pairing in 2001, which
is a simple but efficient signature scheme. It is designed for systems where signatures
are sent over a low-bandwidth channel. The scheme is specified as following
algorithms.

Setup.

PKG chooses additive group G, and multiplicative group G, ,as well as a bilinear pairing
é:G,xG, — G,; PKG chooses arbitrary P € G, anda hash function /1:{0,1}" — G,.
Key Generation.

User selects random x € Z; and computes R = x - P. R is public key and x is private key.
Sign.

To sign a message m, signer computes V' = x- H1(m). V' is the signature.

Verify.

To verify V, verifier checks whether é(R, H1(m)) = &(P, V).
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2.3. Identity-based Proxy Signature

The concept of proxy signatures was first introduced by Mambo et al. [12] in 1996. A
proxy signature scheme permits an original signer to delegate its signing rights to a
proxy signer so that it can sign on behalf of the original signer within a given context.
Holding a proxy signature, anyone can verify both the delegation of original signer and
the digital signature from proxy signer. Bo Gyeong Kang et al. [5] constructed a
concrete identity-based proxy signature (IBPS) which is derived from BLS and CBE
[13] as below.

Setup.

Assume Alice (original signer) and Bob (proxy signer) have private/public key pairs (s4, s4- P)
and (ss, sz P) respectively and the common system parameters PARA = (G,,G,, é, P,H1,H>),
where two hash functions H1:{0,1}* — G, and H2:{0,1}" xG, — Z; are defined.

Delegation.
In order to delegate signing right to Bob, Alice sends to Bob a warrant @ together with a BLS
signature Certs = s4- Ps,where Ps = Hi((PK4|| PKz|| @). The corresponding proxy signing key
of Bob is SKPs = Certs + ss- Ps.
Sign.
To sign message m on behalf of Alice, Bob selects secrect random r € Z and computes o =
U,V), where U =r-Ps, h= H2x(m,U) , andV = (r + h)SKPs.
Verify.
To verify signature o, verifier checks whether é(PK4+ PKB, U + h- PB) == é(P, V'), where

h=Ham, U).

3. System Model

Our concrete privacy-preserving security scheme is based on the following system
model which contains network architecture, trust model, as well as privacy model. After
some definitions of handover types and credentials, a three-tire hierarchical network
architecture is first presented to support different kinds of handovers in multi-operator
WMN:s. Both trust and privacy model are then illustrated making the trust hypothesis
and privacy needs explicit. The system is also initialized to develop the later proposed
security scheme.
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3.1. Definitions and Notations

Definitions. Some definitions that are frequently used in this paper are given in this
subsection.

Inter-operator handover. Inter-operator handover occurs when mesh client roams from
one operator WMNSs to another under the same trust broker.

Intra-operator handover. Intra-operator handover refers that mesh client handoffs from
one mesh router to another within the same operator WMNSs.

Certificate. The certificate here is different from the X.509 public key certificate in PKI
[14] which manifests the binding of owner’s identity and public key. In contrast, our
certificate is a delegation from issuer to owner and used in IBPS.

Pseudonym. Pseudonym, generated by some cryptographic primitives, is one of user’s
authentication credentials whereas contains no essential identity information (e.g. SSN
or driver’s license) of user.

Ticket. Ticket is the other authentication credential hold by mesh router or mesh client.
We define three types of ticket for the later proposed authentication scheme.

(1) RTK: Mesh router’s ticket which has long-term validity throughout multi-
operator WMNs.

(2) CTK: Mesh client’s ticket which has long-term validity throughout multi-operator
WMNSs.

(3) OTK: Mesh client’s operator-level ticket which has short-term validity within
operator WMNSs.

Double deposit. A type of misbehavior that refers to mesh client’s double depositing his
CTKs at the same visiting mesh router.

Notations. To simplify the hereafter descriptions, we make some notations in Table 1.

Table 1. Notations and explanations

Notation Meaning

B Broker

OM (O) operator manager

MR (R) mesh router

MC (C) mesh client

ID X real identity of entity X
PS X pseudonym of entity X
Cert X certificate of entity X
RTK X ticket of mesh router X
CTK X ticket of mesh client X
OTK X operator-level ticket of mesh client X
Aym account of mesh client

PKx /SKx public and secret key of entity X
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PKx/SKx
PARA
XNFO

Px

{M } a_Sign_SK
{0} B verity Pk
Kx.y
SEKx.y
SKPx

TS

Exp
X—=Y:[M]
MI1|M2

self-generated public and secret key of entity X from PS_X
system parameters

Related information of entity X

Hash value of Xi\ro

sign message M with algorithm o and secret key SK
verify signature ¢ with algorithm B and public key PK
shared key between entity X and entity Y

session key between entity X and entity Y

proxy signing key of entity X

timestamp

expiration time of ticket or certificate

entity X sends message M to entity Y

concatenation of two messages M1 and M2

3.2. Network Architecture

The three-tire hierarchical network architecture in Fig.2 is set up for multi-operator
large-scale WMNs where each operator WMNSs is taken as an administrative domain.

Operator1

Operator3

Operator2

Fig.2 Hierarchical network architecture for multi-operator WMNSs, which is composed of three

administrative domains

Broker on the top tier of the hierarchical architecture is introduced as a trusted anchor
for all domains. The second tier of the architecture is composed of OMs who take the
role of connectors between operator domain and broker and is in charge of the
registration and trust management for MRs, as well as MCs inside operator domain. In
reality, the functionalities of OM can be achieved into mesh gateway who shares
reachability to all MRs through either direct or multi-hop wireless links as shown in
Fig.1. MRs form the third tire of our security architecture and can provide access
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service for both local and roaming MCs. MC associated with certain operator may take
arbitrary handover across different operator domains under the hierarchical architecture.
From the collaboration point of view, any operator domain in our architecture is able
to create relationship with others in order to provide larger-scale coverage and more
access opportunities through signing service level agreements (SLAs) by the OMs.

3.3. Trust Model

In the context of multi-operator WMNSs, the main security goals include:

— Mutual authentication. Users and visiting network should authenticate each other
before user’s access to avoid both malicious users and rouge routers.

— Confidentiality. After a successful user access, the subsequent communications
between user and entities in the visiting network should be further protected to
prevent different attacks such as eavesdropping and modification.

Due to the above security goals and the intrinsically open and collaborative features
of multi-operator WMNs, it is essential to establish trust relationships among entities
against free riders and malicious attackers.

As shown in Fig.3, our trust model is constructed in terms of the proposed
hierarchical network architecture. The trust relationships among entities are defined and
elaborated as follows:

— Broker, functions as a trustworthy administrator, is the root trust for all operator
domains.

— OMs have long-term trust relationship with broker. Meanwhile, two OMs may also
trust each other if they have signed SLA before. The SLA contains all the credible
public keys of OM and MRs (PKg and PKy) in the other operator domain.

— MRs have long-term trust relationship with the OM in the same operator domain.

— MCs have long-term trust relationship with the OM in their home operator domain.

— There is no trust relationship between MC and MR before MC’s access. Two MCs
do not trust each other.

Broker

MR1 MR2 MR3

Fig.3 Broker-based trust model
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The trust relationship above means that there is a pre-established secure channel
between two entities. The later proposed mutual authentication scheme is based on this
trust model and the objective is how to build trust relationship between MC and access
MR as well as the trust relationships amongst MCs.

It is also worth noting that our trust model is different from the one presented in [3],
where broker and operator issue authentication credentials to MCs and MRs separately.
Different trust anchors make the trust management more implicit. In contrast, broker
takes the role of root trust in our trust model. Any operator could not issue credentials to
MRs or MCs without broker’s permission and delegation. The trust management is thus
more explicit and is suitable for the security control in multi-operator WMNs.

34. Privacy Model

In addition to keep access and communication secure, privacy provision is another
critical issue to be considered for WMNSs deployment. However, privacy is difficult to
achieve even if traffics are protected since users’ activities can be easily monitored or
traced with regard to their movement, which may cause the exposure of the sensitive
information. Therefore, the establishment of a practical privacy model is necessary to
provide adequate privacy concerns and detect malicious users simultaneously.

Anonymity. User’s activities, during the roaming procedure, should not be correlated to
his real identity (e.g. SN or driver’s license). In our privacy model, we utilize
pseudonym and ticket as hybrid authentication credential to achieve user anonymity.
Neither pseudonym nor ticket contains real identity of user so that user can roam
anonymously in multi-operator WMNSs.

Untraceability. For untraceability, it is required that the credential issuer can’t trace
user’s activity during the roaming procedure. Thus both the pseudonym and the ticket
should be alerted by user while roaming.

Sophisticated unlinkability. On one hand, from the privacy-preserving point of view,
different communication sessions from the same user should not be linked against
association analysis. On the other hand, from the user experience point of view, the
recognizable credential is preferable in the same operator WMNs or collaborative
operator WMNSs. For such sophisticated unlinkability, user is equipped with variable
pseudonym and temporary operator-level ticket in our privacy model to keep balance
between privacy and user experience.

Accountability. Unconditional anonymity may result in perfect crimes since
misbehaving users are no longer traceable. Therefore, accountability is highly desirable
for detecting and tracing malicious users. We borrow the idea from e-cash system to
form a novel ticket management scheme. The real identity of misbehaving user, who
double deposits his CTK at the same MR, could be disclosed with the help of broker
and OM.

In summary, our privacy model aims at the above privacy guarantees meanwhile
takes user experience into account. It’s a trade off: giving up some privacy in return for
an enhanced user experience.
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3.5. System Initialization

In order to support the proposed security framework, our system must be initialized to
distribute indispensable system parameters, certificates, as well as key materials to
involved entities. Specifically, the following system initialization steps should be
performed when the network bootstrapped.

System parameter generation
Broker generates parameter tuple (G,,G,, é, P,Q, H,H1, H2), where P and Q are generators of G,

¢ is a billiner pairing, hash functions H : G, — Z;, Hi:{0,1" > G, H2: {0,1}' xG, > Z;.
Broker randomly selects a master secrect key SKz = Sb € Z; and calculates the public key PKs =
Ss- P, then publishes the system parameter PARA=(G,,G,, é, P,Q,H,H1, H>, PK5).

OM certificate insurance
Each OM randomly selects a secrect key SKo = So € Z; and calculates its public key PKo = So- P

1) according to PARA.

2) O->B: [PK()]

(3) Broker generates certificate for OM: Cert O = S+ Po,where Po = Hi(PKz || PKo || Exp) .
(4) B—O:[Cert_O]

(5) OM calculates the proxy signing key: SKPo =Cert O+ So-Po=(Sz+ So)Po.

MR ticket insurance
Each MR randomly selects a secrect key SKk = Sz € Z; and calculates its public key PKz = Sk- P

0y .
according to PARA.
2) R—>O0: [PKR]
3) OM generates certificate and RTK for managed MR: Cert _ R = So- Pr,where Pr = Hi(PKo|| PKr
|| Exp); RTK R =< Exp, PKs, PKo, PKz, o >, where o={Exp||PKs||PKc||PKr}sps _sign _skpo.
(4) O—>R:[Cert_R, RTK _R]
(5) MR calculates the proxy signing key SKPr = Cert R + Sr-Pr=(So+ Sr)- Pr.

Through the above system initialization, OMs and MRs obtain their certificates and
proxy signing keys with the delegated right from broker. Besides, MRs are also
equipped with the RTKs which will be applied into the following proposed mutual
authentication scheme.

4. PPS: The Proposed Scheme

To address the security and privacy concerns in multi-operator WMNs with enhanced
user experience, we propose a privacy-preserving mutual authentication scheme, upon
the security system, together with accountability capability. The scheme is based on the
hybrid employment of pseudonym and ticket to achieve anonymity, untraceability, as
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well as sophisticated unlinkability. In light of the handover types defined in section 3.1,
we take two authentication scenarios (as shown in Fig.2) into account: inter-operator
authentication and intra-operator authentication. Shared key establishment is also
integrated into PPS to protect subsequent communications in the air and gain more
efficiency. In addition, we also consider MC-MC authentication and user accountability
issues in multi-operator WMNS. In this section, we will give the details of PPS.

4.1. Pseudonym Generation

The pseudonym is used to hide the real identity of user during the roaming procedure,
which is necessary for both anonymity and user experience. Moreover, in order to meet
the sophisticated unlinkability need, the pseudonym should also be variable in our
design. The widely adopted way to achieve that is to assign a batch of pseudonyms to
user and showing one each time [15, 16]. However, the communication and update cost
are the main obstacles. In [6], the authors presented a more efficient method. The
pseudonym is generated with the help of an authority while can be alerted by user
whenever needed. As such, user is able to frequently update his pseudonym to enhance
unlinkability. Unfortunately, the authority may learn user’s secret key which is derived
from the pseudonym, thus results in the key-escrow problem and violates the
untraceability requirement.

MC oM Broker
PKm
>
PKg, So'H(IDwm) IDg, Um
< e

- o4
-« -

Fig. 4 Workflow of tri-lateral pseudonym generation among MC, OM and Broker

To address the above issues, we propose a tri-lateral pseudonym generation
approach as shown in Fig.4. Before the approach bootstrapping, MC first registers the
real identity (IDy) to the home domain OM through either offline method or the pre-
established secure channel. Afterwards the following steps are executed for the
pseudonym generation.

MC randomly selects a secrect key SKv = Su € Z; and calculates its public key PKw = Su - P
according to PARA.

(2) M—>O:[PKu|

3) OM computes Ko- v = é(So-Q, PKw), then derives kw = H(Ko - m), Uv = kv - Hi(IDwm), Am = So-Uh,
where Ax is MC's account at OM. OM further stores the binding relation </[Dw, Au, kv, Un> for MC.

(4) O—>M:| PKo, Au, So-H\(IDw)]
(5) MC computes Kur -0 = é(Su - Q,PKo), then derives kv = H(Kw - 0).

()
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6) O—>B: [[Do, UM]
(7) Broker computes Uwv = S5-Un
8) B—)O—)M:[m]

©) MC computes Uy - ki = Ss- Hi(IDy), then generates the pseudonym PSy = S - Hi(IDy) and
the correspoding key pair: PKy = (S5 +So) - Hi(IDw), SKyt = Su- PKu = (S5+S0) - PSu.

A pairing-based key agreement method is incorporated into the above procedure. It

can be easily proved that:

Kov=e(So-Q,PKv) = e(Q,P)Ssv = é(Su-Q,PKo) = Kno

The agreed key (Ko.,/Kiro) and the relevant key material (k) are the building blocks
of our tri-lateral pseudonym generation approach. Such keys are the secret knowledge
shared between MC and OM. We can also find that the pseudonym is self-generated by
user with his own secret (Sy;) thus can be altered at his will. Meanwhile, the secret key
with regard to the pseudonym is composed of broker’s secret (Sg) and OM’s secret (Sp).
The key escrow problem is averted as neither broker nor OM knows the secret key of
the other party. Moreover, any MC can sign a message (m) with the generated

SKu using BLS: o = {m}BLSisignimZ% - Hi(m) . Any party may verify o using BLS:

{O}BLS_Verify PSu&PKs&PKo .

4.2. Ticket Insurance

Ticket is the other authentication credential in PPS. The insurance of RTK has been
presented by in section3.5. We will elaborate CTK’s insurance procedure in this section.

PBS is borrowed for the generation and insurance of CTK. The insurance procedure
can be carried out locally between MC and OM who owes the delegation from broker.
The detailed procedure is demonstrated through the following steps.

(1) OM randomly selects r € Z; and calculates R =r- P.
2) O->M: [R, OINFO], where Onro=<PK3s, PKo>.
3) MC randomly selects a, b, @, ff € Z and o, where o is an agreement between MC and OM such

as Exp or other restrictions on the CTK.

) MC calculates: d1 =« PKo, d2 = f3- PKo, d = 8- Au, Po=Hi(PKs|| PKo), t =é(R+a- P, PKo)-
é(b- Po, PKs+ PKo), C'=H(d || d1|| d2|| @|| Owro||£)+b

(5) M-0:[C].

(6) OM caculates S'=C"SKPo+r-PKo.

@) O—>M:[S’].
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MC first calculates: S =S'-a- PKo, C=C'-b, t'=¢(S, P)-e(-C- Po, PKs+ PKo), then checks
(8)  whether C = Hx(d || d1||d2| @ | Owro|| "), if the equation holds, MC obtains the CTK=<d, dl,
d2,m, Owro, S, C>; Otherwise, MC quits the procedure.
Actually, <S, C> in CTK is the signature result of PBS on <d, dl, d2,®, Onro> and

step (8) is the PBS verification process. CTK together with pseudonym will be utilized
during the authentication between MC and visiting MR in PPS.

4.3. Inter-operator Authentication

In Fig.2, while a MC (M), registered with OM1 (O1) in operator] domain, entering
operator2 domain managed by OM2 (0O2) and accessing MR2 (R2), inter-operator
authentication protocol is executed between MC and MR2 as below.

R2 - M :[RTK R2 =< Exp, PKs, PKo2, PKr2, o1 = { Exp||PKs||PKo2|| PKr2} 18ps_sign skpo> >]
through beacon message.

MC executes the following operations:

o Check the validity of Exp in RTK R2;

@) e Verify ol with PKs and PKoz : {01} ps_veriy_PKn&PKo2;

e Computes Kir - r2 = &(SKur, PKr).

M —> R2:[PSu, CTK M =<d, dI, d2, o=Exp, Olnro=< PKs, PKo1>,S, C>, tl, 02 =
{CTK M || ¢1}sis _sign_sku], where ¢]is the current timestamp.

)

©))

MR2 executes the following operations:
o Check the validity of Exp in CTK M and the freshness of 71;
(4) e Verify 02 with PKs, PKoi, PSw: {G2}BLS_Verify PK&PKoi&PSw;
e Verify <, C> in CTK M with PKs, PKoi: {S, C}rss_verity pKe&PKor;
o Compute Kr2 - v = &(Sr2- PSu, PKs + PKor).

5) R2 > M:[e, 12, 03 = {e]|12}mac sien kv |, Where e is a challenge selected from {0,1}* and 12 is
the current timestamp.
MC executes the following operations:
o Check the freshness of t2;
(6) o Verify 03 with Ku - r2: { o3} umac_verty kv If the verification success, MC regards MR2 as a
legitimate MR.
e Computes: u = HA(CTK M ||e||d2),v=f+a u.
(7 M—>R2:[u, v,t3, 04 ={u|| v|| £3}1mac sien kurz], Where £3is the current timestamp.
MR2 executes the following operations:
o Check the freshness of t3;
o Verify 04 with Kr2 - m: {04} nmac vwerify ke
@S ° Compute t'=¢é(S, P)-é(-C - Poi, PKs+ PKor);
o Check whether u == H2(CTK _M || e||v- PKoi-u-dl) and C == H>(d || d1|| v- PKor-u-dl ||
Exp || Olwro|| 1.
o If all the equations hold, MR2 regards MC as a legitimate user and stores <CTK M, e, u, v >
for MC.
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R2 5> M:[OTK M =< PSu, R2nro, PKoi, Exp, t4, o5 ={PSu||R2mro||Exp]|t4} s sign skpr >],

where R2vro =< PKo2, PKr2> and t4 is the current timestamp.

MC does the followings:

o Check the freshness of t4;

o Verify 5 in OTK_M with PKs, PKoz, and PKr2: {05} sps_verity Prorepkre. If the verification
success, MC obtains OTK_M as a legitimate OTK.

®)

(10)

After the inter-operator authentication, MC and MR2 are able to generate their
session key SEKyro=H(Kpm.ra|[t1|[t2) respectively to protect the subsequent
communications.

It should be noted that the HMAC [17] operations introduced above are symmetric-
key method which is much more efficient than the public-key ones as BLS, IBPS, as
well as PBS. In addition, in order to achieve untraceability and unlinkability across
operators, the pseudonym should be altered by MC each time when accessing a new
operator domain. After successful mutual authentication between MC and MR2 through
steps (1)-(8), MR2 directly issues OTK to MC (by step (9)) with the proxy signing key
(SKPg;) delegated from OM2 and broker. This OTK will be utilized as an
authentication credential during the following intra-operator authentication scheme.

4.4. Intra-operator Authentication

Intra-operator authentication occurs while MC (M) moves from MR2 (R2) to MR3 (R3)
within operator2 domain managed by OM2 (O2) as shown in Fig.2. The authentication
protocol is as below.

R3 - M:[RTK R3 =< Exp, PKs, PKo2, PKr3, 06 = { Exp||PK#|PKo2|| PKr3}1ps sign skr2 >] through
beacon message.

MC verifies 06 in RTK R3 with PKs and PKo>: { 56} s verify Prsapkor, then computes K - r3 =
&(SKw, PKxs).

M — R3:[OTK_M =< PSu, PKo, R2ivro, Exp, t4,05 = {PSu||PKol||R2 wro||[Exp||t4} mes_sien skpe=>,
t5, 07 ={0TK M| 15} mmuc _sign_ku - ], where ¢51s the current timestamp.

MR3 executes the following operations:

o Check the validity of Exp in OTK_M and the freshness of #5;

o Verify 05 with PKo> and PKr2: {05} 18ps_verify PKo:&PKr2;

e Compute Krs - u = é(Sz3- PSu, PKs + PKo);

o Verify a7 with Kr3 - m: {07} HMAC verify Kro;

o [f all the above verifications hold, MR3 regards MC as a legitimate user.

)
@)

©))

“)

(5) R3—>M: [t6, o8= {t6}HMAC7$ign7KRJ-M] , where 76 is the current timestamp.
MC executes the following operations:
(6) o Check the freshness of t6;
o Verify 08 with K - #3: {08} nmac very kwss. If the verification success, MC regards MR3 as a
legitimate MR.
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When the intra-operator authentication finished, MC and MR3 are able to generate
their session key SEKyr;=H(Kyr3/[t5][t6) respectively to protect the subsequent
communications.

OTK is effective within the operator domain. We can see from the above intra-
operator authentication that the deposit and verification of OTK are based on HMAC
and IBPS operations which are more efficient than the PBS process on CTK. Besides,
MC may keep the pseudonym unchanged in the same operator domain in order to gain
better user experience. However, from the unlinkability point of view, MC could also
choose to show CTK and new generated pseudonym at accessing MR to allow frequent
update of OTK.

Another issue should be considered is that MC handoffs across two cooperated
operator domains. In our trust model, the OM of the two domains shares the trusted
public keys (PKy, PKy) in the other domain through SLA. Theses public keys are
further distributed to the managed MRs periodically by OM. For example, if operator2
and operator3 (in Fig.2) are cooperated, then OM3 will record the trusted PKo,, PKg,,
PKR; and broadcast them to MR4, vice versa. In light of this, OTK M is still effective
in operator3 domain though MC makes an inter-operator domain handover from MR3
to MR4, since MR4 is able to verify such OTK M with PKg, and PKg; using the same
operations in intra-operator authentication scheme.

4.5. MC-MC Authentication

There is no pre-established trust relationship between two MCs. As a consequence,
privacy-preserving MC-MC authentication and key agreement are critical. Fortunately,
with the help of the above proposed authentication schemes, MC-MC authentication can
be easily implemented.

Suppose that two MCs (M1, M2) registered to different OMs (O1, O2) hold their
CTKs (CTK_M1, CTK M2) respectively. Mutual authentication between M1 and M2
is achieved as the inter-operator authentication scheme along with following steps.

1) M1 — M2 :[PSm, WLP, CTK Ml =<d, dl, d2, @=Exp, Olnro =< PKs, PKo1 >, S, C>,
17,69 ={CTK _MI||SKwmi-P || t7}BLs_sien skwi], where t7 is the current timestamp.

M2 executes the following operations:

e Check the validity of Exp in CTK_ M1 and the freshness of t7;

o Verify 69 with PKs, PKoi, PSut: {G9}BLs_verify PKs&PKor&PSMI;

o Verify <§, C > in CTK M1 with PKs, PKoi: {S, C}pes_verity PKsapKor;

o If all the verification success, M2 regards M1 as a legitimate MC;

e Compute Ki2- w1 = &(SKwz- O, SKwi-P).

M2 — M1:[PSwz, SKw2-P, CTK M2 =<d', dl', d2', o=Exp’, Olnwo =< PKs, PKo2 >, S',
C'>, 18,610 = {CTK M2 ||SKnz-P|| t8}pLs_sien_sivs), where t8 is the current timestamp.

()

©))
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M1 executes the following operations:

o Check the validity of Exp' in CTK M2 and the freshness of t§;

o Verify 610 with PKs, PKo2, PSm2: {G10}8Ls_verify PKs&PKor&Psw2;

e Verify <S', C'> in CTK M2 with PKs, PKo2: {S', C'}pbs_verify_pKserko;
o If all the verification success, M1 regards M2 as a legitimate MC,;

e Compute Kwi - m2 = &(SKmi-Q, SKmz-P).

“)

It is obvious from the above operations that
Kwmi - m2 = &(SKmi - Q, SKwe-P) = &(Q,P)Skmskie = ¢(SKmz - Q, SKmi-P) =Kwmz - m1.

After the MC-MC authentication finished, M1 and M2 generate their session key
SEKmi-me=H(Kwmim2|[t7|[t8) respectively to protect the subsequent communications.

4.6. User Accountability

PPS achieves fine user privacy through the combination of pseudonym and ticket, while
still maintaining user accountability. In PPS, MC authenticates himself as a legitimate
service subscriber to the OM (Oy) in the home operator domain. The real identity of
MC (IDy) and his account (Ay) are only known by himself and Oy. Neither the visiting
OM (Oy) nor the broker has knowledge of MC’s privacy information during his
roaming. However, from the accountability point of view, it is necessary to detect
malicious MCs. As described in our system model, MC’s misbehavior is defined as his
double depositing the CTKSs at the same visiting mesh router (Ry).

Assume that a MC accesses a foreign operator WMNs and double deposits his CTKs
(CTK1, CTK2) to a Ry. Then two authentication records will be left at Ry according to
the proposed inter-operator authentication scheme: Recordl <CTKl, el, ul, v1> and
Record2 <CTK2, €2, u2, v2>. In order to disclose the identity of such malicious MC,
the following operations are executed with the collaboration of Ry, Oy, Oy, as well as
broker.

(1) Rv—>Ov—B:[Recordl, Record?].

) Broker deduces between Recordl and Record2 to compute = M, broker further

obtains Av=B~' -d, where d is in MC's CTK. elme

(3) B—>Ou:[Aum]

@) On obtains Uv=Son~! - Am, thus to discolse IDm through the binding relation <IDm, Awm, kwm,
Uwnm> stored during the pseudonym generation phase.

The implementation of the above user accountability function is due to the features of
e-cash system based on PBS.
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5.  System Analysis

5.1. Security and privacy analysis

Authenticity. Mutual authentication is achieved in PPS to avert both free riders and
bogus service providers. MC is equipped with pseudonym and ticket issued by OM
under the delegation from broker. Owing such authentication credentials, MC is able to
roam securely across multi-operator WMNs in light of the root trust to broker. In
addition, the proposed inter-operator authentication scheme and intra-operator
authentication scheme are implemented locally between MC and visiting MR for better
efficiency.

Confidentiality. Communicating entities establish a shared symmetric key and the
corresponding session key to secure their subsequent communications after
authentication. In PPS, we adopt pairing-based key agreement approach to construct
such keys between MC and the visiting MR. The symmetric key is also used in the
mutual authentication protocols together with HMAC operations in order to mitigate the
computation burden on both MC and MR sides.

Anonymity. MC takes pseudonym and CTK as the authentication credentials during the
roaming procedure. While the pseudonym is composed of MC’s own secret and the
hash value of MC’s identity information: PSv = SuH\(IDw) .

The CTK =< d,d1,d?2,®»,0nro,S,C > contains some cryptographic results derived
from MC’s account (AM) and public keys of OM and broker, as well as the PBS
signature on them. Neither pseudonym nor CTK comprises real identity of MC so that
the anonymity is guaranteed during MC’s roaming. Moreover, MC is also unable to
know the real identity of the visiting MR since such information is not included in the
RTK =< Exp, PKz, PKo, PKr,o > . Thus the anonymity is bidirectional.

Untraceability. Untraceability requires that the credential issuer can’t trace MC’s
activity when he is roaming. On one hand, the pseudonym in PPS can be alerted by MC
at his will to avoid the traceability from OM and broker. On the other hand, MC’s CTK
is also different between the insurance phase and the showing phase due to the non-key
escrow feature of PBS. Consequently, OM cannot trace MC’s activity through the CTK.

Sophisticated unlinkability. Sophisticated unlinkability is preferable in order to give
consideration to both privacy-preserving and user experience. In PPS, when MC
roaming across different operator WMNSs, although the CTK remains unchanged, while
the pseudonym is required to be alerted by MC. Thus the adversary is unable to link
different communication sessions to the same user. In addition, MC will obtain a
temporary OTK after the inter-operator authentication procedure. Owing such OTK and
a constant pseudonym, MC can gain better user experience within the same operator
WMN:E.

User accountability. User accountability is so important in PPS for detecting malicious
users. To achieve this, for a legitimate MC, none of the entities, including broker, OMs,
as well as MRs, could disclose the real identity of MC in terms of the above anonymity
and untraceability features. However, if MC double deposits his CTK at a visiting MR
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which is defined as misbehavior, upon the collusion of visiting OM, broker, and home
OM, the real identity of malicious MC can be exposed with the help of the
accountability function borrowed from PBS-based e-cash system.

5.2. Performance Analysis

In this section, the performance analysis of our scheme, PPS, in terms of
communication and computation overhead is presented compared with the similar
security approach of SAT [6] which also utilizes pseudonym and ticket as hybrid
authentication credentials. Our analysis takes both inter-operator and intra-operator
authentication scenarios into account. In addition, since the resource-constraint mesh
client is the performance bottleneck of the whole system, our performance analysis is
thus mainly focus on the mesh client side.

Without loss of generality, we borrow the parameters from [6] and [18] in the
following analysis, resulting in the elements length in G; (|G;|) and G, (|G;|) to be
roughly 171 bits and 1024 bits respectively. We also assume that SHA-1[19] is used in
our HMAC operations, that yields a 160-bit output.

Communication Overhead. Communication overhead refers to the communication
cost incurred by MC during the authentication procedure. The overhead is mainly
composed of the pseudonym, ticket, signature, as well as HMAC result transmitted from
MC side, where the shorter components are out of consideration compared with the
above ones, such as the Exp and 75.

Inter-operator Communication Overhead. In SAT, a tree-based hierarchical security
architecture and pseudonym approach is proposed. Both hierarchical pseudonym
(PSTy) and client pseudonym (PSy,) should be transmitted by MC during inter-operator
authentication. SAT introduces a ticket based on restrictive partially blind signature
[20]. The total ticket length is 5|G;[+2|G,|. In contrast, only one self-generated
pseudonym is involved in inter-operator authentication in PPS contributed to our
delegated trust model. Moreover, the CTK in PPS is signed with PBS, which makes the
total ticket length 6|G;|. As a consequence, our ticket length is greatly reduced
compared with SAT since |G,| is much longer than |G,|. In light of the above analysis,
we can observe from Table 2 that the inter-operator communication overhead of PPS
outperforms SAT greatly over 59%.

Intra-operator Communication Overhead. There is no need of hierarchical pseudonym
during the intra-operator authentication in SAT. However the same ticket (5|G;[+2|G3])
as in inter-operator authentication is still necessary. As described in section 4.4, an OTK
(6|Gy|) is transmitted by MC instead of CTK (6|Gy|) plus pseudonym (1|G;|) during
intra-operator authentication in PPS, which will further reduces the communication
overhead.

As shown in Table 3, the intra-operator communication overhead of PPS drops down
almost 67% compared with that of SAT.
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Table 2. Analysis results of inter-operator communication overhead

Scheme

Inter-operator communication overhead

Total bits

SAT

PPS

PSTM: 1|G1|

PSM: 1|G1|

Key material: 1|G;|
ous: 1/G]

Ticket: 5|G{[+2|G,)
OHMAC- 1|HMAC|
Total: 9|G|+2|G;,|+|[HMAC]|
PSM: 1|G1|

CTK: 6|G,|

opts: 1|Gyl

OHMAC- 1|HMAC|
Total: 8|G,|+/HMAC]|

3747

1528

Note: oyps, Oumac, OpLs denote the signature results from HIBS [21], HMAC, and BLS

respectively.

Table 3. Analysis results of intra-operator communication overhead.

Scheme

Intra-operator communication overhead

Total bits

SAT

PPS

PSMl 1|G1|

20p.s: 2|Gy]

Ticket: 5|G{[+2|G,)

OHMAC- 1|HMAC|

Total: 8/G,|+2|G,[+/HMAC]|
OTK: 6/G|

OHMAC- 1|HMAC|

Total: 6/G;[+/[HMAC]

3576

1186

Table 4. Computational cost of the operations on MC side during authentication.

SM PA BP MG MTP Hash
BLS; N/A N/A N/A 1 N/A
BLS, N/A N/A 2 N/A 1 N/A
HIBS, 1 N/A N/A 1 N/A
HIBS, N/A N/A 3 2 1 N/A
IBPS, N/A N/A N/A N/A 1
IBPS, 2 2 N/A N/A 1
HMAC, N/A N/A N/A N/A N/A 1
HMAC, N/A N/A N/A N/A N/A 1
KA N/A N/A 1 N/A N/A N/A

Note: BLS,,, HIBS,,, IBPS,, denote the signing and verifying operations of each

schemes respectively. KA denotes the key generation operation.
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Computation Overhead. Communication overhead refers to the computation cost
experienced at MC side during the authentication procedure, which mainly caused by
the signing, verifying, as well as key generating operations. The involved operations
consist of bilinear pairing (BP), scale multiplication (SM), point addition (PA),
multiplication in group (MG), map to point function (MTP), and hash function (Hash).
We first report the cost of these operations in Table 4 for the consequent analysis.

Inter-operator Computation Overhead. Table 5 shows the computation operations
involved in the inter-operator authentication of SAT and PPS. With the correlated
observation from Tab.4 and Table 5, we can draw the following conclusions:

IRCOg;=4BP+2MTP+1SM+1PA+2MG+1Hash (1)
IRCOpps=3BP+1MTP+2SM+2PA+3Hash 2)

where IRCOg,r and IRCOpps represent the inter-operator computation overhead of SAT
and PPS respectively.

Table 5. Analysis results of inter-operator computation overhead.

Scheme BLS, HIBS, HIBS, IBPS, HMAC; HMAC, KA
SAT N/A 1 1 N/A 1 N/A 1
PPS 1 N/A N/A 1 1 1 1

Let t, denote the computational cost of operation x. According to [22-23], tpa, tmg,
and ty,g, are negligible compared with tgp ,tyrp, and tgy. In addition, based on the
analysis results in [24], we also get the following conclusions:

tgp =2 tyrp =3lsy 3)

Through equations (1)-(3), we obtain that JRCOppg is about 78% of IRCOg,r since
less BP operations are involved in PPS than in SAT.

Intra-operator Computation Overhead. The computation operations deal with the intra-
operator authentication of SAT and PPS are shown as Table 6. The following
conclusions are able to be obtained through the combination of Table 4 and Table 6.
IACOs,7=4BP+2MTP+1SM+2MG+1Hash 4)
IACOpps=3BP+1SM+2PA+3Hash (5)

where IACOs,7 and IACOppg represent the intra-operator computation overhead of SAT
and PPS respectively.
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Table 6. Analysis results of intra-operator computation overhead

Scheme BLS; HIBS; HIBS, IBPS, HMAC; HMAC, KA
SAT 1 N/A 1 N/A 1 N/A 1
PPS N/A N/A N/A 1 1 1 1

Through equations (3)-(5), IACOpps is only 62.5% of IACOgs,r as the computation
consuming operations in PPS are further mitigated during intra-operator authentication.

Though PPS owes better computation overhead compared with SAT from the above
analysis. We can still see some computation intensive BP operations in PPS. However,
many literature efforts have been made to speedup BP computation either by software
or hardware means. For example, in [32], the authors propose a set of software
optimizations for BP computation and demonstrate the feasibility of integrating BP-
based security approaches into wireless network. The performance results show that it
only take 0.14s for BP computation even on Imote2 embedded platform [33]. The
authors of [34] also present the FPGA implementation of BP on mobile device which
only needs 1.07ms for the computation. Such realizations are able to make PPS more
practical in multi-operator WMNs against the heavy computation overhead.

6. Related work

Security and privacy issues in WMNs have gained considerable research focus in the
literature. Most of these efforts fall in the scope of addressing the general security and
privacy issues or establishing cross-domain security architecture.

Some efforts depend on identity manipulation approaches to satisfy the security and
privacy requirements in WMNSs. [18] organizes mobile users into different groups, the
identity information is only known to the user and the group manager. The anonymity
and unlikability are achieved through the variant short group signature [25] and late
binding scheme. In terms of the feature of group signature, user accountability is also
implemented with the collusion of domain manager and group manager. However, the
key escrow problem is still existed and high computation cost is obligatory on user side.
Ahmet Onur Durahim et al. [26-27] introduce an authority that is responsible of issuing
pseudonym for mobile user as authentication credential. They utilize DAA [28] to
achieve the anonymity and untraceability during user’s roaming. Furthermore, the
malicious users can be tracked by the collusion of the authority and domain manager.
While the scheme suffers from the public key management problem inherited from PKI.

Other efforts take cross-domain authentication issues into account. Wang Z. et al.
[29] propose a security architecture and trust model regards to cross-domain scenarios.
The hierarchical credential is designed for user anonymity and cross-domain
authentication. In addition, the certificateless cryptographic approach [30] is adopted in
the authentication procedure to avert the key-escrow problem. Unfortunately, the other
privacy requirements beyond anonymity, such as unlinkability, untraceability,
accountability, are not involved in the scheme. [6] brings another cross-domain
hierarchical security architecture for WMNs based on HIBS scheme. Most of the
privacy requirements are also satisfied due to the usage of partially blind signature
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scheme. However, some drawbacks in accountability procedure of [6] have been
pointed out by [31].

In summary, the literature research are mainly focus on the security and privacy
issues of WMNSs, few of them take multi-operator scenarios and user experience into the
design account. These are the motivations for us to provide our privacy-preserving
security scheme with fine user experience for multi-operator WMNSs.

7. Conclusion

In this paper, we propose PPS, a privacy-preserving security scheme for multi-operator
WDMNs, which addresses the conflicting privacy requirement of unlinkability and fine
user experience. By hybrid utilization of the tri-lateral variable pseudonym approach
and different kinds of tickets under identity-based proxy signature (IBPS) and proxy
blind signature (PBS), anonymity, untraceability, as well as sophisticated unlinkability
are satisfied during MC’s roaming. User accountability is also achieved through PBS-
based e-cash system that is incorporated into our mutual authentication protocols
equipped with key agreement features. Our analysis shows that PPS is able to
implement desired security objectives and high efficiency.

As a future work, intensive simulations of PPS, e.g. on NS3 [35], should be made to
further demonstrate its feasibility. We also plan to develop location privacy approach
and anonymous routing scheme for multi-operator WMNs upon our hierarchical
security architecture.
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Abstract. This paper presents a computer remote control system using speech
recognition technologies of mobile devices and wireless communication technolo-
gies for the blind and physically disabled population as assistive technology. These
people experience difficulty and inconvenience using computers through a keyboard
and/or mouse. The purpose of this system is to provide a way that the blind and
physically disabled population can easily control many functions of a computer
via speech. The configuration of the system consists of a mobile device such as a
smartphone, a PC server, and a Google server that are connected to each other. Users
can command a mobile device to do something via speech; such as writing emails,
checking the weather forecast, or managing a schedule. These commands are then
immediately executed. The proposed system also provides blind people with a func-
tion via TTS(Text To Speech) of the Google server if they want to receive contents
of a document stored in a computer.

Keywords: speech recognition technology, mobile device, Android, wireless com-
munication technique.

1. Introduction

Speech recognition technology, which is able to recognize human speech and change to
text, or to perform a command, has emerged as the ’Next Big Thing’ of the IT indus-
try. Speech recognition is technology that uses desired equipment and a service which
can be controlled through voice without using items such as a mouse or keyboard. It
also appeared as part of ongoing research in progress in 1950s, but was not popularized
until the mid-2000s, with low voice recognition. Presently, related speech recognition
technologies, which have been previously used limitedly for special-purposes, have been
rapidly evolving because of the proliferation of portable computing terminals such as
smartphones interconnected with the expansion of the cloud infrastructure [8].

One of the most prominent examples of a mobile voice interface is Siri, the voice-
activated personal assistant that comes built into the latest iPhone. But voice functionality
is also built into Android, the Windows Phone platform, and most other mobile systems,
as well as many applications. While these interfaces still have considerable limitations,
we are inching closer to machine interfaces we can actually talk to [7].
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This paper presents a computer remote control system using speech recognition tech-
nologies of mobile devices and wireless communication technologies for the blind and
physically disabled population [5], [6], [13]. These people experience difficulty and in-
convenience using computers through a keyboard and/or mouse. The purpose of this sys-
tem is to provide a way the blind and physically disabled population can easily control
many functions of a computer via speech. The configuration of the system consists of a
mobile device such as a smartphone, a PC server, and a Google server that are connected
to each other. Users command a mobile device to do something via speech such as directly
controlling computers, writing emails and documents, calculating numbers, checking the
weather forecast, or managing a schedule. These commands are then immediately exe-
cuted. The proposed system also provides blind people with a function via TTS (Text To
Speech) of the Google server when they want to receive contents of a document stored in
a computer.

In Section 2, a few related works and technologies of the proposed remote computer
control system are discussed. Section 3 describes comparison of speech recognition rates
of current speech recognition systems. Section 4 presents how the proposed system using
speech recognition technologies is designed and implemented, and finally the conclusions
are described in Section 5.

2. Related Works and Technologies

Related works and technologies of the proposed computer remote control system using
speech recognition technologies of mobile devices and wireless communication technolo-
gies are Android, and speech recognition algorithms as follows.

2.1. Android

Android is a Linux-based open mobile platform for mobile devices such as smartphones
and tablet computers. It is composed of not only an operating system, but also middle-
ware, user interface (UI), browser, and application. It also includes C/C++ libraries that
are used in components of various Android systems [3]. Figure 1 shows that Android
system architecture is divided into five hierarchical categories: applications, application
framework, libraries, Android runtime, and Linux kernel [1], [2], [9]. The proposed ap-
plication was designed and developed on Android.

2.2. Speech Recognition Algorithms

Google Speech Recognition. Google uses artificial intelligence algorithms to recognize
spoken sentences, stores voice data anonymously for analysis purposes, and cross matches
spoken data with written queries on the server. Key problems of computational power, data
availability and managing large amounts of information are handled with ease using

android.speech.RecognizerIntent package [1]. Client application starts up
and prompts user to input using Google Speech Recognition. Input data is sent to the
Google server for processing and text is returned to client. Input text is passed to the nat-
ural language processing (NLP) server for processing using HTTP (HperText Transfer
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Fig. 2. Data flow diagram of speech recognition.

Protocol) POST '. Then the server performs NLP. Data flow diagram of speech recogni-
tion in Figure 2 shows that there are several steps involved in NLP as in the following:

1. Lexical Analysis converts sequence of characters into a sequence of tokens.
2. Morphological Analysis identifies, analyzes, and describes the structure of a given
language’s linguistic units.

"' POST request is used to send data to a server. The string detected by speech recognizer is
passed to the server using this method. It accomplishes this using in-built Ht tpCore API (i.e.,
org.apache.http package). The server performs processing and returns a JSON (JavaScript
Object Notation) response. JSON is a lightweight data-interchange format, is based on a sub-
set of the JavaScript programming language, and is completely language independent. In Java,
org. json.JSONObject is used to parse strings [1].
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3. Syntactic Analysis analyzes texts, which are made up of a sequence of tokens, to
determine their grammatical structure.

4. Semantic Analysis relates syntactic structures from the levels of phrases and sen-
tences to their language-independent meanings.

Hidden Markov Model. Modern general-purpose speech recognition systems are based
on Hidden Markov Models (HMM). HMM is a doubly stochastic process with an un-
derlying stochastic process that is not observable (it is hidden), but can only be observed
through another set of stochastic processes that produce the sequence of observed symbols
[4], [11]. HMMs are statistical models that output a sequence of symbols or quantities,
and are used in speech recognition because a speech signal can be viewed as a piecewise
stationary signal or a short-time stationary signal. In a short time-scales (e.g., 10 millisec-
onds), speech can be approximated as a stationary process. Speech can be thought of as a
Markov model for many stochastic purposes [15]. Another reason why HMM:s are popular
is because they can be trained automatically and are simple and computationally feasible
to use. In speech recognition, the hidden Markov model would output a sequence of n-
dimensional real-valued vectors (with n being a small integer, such as 10), outputting one
of these every 10 milliseconds. The vectors would consist of cepstral coefficients, which
are obtained by taking a Fourier transform of a short time window of speech and de-
correlating the spectrum using a cosine transform, then taking the first (most significant)
coefficients. The hidden Markov model will tend to have in each state a statistical distri-
bution that is a mixture of diagonal covariance Gaussians, which will give a likelihood for
each observed vector. Each word, or (for more general speech recognition systems), each
phoneme, will have a different output distribution; a hidden Markov model for a sequence
of words or phonemes is made by concatenating the individual trained hidden Markov
models for the separate words and phonemes.
The following notations for a discrete observation HMM are defined.

Let T = {1,2,---,T} be the observation sequence (i.e., number of clock times), and T’
is length of the observation sequence. Let @ = {q1, g2, - -, gn } be states, where N is the
number of states, V' = {v1, v, -+, vy} be discrete set of possible symbol observations,

where M is the number of possible observations, A = {a;; } be state transition probability
distribution, where a;; = Pr(g; att + 1|g; at t), B = {b;(k)} be observation symbol
probability distribution in state j, where b;(k) = Pr(vy at t|g; att), and 7 = {m;} be
initial state distribution, where 7; = Pr(qg; att = 1) [11].

The mechanism of the HMM is explained in the following:

Step-1. Choose an initial state, 71, according to the initial state distribution, 7.
Step-2. Sett = 1.

Step-3. Choose Oy, according to b;, (k), the symbol probability distribution in state
T¢.

Step-4. Choose i;11 according to {a;,i,.,, },i¢+1 = 1,2,---, N, the state transition
probability distribution for state ;.

Step-5. Set t = t + 1; return to Step-3 if ¢ < T'; otherwise terminate the procedure.

We use the compact notation A = (A4, B, ) to represent an HMM. For every fixed
state sequence I = 4145 - - - i, the probability of the observation sequence O is Pr(O|I, \),
where

Pr(O|I,X) = b;, (01)bi, (02) - - - by (0r). (1
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In other words, the probability of such a state sequence I is
Pr(I|\) = T3, Qi iy Qigiy - Qi - 2)
The joint probability of O and I is simply the product of the above two terms,
Pr(0O,I|\) = Pr(O|I,\)Pr(I|)). 3)

Then the probability of O is obtained by summing this joint probability over all possible
state sequences:

Pr(O|A) =>_ Pr(O|I,\)Pr(I|)) 4)
alll
= > ibi, (01)iiybiy (02) -+ i, bi, (o). o)

01,82, 0y

Neural Networks. Neural networks emerged as an attractive acoustic modeling approach
in automatic speech recognition (ASR) in the late 1980s. Since then, neural networks have
been used in many aspects of speech recognition such as phoneme classification, isolated
word recognition, and speaker adaptation [12], [15]. In contrast to HMMs, neural net-
works make no assumptions about feature statistical properties and have several qualities
making them attractive recognition models for speech recognition. When used to estimate
the probabilities of a speech feature segment, neural networks allow discriminative train-
ing in a natural and efficient manner. Few assumptions on the statistics of input features
are made with neural networks. However, in spite of their effectiveness in classifying
short-time units such as individual phones and isolated words, neural networks are rarely
successful for continuous recognition tasks, largely because of their lack of ability to
model temporal dependencies. Thus, one alternative approach is to use neural networks
as a pre-processing e.g. feature transformation, dimensionality reduction, for the HMM
based recognition.

Other Speech Recognition Systems. Modern speech recognition systems use various
combinations of a number of standard techniques in order to improve results over the
basic approach described above. A typical large-vocabulary system would need context
dependency for the phonemes (so phonemes with different left and right context have
different realizations as HMM states). It would use cepstral normalization to normalize for
different speaker and recording conditions. For further speaker normalization it might use
vocal tract length normalization (VTLN) for male-female normalization and maximum
likelihood linear regression (MLLR) for more general speaker adaptation. The features
would have so-called delta and delta-delta coefficients to capture speech dynamics and
in addition might use heteroscedastic linear discriminant analysis (HLDA); or might skip
the delta and delta-delta coefficients and use splicing and a linear discriminant analysis
(LDA)-based projection followed perhaps by heteroscedastic linear discriminant analysis
or a global semi-tied covariance transform (also known as maximum likelihood linear
transform, or MLLT). Many systems use so-called discriminative training techniques that
dispense with a purely statistical approach to HMM parameter estimation and instead
optimize some classification-related measure of the training data. Examples are maximum
mutual information (MMI), minimum classification error (MCE) and minimum phone
error (MPE) [10], [15].
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Fig. 3. Arirang note that is lyrical folk song in the Republic of Korea [14].

3. Comparison of Speech Recognition Rate

We have investigated how much recognition rates of current speech recognition systems,
including Google speech recognition, NHN (Naver), Q Voice, S Voice, and Siri, are with
Arirang 2, lyrical folk song in the Republic of Korea; and also see Arirang note in Figure
3.

One hundred replications in Korean were tested for each speech recognition system.
According to our investigation, Table 1 shows that Google speech recognition system is
the best of five speech recognition systems. Thus, it was used to design and implement
our proposed system.

4. Implementation and Results

Figure 4 shows the architecture of the proposed system and command transmission meth-
ods among a mobile device, a Google server, and a personal computer server. The roles
of each number are in the following:

1. A user commands using the speech recognition application of the mobile device.

2 Arirang is a popular form of Korean folk song and the outcome of collective contributions made
by ordinary Koreans throughout generations. Essentially a simple song, it consists of the refrain
’ Arirang, arirang, arariyo’ and two simple lines, which differ from region to region [14].
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Table 1. Comparison of speech recognition rate for speech recognition systems.

Speech recognition|Recognition|Smartphone| Smartphone | Techniques used
system rate (%) type version
Google speech 100 Galaxy III |Android4.1.2| Google’s own
recognition technology
NHN(Naver) 51 Galaxy III |[Android4.1.2 Link
Q Voice 98 Optimus G |Android4.1.2| 1st step: Google
2nd step: Wernicke
S Voice 96 Galaxy III |Android4.1.2 Vlingo
Siri 94 IPhone 5 I0S 6.1 Nuance
L8

Mobile Device PC Server

\o\‘ o :
@ @

Google Server

B . o 1~
e

Fig. 4. Command transmission methods among a mobile device, a Google server, and a
personal computer server.

[\

. Execute STT (speech to text) through the Google server.

. Transmit results obtained from STT to the mobile device.

4. Transmit results obtained from STT to the personal computer server via wireless com-
munications such as 3G, WIFI, and Bluetooth.

5. The personal computer server analyzes corresponding commands, and executes to
distinguish between information which is sent to the Google server, and information
which is executed on the personal computer server.

6. Transmit information to the Google server if there is information to use the Google
server among commands.

7. The Google server returns corresponding values after analyzing corresponding ser-
vices.

8. Give the user information received from the Google server with voice messages or

execute.

W

Figure 5 shows overall use case diagram of the proposed system that contains more
than five main functions such as speech recognition, keyboard control, mouse control,
simple mode, and text transmission.
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Fig. 5. Overall use case diagram of the proposed system.
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Our proposed computer remote control system using speech recognition technologies
of mobile devices and wireless communication technologies was implemented by Java
programming language. The proposed application was designed and developed on An-
droid as well.

4.1. Speech Recognition Mode

The below program code shows Java code of speech recognition for the proposed ap-
plication. startVoiceRecognitionActivity fires an intent to start the speech
recognition activity and onActivityResult handles the results from the recognition
activity.
private void startVoiceRecognitionActivity () {
Intent intent = new Intent (RecognizerIntent.ACTION_RECOGNIZE_SPEECH) ;
intent.putExtra (RecognizerIntent .EXTRA_LANGUAGE_MODEL,
RecognizerIntent .LANGUAGE_MODEL_FREE_FORM) ;
intent.putExtra (RecognizerIntent .EXTRA_PROMPT, "Speech recognition demo");
startActivityForResult (intent, VOICE_RECOGNITION_REQUEST_CODE) ;
}
@Override
protected void onActivityResult (int requestCode, int resultCode, Intent data) {
if (requestCode == VOICE_RECOGNITION_REQUEST_CODE && resultCode == RESULT_OK) {
// Fill the list view with the strings the recognizer thought it could have heard
ArrayList<String> matches =
data.getStringArrayListExtra (RecognizerIntent.EXTRA_RESULTS) ;
mList.setAdapter (new ArrayAdapter<String>(this, android.R.layout.simple_list_item_ 1,
matches)) ;

}

super.onActivityResult (requestCode, resultCode, data);

}

Figure 6 shows speech recognition by touching the mobile device screen. When ex-
ecuting speech recognition by touching the top of the mobile device screen, all speech
contents are typed and saved on the computer. When executing speech recognition by
touching the bottom, corresponding service is executed by recognizing all speech con-
tents. For example, a user commands the mobile device to do *what is today’s weather?’
and then the remote system answers "Today is 20 degrees Celsius and the weather is fine.’
Another example is that a user from the outside commands his/her mobile device to do
’Send meeting document in the document folder.” and then the system finds it in the folder
and transmits it to user’s mobile device or a personal computer that he/she wants.

4.2. Keyboard Control Mode

Figure 7 demonstrates computer keyboard control by touching the smartphone screen. A
computer’s keyboard is controlled by a method that the key value entered by the user is
transmitted from smartphone (client) to PC (server) through socket communication. The
QWERTY keyboard, which is the most common modern-day keyboard layout, consists
of XML. Each button has an independent OnClickListener, and depending on the
state of the keyboard, transmitted values are different.

User-entered key values with the specified protocol (’$”) are sent to PC (server). The
received values are stored on the PC (server) using keypress () and keyRelease
() methods of the Robot class in Java.
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Fig. 6. Speech recognition by touching the smartphone screen.

4.3. Mouse Control Mode

Figure 8 presents computer mouse control by touching the smartphone screen. There are
double click, left click, and right click buttons. In order to control the mouse, using the
touch screen of the smartphone (client), with UDP, the remote computer control system
transmits the first coordinate and an actuated coordinate. In case of the mouse control,
with UDP, speed rather than accuracy is prioritized because the system has to quickly
transmit data. Using the mouseMove () method of the Robot class in Java, the system
remotely controls user’s PC mouse pointer on PC (server) that was received the transmit-
ted coordinates.

4.4. Simple Mode

Execution of applications users want on the simple mode is shown in Figure 9. While
using a computer, there are programs that you often use, such as explorer, notepad, Hangul
(Korean) word processor, GOM Player, and messenger. The Simple mode is the mode of
execution that these programs are executed with a single click from a remote location.
When the button is clicked on smartphone (client), the commands will be sent to the
PC (server) through TCP communication. Using the exec () method of the Runt ime
class in Java, with the touch of a button, the program that you want will be easily executed
on PC received the commands through the external command.
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\"‘--—..
~ —
client ~" @~ o 7~ [«kevinput Y PC Control
Remote ) . Keyboard ™\ ... Server
PC Control Control Mode

(a) Use case diagram of keyboard control

\

(b) Screenshot of keyboard control

Fig. 7. Computer keyboard control by touching the smartphone screen.

4.5. Sending a Text Message Mode

The existing service method, which has transmitted texts through voice, does not read
texts entered by the user and send back to the user. The proposed system, however, using
the STT technology, provides the function that can correctly deliver the information since
when the user inputs his/her voice on smartphone, it re-reads what you enter through the
TTS function. When you have made all your input through SmsManager, the system
sends a text message to the other party; and also see that Figure 10 shows a flowchart how
to send a text message.
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(a) Use case diagram of mouse control

Double Click 1 et Click_ E Right Clck

(b) Screenshot of mouse control

Fig. 8. Computer mouse control by touching the smartphone screen. There are double
click, left click, and right click buttons.

4.6. Other Modes: File Search Mode

File search function is the ability to look at contents in the hard drive of the PC Server on
smartphone. When smartphone users (Client) request a list of files in the PC (server), us-
ing the File class in Java, the proposed system distinguishes files and folders, and sends the
list to the smartphone. This list with the folders and files shows on the smartphone screen
through ListView. When the user clicks a folder, its contents shows in ListView.
When the user clicks a file, the file is run through the exec () method of Robot class
on the PC Server. For example, when requesting to send test . pdf file from your smart-
phone, the test . pdf file, which is sent to your smartphone, can be found.
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Fig. 9. Execution of applications that users want to on the simple mode.

4.7. Other Modes: PC Screen Check Mode

When smartphone users request the transfer of your PC screen, the proposed system cap-
tures the current screen using the Robot class on PC, and transmits the screen to the
smartphone through TCP communication. The smartphone receives the file and shows it
on the TmageView screen. The multi-touch is possible, zooming in and out is feasible,
and the system can check what the current PC’s screen is. Commands with speech recog-
nition are available, and a remote control mode in real time is possible by making sure the
PC’s screen.
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Fig. 10. Flowchart of sending a text message.

5. Conclusion

A computer remote control system using speech recognition technologies of mobile de-
vices and wireless communication technologies for the blind and physically disabled pop-
ulation has been proposed. These people experience difficulty and inconvenience in using
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computers through a keyboard and/or mouse. The major purpose of this system was to
provide a system so that the blind and physically disabled population can easily con-
trol many functions of a computer via speech. The system is very useful for the general
population as well. Users command a mobile device to do something via speech such
as directly controlling computers, writing emails and documents, calculating numbers,
checking the weather forecast, or managing the schedule. These commands are then im-
mediately executed. The proposed system also provides blind people with a function via
TTS (text to speech) of the Google server if they want to receive contents of a document
stored in a computer.
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Abstract. Energy is limited in wireless sensor networks (WSNs) so that energy
consumption is very important. In this paper, we propose a hybrid architecture
based on power-efficient gathering in sensor information system (PEGASIS) and
low-energy adaptive clustering hierarchy (LEACH). This architecture can achieve
an average distribution of energy loads, and reduced energy consumption in
transmission. To further extend the system lifetime, we combine the intersection-
based coverage algorithm (IBCA) with LEACH architecture and the hybrid
architecture to prolong the system lifetime that introducing sensor nodes to enter
sleep mode when inactive. This step can save more energy consumption.
Simulation results show that the performance of our proposed LEACH
architecture with IBCA and the hybrid architecture with IBCA perform better than
LEACH architecture with PBCA in terms of energy efficiency, surviving nodes
and sensing areas.

Keywords: Hybrid architecture, PEGASIS, LEACH, System lifetime, IBCA,
PBCA.

1. Introduction

Wireless sensor networks (WSNs) [1] are typically consist of a large number of
resource-constrained sensor nodes which are randomly scattered to collect
environmental condition data from an area [2], [3], such as humidity, temperature, solar
radiation, concentration of carbon dioxide [4], and risky places for humans. Each sensor
node is able to independently manage operations [5] and deliver the data to a base
station (BS) by radio wave, infrared rays, or optical fiber transmission [6]. The lifetime
of a node is dependent on its energy consumption rate in WSNs. Because the sensors are
usually located in dangerous or inaccessible areas, and the battery cannot be replaced.
The control of energy efficiency is a primary issue [7], [8], [9] in WSNSs.



1018 Young-Long Chen et al.

A Low-energy adaptive clustering hierarchy protocol (LEACH) for a distributed
network proposed by Heinzelman et al. [10]. Sensor nodes are divided into several
clusters in the LEACH architecture. Each cluster choosing a sensor node as the cluster
head (CH), which delivers an advertisement (ADV) to every neighboring sensor node in
accordance with carrier-sense multiple access (CSMA) [11], [12], [13] protocol in the
MAC layer. Each sensor node identifies itself as cluster member with the CH [14], [15]
through the strength of the ADV message. Cluster members transmit data to the CH
using the time division multiple accesses (TDMA) [12], [13] mechanism. This TDMA
protocol enables mechanisms to avoid and resolve collisions, because TDMA has a
designated time slot for each node in which only that particular node transmits. Finally,
the CH transmits the data to the BS which performs data aggregation.

In power-efficient gathering in sensor information system (PEGASIS) architecture
[16], the nodes transmit data to the next closest neighboring nodes, and receive data
from previous closest neighboring nodes, with all of the sensor nodes based on the
greedy algorithm, to form a connected chain; each node collects from the previous node
and transmits to the next one, until the node closest to the BS, called the chain header, is
reached; it performs data aggregation and transmission to the BS [16], [17], [18]. The
role of chain header for each round will rotate between nodes.

There are two problems with LEACH. First, there is an excess of CHs. Second, the
distance between the CHs and cluster nodes is too great. However, PEGASIS
architecture also has problems. In the first place, the transmission distance may not be
the shortest between sensing nodes. Next, the aggregated number of data packets is
larger than in LEACH architecture. To overcome these problems, we developed a
combined architecture based mainly on PEGASIS, but utilizing the advantages of the
LEACH structure.

In WSNs, sensor nodes are randomly deployed, as a result, the sensor field is uneven
density, and this will cause coverage issues [19]. If a node's sensing range is overlapped,
it is called a redundant node. The redundant node is entered into sleep mode, which does
not affect the overall sensor field or connectivity. Sleep mode is a way to prolong the
network lifetime. In order to upgrade LEACH system performance, there is a phase-
based coverage algorithm (PBCA) [20], [21] for locating all redundant nodes. The
results of LEACH architecture with PBCA show that provides excellent system
efficiency compared with the original LEACH architecture. On the other hand, an
intersection-based coverage algorithm (IBCA) is proposed in [22], [23], that is capable
of locating all redundant nodes. The number of redundant nodes of IBCA will be larger
than that of PBCA. Thus, IBCA can improve the network lifetime more than PBCA.

In order to achieve better network performance, we propose novel schemes involving
the application of IBCA to the LEACH [24] and hybrid architectures in this paper. Our
schemes can identify redundant nodes to improve energy consumption.

The rest of this paper is organized as follows: Section 2 describes the IBCA. In
Section 3, we combine of IBCA and the LEACH architecture. Section 4 introduces our
proposed hybrid topology architecture, and the combination of IBCA with the hybrid
architecture. In Section 5, we simulate and analyze LEACH, LEACH with PBCA,
LEACH with IBCA, and the hybrid architecture with IBCA that compare the
performance of four architectures. The last section is the conclusion of this paper.
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2. Related Work

PBCA [20], [21] is employed as a criterion to determine whether the target node is k-
coverage. PBCA is utilized to identify whether the sensing range of target node is fully
covered by neighbor nodes with a time complexity O(Nlog N), where N represents the
number of neighbor nodes around the target sensor node.

IBCA [22], [23] uses intersections to judge if certain sensor nodes can enter sleep
mode. Both intersections of a target sensor node’s sensing range and other nodes'
sensing ranges and intersections on the perimeter of the total sensing range, are k-
coverage. The result is that the target sensor node will be k-coverage. This algorithm
requires the coordinate information of all sensor nodes and the computational
complexity is O(N*) , where N is the number of neighbors of the target sensor node.
Figure 1 shows an intersection of two sensor nodes. The target sensor node p, and the

neighboring sensor node p_will intersect at two points, which are intersection 1 and

intersection 2.

Fig. 1. The intersection of sensing ranges

The IBCA has a wider judgment condition (4 <2R ) than the PBCA [20], [21],
where d is the distance from a sensor node to the target sensor node, R is the sensing

range of each sensor node. Therefore, the selected number of redundant nodes will be
larger than that of PBCA. The number of redundant nodes that can be used for judgment
will be larger. In other words, there are more neighbor node of the target sensor node
that can be used for judgment. The calculation will become more complicated, and the
implementation time will become longer.

IBCA provide redundancy rules for nodes as shown in [22], [23]. If both conditions
have been established, the target node p, is considered a redundant node. Assuming a

set of overlapped neighbor nodes N(p,), neighbor nodes p € N(p,), and d is the

distance from neighbor node p, to target node p, .

Condition 1. The distance from p, to p, should be less than or equal to twice the

sensing range R, . We have as follows:

d(p,,p.)<2R;,Vp € N(p,) 1)
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Condition 2. The intersections are generated by node p, and its neighbor nodes
p, -The target node p, must check all the intersections within its sensing range. Each

intersection overlaps coverage by each neighbor node’s sensing range at least once.
It is a redundant node which can enter sleep mode which intersections of a sensor
node p, are covered by other sensor nodes’ sensing ranges.

LEACH has two point problems. One is generate the excess of CHs. Another is
distance between the CHs and cluster nodes. However, PEGASIS architecture has one
problem that the aggregated number of data packets is larger than in LEACH
architecture. To improve above problems, we proposed a combined architecture mainly
based on PEGASIS, but utilizing the advantages of the LEACH architecture.

Our proposed architecture has two advantages. One is using PBCA to identify the
sensing range of target node is fully covered by neighbor nodes. Another is using IBCA
to find the redundancy nodes, and then let these nodes get into sleep mode.

3. LEACH Architecture with Intersection-Based Coverage
Algorithm

In this section, we combine IBCA with LEACH topology architecture [10] and enter
redundant sensor nodes into sleep mode. In this way, we improve system energy
efficiency and extend the system lifetime.

3.1. The LEACH Architecture

In [10], Heinzelman et al. proposed the LEACH architecture operation. Each cluster
member delivers data directly to the cluster head, rather than to the distant base station.
As a result, the energy consumed by the cluster members is merely the amount required
during data transmission between cluster members and the cluster head, although the
cluster head requires a larger amount of energy to perform data aggregation and
implement data transmission to the base station. It should be noted that in LEACH
architecture, the system is composed of variable clusters for each round.

LEACH protocol is mainly divided into two phases. The first is the setup phase; there
is a probability P(¢) that each sensor node will be specified as the cluster head in the

initial round. The average expected value of the cluster head number is given by:
K
E[CH]=) P()xl=a (2)
i=l1

Where E[CH] is the average expected value of the number of cluster heads, K is
the total deployed number of sensor nodes in a WSN, P(¢) is the probability that node

i will decide it is to become a cluster head at time 7 and « is the cluster quantity.
In order to prevent nodes serving as a cluster head in consecutive rounds, (3)
determines the probability that each node will become the cluster head:
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[21

,G@)=1
P(t)=45 K—ax(r mod E) 3)

0 ,C(1)=0
Where r is the current round and ¢ is increased by unity in the event that all the

cluster members have acted as the head. C,(¢)=0 indicates that node i has been the

cluster head this round. C,(¢)=1 indicates that a node has not yet been the cluster head

this round. LEACH architecture requires that each cluster member serve as the head
once for each K/« round. Each node i should choose to become a cluster head with
probability P.(¢) atroundr.

3.2. The LEACH Architecture with IBCA

To extend the system lifetime, we combine the LEACH architecture with IBCA [24].
First, we use IBCA to find the redundant sensor nodes whose intersections are covered
by other nodes’ sensing ranges. Let these redundant sensor nodes enter sleep mode in
order to reduce the energy consumption of the WSN. The remaining nodes of the WSN
then form LEACH architecture. The flow chart is shown in Fig. 2.

IBCA Algorithm

Yes If node is No
redundant node

Y

Sleep Mode Action Mode

v—l

LEACH Architecture

end

Fig. 2. The flow chart of LEACH architecture with IBCA
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4.  An Intersection-Based Coverage Algorithm for the Novel
Hybrid Architecture

In this paper, we propose novel hybrid architecture with IBCA in order to obtain the
advantages of both the PEGASIS and LEACH architectures. The hybrid architecture
combined with IBCA improves the system energy efficiency and extends the system
lifetime.

4.1. Our Novel Hybrid Architecture

In our proposed method, the hybrid architecture appoints a sensor node nearest the BS
in each round, called the leader. The leader is responsible for the final aggregated data
transmission to the BS. The leader is selected in turn from all the sensor nodes, so as to
prevent the premature death of any one leader. When all of the sensor nodes have served
as the leader, a new round begins.

The BS implements algorithms and receives data from sensor nodes. It has a leader
list L which records the status of all the sensor nodes that have served as the leader.
Those nodes that have been appointed leader this round and dead nodes will be removed
from this list. After deleting the deceased nodes and former leaders, the BS designates
the node closest to the BS as the current leader. If two or more sensor nodes are the
same distance from the base station, the node with the highest energy will serve as
leader. The purpose of this selection is to update leaders; the leader list composed of all
active nodes is updated after all the nodes have served as leader once each round.

After determining the leader, our new network architecture begins operating. The
leader is defined as the only member in level 0. To illustrate this idea by levels, the
members of level &k are generated by members in level £ —1. For example, the members
in level 1 are determined by the ADV message in level 0. Define a set C, composed of

all the members in level k. The m"” member in level k is p)’, and N(p;') are all the

non-level sensor nodes regarding p" . Therefore, p, denotes the leader. Assuming the

current level is level i, all the members of level i will send an ADV message consisting
of an ID and a level number to members not of that level. Based on the strength of the
received ADV message, members then determine if they belong to N(p;") .

To show the details of how the transmission path is determined, define p, as the
i" non-level node. The distance between nodes p, and p ; isd(p;, p;) . The non-level
nodes merely receive the ADV message to be sent by p,".

As long as either of the criteria, which are d(p;, p;')<d(p, p;)
ord(p;, p;')<d(p;, p,), are satisfied, these nodes will become members of the next

level.

For example, assume all members of level £ have been found. Next, confirm a
member from all the level k& +1 members, which are known as pertaining to members in
level k. Given two nodes p, and p,, both p, and p,belong to N(p,") . Based on the



A New Hybrid Architecture with an Intersection-Based Coverage Algorithm 1023

above criteria, one of the conditions is established, then p; is identified as a member in
level k +1. It is clear that node p;is closer to p;" than the other node.

As shown in Fig. 3, p/' represents the m"

member in level k, and is intended to
locate the members belonging to level k+1 from among nodes p,, p,, p., p, and
p, - Since all these non-level nodes merely receive the ADV message sent by p,", nodes
Pus Dy> Po» P, and p, all pertain to N(p}'), that is, N(p;') ={P,> Py» Pe> Pus P} -
According to the time interval between the transmission and reception of the ADV
message, it is discovered that d(p,, p;") , as well as d(p,, p,')<d(p,, p,’) , and

then d(p,, p.) , as well as d(p,,p,)>d(p,, p) . For the first criterion,
d(p,, p')<d(p,, p') is satisfied; then node p, is identified as a member of level
k+1 in the same manner. For the second criterion, d(p,, p,) >d(p,, p,') 1is satisfied,
and then p, is identified as a member of level k£ +1 in the same manner.

m

Pi
d( Pi. ¢ D) d(
/ \ Ng i Pa)
p ———— 4 N
¢ .o T \- --
Ay / [
/
//\ ~ \"\ \ / Pa ‘ : member in level k
| AZ member in level k+1
@/ ' 4 (j : non-level sensor node
d(p,. p. ) — — ! distance
— ! transmission path
Py

Fig. 3. Determination of data transmission path between nodes

Applying such criteria to node p, , we find that d(p., p;") , d(p,, p;) »
d(p,, p,)<d(p,, p') and then d(p,, p.)<d(p,, p,') - It is concluded that p,6 does
not pertain to level k +1, for neither of the two criteria are satisfied. Similarly, p, and
p. are both identified as non-members of level k£ +1.

Fig. 4 illustrates the node distribution in which p, is the leader, the only member in
level 0, while nodes p,, p., p, and p, are members, located by p, = p; , in level 1.
Likewise, nodes (p,, p,, p,»p;»and p,),(p;, p;> P, p,»-and p,), (p,,p,,and p,)
and p, are members in levels 2, 3, 4 and 5, respectively. The absence of a linkage

message in response to the ADV message, sent by level members, represents the
completion of the network configuration.
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Fig. 4. The novel hybrid architecture

4.2. The Hybrid Architecture with IBCA

In this section, we propose the application of the IBCA [22], [23] to our hybrid
architecture. The complete IBCA as given by:

program IBCA algorithm
Parameter definition:

S as the set of the sensor nodes entered into sleep
mode;

A as the set of the sensor nodes in active mode;

L as the set of live sensor nodes;

Node as the number of live sensor nodes;

N(p,) as the set of neighbor nodes of the target
sensor node;

D(p,) as the set of the intersections of p, andN(p,)
where D(p,) must be overlapped by other sensor node

at least once;
begin
All the live nodes belong to A;
repeat

Locate N(p,), where p,eL, N(p)={p;|d(p,p)=2R} ,
p#=p;, » p,€L, and p,ed;
Compute the intersections of p, and neighbor nodes,
where p,eN(p,);
if p, is permitted to enter sleep mode.

D(p,) is an empty set;

p, 1s a redundant node permitted to sleep;

p, €S
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else
p; remain active;

p,eA;
end if
i++;
until 7= Node
end.

First, we use the IBCA to find the redundant sensor nodes. Next, these redundant
sensor nodes enter sleep mode in order to reduce the energy consumption of the WSN.
We then set up the hybrid architecture with the active sensor nodes using IBCA. In our
algorithm, all the sensor nodes can be divided into two modes: active mode or sleep
mode. Therefore, the fewer nodes that are active, the lower the energy consumption for
each round will be.

In our hybrid architecture, each sensor node has the functions of data detection,
collection and transmission. A sensor node will send its own data to its neighbor node
closest to the BS. The neighbor nodes will then perform data collection on the received
data and their own detected data. After fusing the data, they will transmit the fused data
to the neighbor node closest to the BS. This process will repeat until the data reaches a
node with no sensor node closer to the BS than itself, and complete data will then be
transmitted to the BS.

In order to extend the network lifetime, the IBCA for the hybrid architecture can be
divided into three steps: active node selection, leader node selection and hybrid
architecture.

Active node selection. The system will select sensor nodes to be active nodes using the
IBCA, and instruct redundant sensor nodes to enter sleep mode.

Leader node selection. The system will compare the residual energy of each sensor
node in the hybrid architecture and select the active sensor node with the maximum
remaining energy as the leader.

Implementing hybrid architecture. The members of levels should send an ADV
message to non-level nodes, and then a linkage message is sent to the remainder of those
non-level nodes. The ADV messages of the linkage contain their identification, the
members pertaining to the next level and the reception time. There are two criteria for
judging if the condition is satisfied for them to be members of the next level. This ADV
message is a small message which includes the node’s ID and a header, defined as an
announcement message. This determines which non-cluster head node must join which
cluster in this round, according to the signal strength of the ADV message from each
CH.

Once members of the level have sent the ADV message until it does not contain any
linkage message, the WSN configuration is complete. Fig. 5 shows the flow chart of the
hybrid architecture with IBCA.
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‘ IBCA Algorithm ‘

If node is
edundant node

If energy is
maximum

Leader Node
\ [

Sensor Node

‘ Hybrid Architecture ‘

End

Fig. 5. The flow chart of our hybrid architecture with IBCA

5. Simulation Results

We propose LEACH with IBCA, and hybrid architecture with IBCA in this paper. In
this section, we use C programming language to simulate and compare the system
efficiencies, which are LEACH architecture [10], LEACH architecture with PBCA [21],
LEACH architecture with IBCA and the hybrid architecture with IBCA. We compare
the system efficiencies, which are based on total residual energy, number of deceased
nodes and total sensing area. The simulation assumed 100 sensor nodes randomly
distributed over a 100 meter by 100 meter field, a sensing radius R, of 15 meters and

BS located at (50, 150), with the parameters specified in Table 1. From [10], [25], the

optimal cluster number k,, is employed in the LEACH architecture. The transmission

for energy consumption is given by:

Ix(E,
Ix(E

elec

lec

+téeg, xd’), d<d,
+é,, xd"), d=>=d,

Erx(lad)={ “)
Where E, (/,d) is the transmission of energy that packet size is / and the distance is
d; E,, is the electronics energy; d, is distance threshold; &, and ¢,, represent the

amplifier energy of free space and the amplifier energy of multi-path, respectively. The
receiving for energy consumption £, (/) is defined as:

ER‘( (l) = l x Eelec (5)

Figure 6 shows the total residual energy each round for four architectures. Our novel
hybrid architecture with IBCA and LEACH architecture with IBCA obtained a large
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total residual energy in each round. The original LEACH architecture has the lowest
residual energy, owing to the absence of IBCA. In addition, the LEACH architecture
with IBCA has greater residual energy than does LEACH architecture with PBCA
because IBCA can select more sensor nodes to enter sleep mode than PBCA can. The
main reason for this is that the number of sensor nodes that can be used for judgment
will become greater. Finally, the reason for the largest total residual energy is that our
hybrid architecture ensures a minimum transmission distance between nodes.

Table 1. Simulation Parameter

Variables Value

Initial energy E, =025]
BS location (50,150)
Number of package [ =4000 bits
Electronic energy E, =50n]/bit

Energy consumed in data fusion £, , =5 nJ/bit/signal
Amplifier energy of free space £, =10 pl/bit/m’

Amplifier energy of multi-path &,, =0.0013 pJ /bit/m*
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Fig. 6. Comparison of total residual energy each round

The number of deceased nodes each round for four architectures are shown in Fig. 7.
In the original LEACH architecture, the first node dies at about round 290, and the 20th
node dies at about round 354. In the LEACH architecture with PBCA, the first node dies
at about round 301, and the 20th node dies at about round 397, while in LEACH
architecture with IBCA, nodes die at rounds 315 and 409, respectively. However, the
first node perishes at about round 372, and the 20th at round 537 in the hybrid
architecture with IBCA. Therefore, it is demonstrated that our hybrid architecture with
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IBCA has the lowest sensor node mortality rate, while the original LEACH architecture
has the highest.

Total sensing area is shown in Fig. 8. Prior to round 300, the four architectures cover
the same sensing area. After round 500, the hybrid architecture with IBCA maintains the
largest sensing area, and the original LEACH the smallest. Thus, it is shown that for
sensing area each round, the hybrid architecture with IBCA covers the maximum sensing
area, while the original LEACH covers the minimum. The main reason for this is that
the hybrid architecture with IBCA has an extended system lifetime.

In addition, we changed the sensing radius to, and compared the performances of the
three WSN architectures in Figs. 9-11.

As shown in Fig. 9, the total residual energy of the original LEACH was depleted at
round 700. The residual energy of LEACH with PBCA was 6.6 J at round 700, and the
residual energy of LEACH with IBCA was 11J at round 700. However, the residual
energy of the hybrid architecture with IBCA was 13 J at round 700. Our novel scheme,
the hybrid architecture with IBCA, and LEACH with IBCA obtain greater total residual
energy than the other architectures.
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Fig. 7. Comparison of the number of deceased nodes each round

As can be seen in Fig. 10, the first node dies at about round 292, and the 20th node
dies at about round 365 in the original LEACH architecture. In the LEACH with PBCA
architecture, the first node dies at about round 311, and the 20th node dies at about
round 406. In the LEACH with IBCA architecture, this does not occur until
approximately rounds 320, and 418, respectively. However, in our novel scheme, the
hybrid architecture with IBCA, the first node dies at about round 370, and the 20th at
round 587. Therefore, it is demonstrated that our hybrid architecture with IBCA extends
node lifespan more than other architectures do.
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As demonstrated in Fig. 11, subsequent to round 580, our hybrid architecture with
IBCA maintains the largest sensing area, while the original LEACH maintains the
smallest. Prior to round 410, the hybrid architecture with IBCA covers the same sensing
area as do LEACH with PBCA and LEACH with IBCA, which is larger than that
covered by the LEACH architecture alone.

Furthermore, we assume that each node has a sensing radius of R, =15m , and
number of bits /=6000 bits . We compare the WSN performance of the three
architectures in Figs. 12-14.

As shown in Fig. 12, the original LEACH runs out of energy at round 500, the
LEACH with PBCA has 3.4 J at round 500, and the LEACH with IBCA has 8.1] at
round 500. The hybrid architecture with IBCA has 10.5J at round 500. Our novel
scheme, the hybrid architecture with IBCA, obtains the maximum total residual energy.
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As can be seen from Fig. 13, the first node dies at about round 188, and the 20th node
dies at about round 218 for the original LEACH, while in the LEACH with PBCA, the
first and 20th nodes die at about rounds 200, 254, respectively. In the LEACH with
IBCA architecture, nodes die at about rounds 203, 277, respectively. However, in the
hybrid architecture with IBCA, the first node dies at about round 226, and the 20th at
about round 371. It is demonstrated that the hybrid architecture with IBCA has extended
the nodes’ lifetime more than the original LEACH, the LEACH with PBCA, and the
LEACH architecture with IBCA have.
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Fig. 14 shows that the hybrid architecture with IBCA maintains the largest sensing
area subsequent to round 320, while the original LEACH architecture maintains the
smallest.

As shown in Figs. 6-14, we ran simulations for different packets and different node
sensing ranges. Notwithstanding these different input parameters, we obtained the same
results for every simulation. Therefore, our proposed algorithms consistently outperform
the original LEACH architecture and the LEACH architecture with PBCA, in terms of
energy consumption, number of live nodes and sensing area.
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6. Conclusions

In this paper, we proposed a novel hybrid architecture with IBCA, and LEACH
architecture with IBCA. Our novel hybrid architecture is based on both PEGASIS and
LEACH architecture, with the four features that (a) it requires that only one leader
perform data aggregation and transmit data to the BS for each round, (b) each sensor
node must serve as the leader once each round, (¢) the minimum transmission distance
between nodes is guaranteed, and (d) it requires less aggregated data packets than does
PEGASIS. In the hybrid architecture, the data aggregation task is assigned to a plurality
of nodes, decreasing the energy required during the data transmission. Our proposed
architectures use IBCA that the WSN’s sensor nodes are classified into two types, i.c.,
active nodes, which responsible for detecting data, and the sleep mode nodes, which
remain idle. Therefore, the entire system requires less live sensor nodes to cover a
sensor field. The nodes to enter sleep mode are determined using IBCA, and do not
perform any functions, which reduces energy consumption. Finally, the system is
constructed using only active nodes, further reducing the energy consumption of the
WSN. On the other hand, IBCA selected a greater number of redundant nodes than did
PBCA, the main reason being that, with IBCA, a greater number of sensor nodes can be
used for judgment. For this reason, the application of IBCA to the hybrid architecture
improves the system lifetime.

Simulation results show that our proposed hybrid architecture with IBCA, and IBCA
combined with LEACH demonstrate excellent performance compared with both the
original LEACH architecture and LEACH architecture combined with PBCA, in terms
of total residual energy, death rate of sensor nodes and total sensing area.
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Abstract. Big Data brings new challenges to the field of e-Discovery or digital
forensics and these challenges are mostly connected to the various methods for
data processing. Considering that the most important factors are time and cost in
determining success or failure of digital investigation, the development of a valid
indexing method for efficient search should come first to more quickly and
accurately find relevant evidence from Big Data. This paper, therefore, introduces
a Distributed Text Processing System based on Hadoop called DTPS and explains
about the distinctions between DTPS and other related researches to emphasize
the necessity of it. In addition, this paper describes various experimental results in
order to find the best implementation strategy in using Hadoop MapReduce for
the distributed indexing and to analyze the worth for practical use of DTPS by
comparative evaluation of its performance with similar tools. To be short, the
ultimate purpose of this research is the development of useful search engine
specially aimed at Big Data indexing as a major part for the future e-Discovery
cloud service.

Keywords: Electronic Discovery, e-Discovery, Digital Forensics, Evidence
Search, Indexing Performance, Hadoop MapReduce, Distributed Indexing.

1. Introduction

Recently, the number of lawsuits is rapidly increasing among business corporations due
to the conflict of their interest. These types of incidents can be found easily around us,
especially international disputes occur with frequency in the field of patent. But no
matter who wins or loses the case, the most important thing is all companies involved in
litigation are damaged economically with billions of dollars and they don't even know
when the fight is going to be over. The only way to stop this remorseless dispute is that
one litigant party secure crucial evidence closely related to the litigation issues and
applies it to prove their legitimacy in trial. So, many business owners, professional
executives and legal experts start to realize how serious the situation is and they are
growing more interested in the skills of e-Discovery or digital forensics.
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Electronic discovery (or e-discovery, eDiscovery) refers to discovery in civil
litigation which deals with the exchange of information in electronic format called ESI
(Electronically Stored Information). This legal system was the subject of amendments to
the Federal Rules of Civil Procedure (FRCP), effective December 1, 2006, as amended
to December 1, 2010 [14]. In addition, the growing number of legal cases for civil or
criminal trials where critical evidence are stored in digital storages has been submitted
as the digital forms of information with a high preference. So, state law now frequently
addresses issues relating to electronic discovery. These changes make every litigant have
a responsibility to produce their own evidence for themselves, so the use of digital
forensic or e-Discovery tools becomes a necessary. Furthermore, the appearance of
various IT compliances [15] pushes many global companies to reconstruct their business
process and adopt a professional e-Discovery service or solution because traditional
ERP (Enterprise Resource Planning) solutions are not satisfied enough to cope with fast-
growing requirements of IT compliance effectively. To solve this problem, vendors who
are related to the field of e-Discovery and forensics have competitively developed and
released their own service systems applying the state-of-the-art technologies, but many
drawbacks and challenges are still remain. Among them, the most serious problem is
about the cost for doing an e-Discovery work.

In general, e-Discovery work is performed by jurists and IT experts who are
collaborating with each other. When the litigation is filed, attorneys or a legal team hired
by the litigant analyze the contents of petition and figure out major issues at first. And
then, they produce a keyword list about evidence which must be secured on the basis of
analyzed issues and deliver it to the IT experts. By using this keyword list, IT experts or
a team composed of specialists for information retrieval or people of experience at
forensic tools search the relevant data as potential evidence and visualize them for
review. After this procedure, attorneys can review or analyze again the extracted data
from various points of view such as suitability, sensitivity and confidentiality [11] in
legal hold! situation [16]. According to this explanation, although doing an e-Discovery
work sounds so easy, actually this is very complicated work and there are many cases
which this procedure is not going well because of several unexpected variables such as
system errors, data loss, or technical failures. In particular, electronic information is
considered different from paper information because of its intangible form, volume,
transience and persistence. Also, electronic information is usually accompanied by
metadata that is not found in paper documents and that can play an important part as
evidence (for example, the date and time a document was written could be useful in a
copyright case). The preservation of metadata from electronic documents creates special
challenges to prevent spoliation. For these reasons, developing an almighty system that
can solve all kinds of problems is realistically impossible, so vendors focus on the
development of functions for helping people deal with various e-Discovery tasks.

Fig. 1 shows the Electronic Discovery Reference Model usually called EDRM [7]
and it was designed as part of an effort to provide essential requirements and guidelines
of e-Discovery work to the people concerned, especially it also provide reference
technologies to vendors. But, this model is too comprehensive and fundamental, so it is
not suitable for reflecting the requirements caused by the latest practical problems.

! The legal hold is a process to preserve all forms of relevant information from malicious or
inadvertent falsification.
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Particularly in order to propose a solution for a specific problem, identification of key
tasks about this matter and analysis of experimental result from various and concrete
cases should be accompanied. As we know, according to some facts about the cost
problem, the biggest cost-consuming part is the procedure for the attorney’s review and
it is bound up with time - the time spent considering whether each document is
responsive or not [5]. For sticking to e-Discovery’s basic principle that each document
must be reviewed by a law expert before it is chosen as evidence and cutting down
review expenses at the same time, the effectiveness of information retrieval to decide
documents as review target should be improved. In the end, development of effective
search method for finding relevant evidence more quickly and accurately is the key to
the solution of cost problem. But in recent days, the biggest difficulty for doing this is
the problem of Big Data.

Electronic Discovery Reference Model

' g Processing

: g |dentification i L Review -> Presentation
| Seey 2
Collection

|

VOLUME RELEVANCE

Electronic Discovery Reference Model / © 2009 / v2.0 / edrm.net

Fig. 1. Electronic Discovery Reference Model [7]

Big Data [17] is a collection of data sets so large and complex that it becomes
difficult to process using on-hand database management tools or traditional data
processing applications. That means the special techniques must be needed to process
the data within a tolerable elapsed time, not excepting the digital investigation case. In
other words, Big Data brings new challenges to the field of e-Discovery or forensics as
like it does in other research areas and those are mostly connected to data processing
methods for capture, curation, storage, search, sharing, transfer, analysis, and
visualization. Suppose the litigant has a Big Data as an investigation target and he did
not consistently manage them by using a special tool for search, the situation may be
getting worse. At a time like this, all tasks for evidence search should be performed
extemporarily from start to finish and more unfortunate thing is that such case occurs
quite frequently. General text retrieval tools used in the digital forensics at present
perform retrieval at an average speed of approximately 20 MB/s with respect to one
query. It means 14 hours or more are required to retrieve a query in data of 1 TB [10]
and time or cost cannot be expected exactly in case of Big Data. Especially, the most
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time-consuming job for search is indexing because word vectors of every document
have to be created. Of course, there are many ways of search without index, but these
methods usually have well-known limitations such as metadata analysis or processing
speed. To solve these kinds of problems caused by Big Data, new forms of document
processing method for search needs to be established. In 2004, Google published a
paper on a process called MapReduce [6]. Its framework provides a parallel
programming model and associated implementation to process huge amount of data.
This framework is very suitable for handling this kind of job.

This paper, therefore, introduces a Distributed Text Processing System based on
Hadoop called DTPS which was belonged in our previous work [12] and explains about
the distinctions between DTPS and other similar researches to emphasize the necessity
of it. The role of DTPS is basically to make a searchable index files including metadata
and it aims to handle this kind of job a lot faster than any other thing. Accordingly, this
paper describes a series of experimental results by using different prototypes of DTPS.
Each experiment was designed to evaluate the performance of specific prototype version
which depends on its design for implementation. Final goal of these experiments is to
find the best architecture and implementation strategy of DTPS using Hadoop as a major
part for evidence search in the future e-Discovery cloud service. At last, the conclusion
of this paper and our future work will be described.

2. Related Works

2.1. Distributed Lucene

Distributed Lucene [4] was the HP’s project to create distributed free text index with
Hadoop and Lucene in 2008. Given the origins of Hadoop, it is very natural it should be
used as the basis of web search engines, a representative case of Big Data processing. It
is currently used in Apache Nutch [8], an open source web crawler that creates the data
set for a search engine. Nutch is often used with Apache Lucene, which provides a free
text index. Despite the link between Hadoop and Lucene [8], at the time of developing
there is no easy, off the shelf way to use Hadoop to implement a parallel search engine
with a similar architecture to the Google search engine. So, after Doug Cutting came up
with an initial design for creating a distributed index using Hadoop and Lucene, HP
Labs published the technical report to describe their work for implementing a
Distributed Lucene based on this design. For this reason, this project was necessarily
undertaken in order to better understand the architectural style used in Hadoop. It means
Distributed Lucene had a few limitations in respect of the function because developers
only focused on the smooth combination of two other external open source projects, to
the exclusion of its performance.

One notable point is Distributed Lucene does not use HDFS directly although the
code for it is heavily influence by HDFS and was written by examining the HDFS code.
The important reason for doing so it is not possible for multiple clients (or slaves,
working nodes) to write the same index in HDFS. Therefore, each client in Distributed
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Lucene must create own index about their quotas at first, and then they have to wait their
turn for additional updating the same index. But in order to parallelize index creation, it
is desirable for multiple clients to be able to access the same index and it is quite
feasible through the reconstitution of operation methods for creating index. The other
point is about Lucene. Lucene indexes generally contain a number of different files,
some of which may be smaller than the 64MB block size for HDFS, so storing them in
HDFS may not be efficient. Also, a few limited search techniques provided by Lucene at
that time could be used because this project was suspended at the development quality
of alpha.

2.2. Katta

Katta [1] is a scalable, failure tolerant, distributed, data storage for real time access.
Katta serves large, replicated, indices as shards to serve high loads and very large data
sets. These indices can be of different type. Currently implementations are available for
Lucene and Hadoop map files. In other words, Katta is recent project adopted latest
version of Lucene which provides various functions for using advanced search
techniques like machine learning. But, Katta’s structure and workflow may does not fit
for meeting the growing demands of Big Data in digital investigation.

Fig. 2 shows how Katta works. As you can see, Katta uses an independent cluster or
single server for creating index and it uses HDFS or shared file system only for storing
the result of indexing. Strictly speaking, Katta is an application for distributed Lucene
running on many commodity hardware servers very similar to Hadoop MapReduce,
Hadoop DFS, HBase, Bigtable or Hypertable and this means a series of tasks for
creating index are not processed dispersively. As a result, the efficiency of indexing and
searching is totally influenced by the performance of each slave or cluster which deals
with this kind of job. Well, this could be a good way of handling the simultaneous
requests from multiple users, but it is not helpful when large amounts of data should be
processed at a time. Therefore, Katta suggests a special recommendation and a sample
code called SequenceFileCreator to manage this situation. While different and large data
sources will probably exist, if user want to leverage the power of Hadoop while indexing
SequenceFileCreator could be a good idea to get the data to the Hadoop DFS as raw text
or as a sequence file [1]. However, it is just a sample code that will not make the
available index, and this means enabling a fully distributed indexing based on Katta is
the responsibility of developers using it.

2.3. Forensic Indexed Search System: HFSS

HFSS [10] is the forensic indexed search system which has been developed at
Electronics and Telecommunications Research Institute (ETRI) of Korea. It provides a
distributed forensic indexing and a web-based Forensic search service using Hadoop
because it gives scalability as well as performance improvement. The most remarkable
feature of HFSS is how to use the HBase to overcome the limitations about HDFS block
size and MapReduce task. In MapReduce, book-keeping information is saved to keep
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track of the task’s status and process during a job initialization. Since a map task takes a
block at a time when default input format is used, handling a lot of small files which
needs a lot of map tasks causes book-keeping overhead. For this reason, HFSS uses a
NAS to store original documents as target of indexing and loads extracted data into
HBase table. The way of text processing DTPS try to seek is exactly same with HFSS,
but using the HBase to store index information may cause the overhead time when the
query is requested for search compared to the general way of using index files directly.
Also, users who want to apply the advanced search techniques or who familiar with the
traditional ways of search may feel HFSS is too difficult for them because available
search method must be kept within bounds of HBase in NoSQL.

hadoop clusteror |
single server

> create index
- and copy to shared filesystem

fail over

\
command line
management

download
shards

m

ulticast query

server nodes in the
grid

shard replication o
(plug-able policy) multicast query distributed ranking
plug-able selection

java client API

Fig. 2. About Katta: How Katta works [1]
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3. Implementation Method for Efficient DTPS with Hadoop

In this section, the implementation scopes of DTPS prototype will be described. This
includes system architecture for overcoming problems mentioned in section 2, basic
requirements for text processing, constraints of each function and implementation
strategies for the differentiation of performance test.

3.1. Prototype Design of DTPS

Fig. 3 shows the initial design of DTPS. This architecture was designed by considering
the actual service type for digital investigation and combination with e-Discovery cloud
service in the future. According to the service process, a simple use scenario and
workflow of DTPS are as follows. Naturally, additional functions for doing this were
added.

Hadoop part in DTPS

Client’s / Document procesging
i or word vectqr
Devices Slave
Upload | Investigation
data |Request/Result
Wired/Wireless ReaEervEIE s et N Slave
DTPS N
Server ) ] e S
Operation MapReduce Thsk
R — begin/end management
-~ -~ LA
Fail over
Secondary
Master Slave
Search
Query/Result
Investigator’s Manager’s
Devices Devices
Evidence analysis by using Command line management
advanced techniques for search by using PuTTY

Fig. 3. Initial Design and Workflow of DTPS

When the clients call for an investigation at the beginning, they start to upload a
target data of investigation to the server’s local file system. After successful completion
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of uploading, making input files in HDFS and extracting metadata runs in parallel, and
DTPS server gives the order to the master for starting the operation of text processing.
At the word of command, the master and slaves carry out their own tasks as programmed
by MapReduce for creating word vector representations, and work results are stored in
HDFS again. DTPS manager can monitor this whole process and perform various tasks
for the management of Hadoop configurations through the command line tool like
PuTTY or DTPS server application. Meanwhile in order to find evidence, investigators
create a series of queries with advanced search techniques and send them to the DTPS
server. And then, server returns the results of search to the investigator for analyzing and
selecting some crucial evidence. Finally, DTPS server returns the result of investigation
to the clients for the future trial.

3.2. Basic Requirements

The role of Hadoop MapReduce in DTPS prototype is restricted only for making a
vector representation of document, and it is the most important and time-consuming task
for creating index. These indices can be used for various search operations from the
simple Boolean method to the advanced methods (for example, ranked search and
document classification using machine learning algorithms). Also, DTPS uses HDFS
directly to save its input documents and outputs. Outputs consist of six files, and
descriptions about these files are shown in Table 1.

In Table 1, there are two files which are optionally created for supporting the
advanced search techniques of DTPS. The first is XML file for archiving the metadata
information of documents. In some cases, the metadata may be more important than the
contents of document as evidence, and patent infringement case could be a good
example like this. Therefore, considering that metadata search is the one of the helpful
functions for e-Discovery solution, the implementation of it on DTPS takes priority
above everything else. The metadata information extracted by DTPS is as follows and
this is the simple design for gathering common elements from various document
formats.

<DTPS Metadata>
<document>
<docid>E:\ComSIS EDaaS cam rdy.doc</docid>
<metadata>
<Author>Taerim Lee</Author>
<creator>Taerim Lee</creator>
<Creation-Date>2013-04-03T00:52:00Z</Creation-Date>
<Last-Save-Date>2013-04-03T01:56:007Z</Last-Save-Date>
<Last-Modified>2013-04-03T01:56:00Z</Last-Modified>
</metadata>
</document>
<document> ... more documents </document>
</DTPS_Metadata>
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Table 1. Summary of DTPS Index File Extensions

Name Extension | Brief Description
Term Wf The term dictionary, stores term list (Index number of each
Dictionary ) term, all terms in document collection).

The document list, stores document information (Index
Document dif number of each document, all docIDs in collection, docID
List ' is the original path of each file before it was collected from

its local file system).
The posting list, stores term information(Same index
number of term in .tdf, Total Term Frequency in collection,

Posting 1f Document Frequency, the list of value pairs {document
List P index number : Local Term Frequency}, Local Term
Frequency is the frequency number of specific term in one
document).
The vector representations of all documents in collection
Document avf (Same index number of document in .dlIf, the list of value
Vector ' pairs {term index number : weighted term vector},

weighted term vector is calculated by TF-iDF method).

The common metadata information of all documents in
Metadata xml collection (docID, author, creator, creation-date, last-save-
date, last-modified).

The training examples for document classification using
Training dat machine learning method in specific category. This file is
Set ’ created by modifying the .dvf file, additionally stores
indicator values of relevance.

This is the example of extracted metadata from MS Word file and the XML tags
apply to the original names of metadata as it is. The reason why we use the XML format
is to consider the flexible extension of metadata structure caused from the additional
information requirements. Apart from the indexing process, metadata extraction will be
performed in the beginning process of DTPS in order to upload indexing target
documents to the HDFS. So, this file is the first outcome produced by DTPS. The
second is DAT file for training set and this file will be created by modifying the .DVF
(Document Vector File). DTPS uses SVM™" [9] for document classification as an
advanced search method based on machine learning. Therefore, DAT file is exactly
same with input format of SVM"#" so modifying the .DVF means adding target values
of relevance(+1 as the target value marks a positive example, -1 a negative example
respectively) to the document vector representation. Fig. 4 shows the example of
training set partly extracted from the second file.

Above this, essential functions of DTPS programmed in Hadoop MapReduce for
creating index are as follows.

— Document Loader: The step for loading individual documents from storage given by
the source name of document information. Loading refers to the operation of opening
a stream to fit for specific file format of each document. But, this prototype takes care
of two types of file stream for local file system and HDFS.
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— Feature Extraction [13]: The step for converting the document into clear word format

called term dictionary. So, tokenization and removing stop words is performed.

— Feature Selection [13]: The step for selecting a subset of relevant features for use in

model construction. This model is a vector space written by statistical characteristics
of language. For prototype, best known scoring scheme of TF-iDF was applied with
the log frequency weight of term and cosine normalization.

Indicator of Relevance Weighted Value of Each Term

o T

0 1:2,3472003889562933 2:1,1736001944781467 3:0,686494 1072869635
4:0,28768207245178085 5:2,3472003889562933 6:1,1736001944781467
7:0,28768207245178085 8:0.6931471805599453 9:0,6931471805599453 #a txt
0 3:0.6864941072869685 4:0.28768207245173085 7:0,28768207245178085
8:0,6931471805599453 9:0,6931471805599453 10:2,3472003889562933

11:1,6540532083963482 12:2,3472003889562933 #b txt /
Index Number of Term in Dictionary Document ID

Fig. 4. The Example of DTPS Output

3.

3. Implementation Strategy for Differentiated Experimental Design

Basic tasks in DTPS with MapReduce are as follows.

1.

2.

Preparation: Get input files ready in HDFS and extract metadata from the original
documents (.xml)

Job Configuration: Set input paths of HDFS to decide the processing unit and the
number of MapReduce tasks

. Map: Reading the contents of each document - Tokenization - Stopword Filtering -

Creating {Key, Value} with {docID, Term}. The docID is a path and name of the
document in local file system, and term is a tokenized word in a currently processed
document. The docID can be basically extracted by using the configure function in
org.apache.hadoop.mapred.MapReduceBase.

. Reduce: Comparing {docID, Term} - Counting a term frequency in same document

and a document frequency in same collection - Writing the term dictionary (.tdf), the
document list (.dlf), and the posting list file (.plf)

. Completion: Calculating a TF-iDF weight - Creating a vector representation (.dvf)

file of all documents in collection, and SVM input file (.dat) with the additional
option

In order to confirm what the best implementation method for DTPS is, five test cases

were established and differentiated factors in implementation for each case were
applied. Details about experiments are summarized in Table 2.



The Efficient Implementation of Distributed Indexing with Hadoop

1047

Table 2. The summary of each experiment (For the description of differentiated factors, each
number for basic tasks was simply used on the behalf of its name. - 1. Preparation 2. Job
Configuration 3. Map 4. Reduce 5. Completion)

No Purpose Differentiated factors of each case in implementation
1. Just copy input files from server (local file system) to
Basic Test HDES. . . . .
Case ) 2. Processing Unit: Each file in document collection. The
(Comparison . .

1 Group) numbe.r of map.taSI.(s is same with the number of ﬁleg

3. Reading one line in each document and processing it.

4 & 5. No different from the basic tasks

1, 3,4 & 5. Same with Case 1

2. In order to avoid a possible failure caused by the book-
keeping overhead in Case 1, add some codes to define a new
text input format for processing multiple files like the

Case Memory MultiFileWordCount example in Hadoop. The number of

2 Test map tasks is two. Additional factors for execution are :

- Running DTPS in Hadoop with increasing the heap size of
Java.

- Running DTPS in Hadoop with adding physical RAM to
the master.

1 & 5. Same with Case 1

2. Same with Case 2 fundamentally, but add some codes to
the Hadoop Job configuration for setting a compression

. library, Snappy. The number of task is same with Case 2.
Case | Compression . L .

3 Test 3. Readlng one 11n§ in each document and creating {docID,
Term} with tokenization. After that, compress the outputs of
mapper by using a Snappy before the reduce step.

4. Decompressing the mapper’s outputs, and then start reduce
task.

1. To make one file for MapReduce input in HDFS, the
content of each document was extracted, and merged to the
input.xml. It is the same way as the metadata extraction.

2. Processing unit for inputs: created input file. The number
of map tasks is the quotient (total size of created input file

Case Merge divided by Hadoop block size) + 1, same with the total

4 Test number of used blocks for saving this input file in HDFS.

3. There are two primary XML tags, docID and content. After
getting the docID at first, and then use the content to make
pairs with tokenized terms. Actually, each value of the
content tag is the full text of one document.

4 & 5. Same with Case 1

This is the combination case between 3 and 4.

Case Compression | 1. Same with Case 4
5 with Merge | 2. Same with Case 3, but the number of task is only one like
Test Case 4.
3,4 & 5. Same with Case 3
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Case 1 is a basic test with no additional conditions as a comparison group. So, it will
be performed by using a default configuration of Hadoop and document collection as it
is. On the other hand, Case 2 is for comparing the performance according to the Hadoop
configurations about memory and it has special meaning to suggest an alternative when
experiment for Case 1 is failed because of memory overflow in Big Data processing. To
do this, codes for processing multiple files were additionally implemented, and it makes
only two map tasks will be required. Well, Case 3 was established to know the different
performance of Hadoop when a specific library for compression was applied. Various
libraries can be used for this test such as LZO, gzip or b2zip, but Snappy was only
considered in our experiment because of its well-known advantages [3]. In Case 4, in
order to extract the information of accurate docID from the merged input file,
extraordinary measures are required because all files in HDFS are stored separately
based on its block size and merging let the file lose its own metadata. Therefore,
implemented code for merging writes one XML file with special tag for keeping this
kind of information every time the new document is added. In our prototype, only two
tags are used for input.xml, docID and content. It is because other metadata will be
extracted and merged separately through the preparation task.

/ Implemented Modules \
for DTPS

Copy (Case 1, 2, 3) Weighted value
vs.
calculation by TF-iDF
M C, 4,5
erge!{Case ) ( Document ( Feature W
— p— —L Loader Selection J
Extraction Extraction
'SR 0y
Data / Document Indexer \ Data
Block Block
' A 4
Data Map Reduce ) e
Block Block
b - Mapper Reduicer
i r A 4 A 4
Original documents | p, : Data Job r C leti Data
in local or shared reparation Block Configc:.lrat'lon hager Regyoet empletion Block
File System
Input Index
Data Mapper Files
\ ) & &)
HDFS \ Alr HDFS

Tokenizer Compress (Case 3, 5)
Stopword Filt Featufe Data " vs.
Stemmer Extraction cnmPr“smyn-ComPress (Case 1,2, 4)

Fig. 5. The implemented modules of DTPS and control flow for each different experiment

p

Fig. 5 shows the implemented modules of DTPS based on the basic requirements for
creating index and control flow for applying the features of each experiment in Table 2.
Document Loader and Data Compression can be divided into separate parts, which can
perform several different roles in this control flow. For example, Loader has a document
parser for data extraction, and it is used for Preparation stage in the case of merge test,
but it will be used for Job Configuration and Map stage in the case of copy test. So,
they would be the biggest influence to the experimental results.
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4.  Evaluation Results and Analysis

Document collection used in our experiments is the EDRM Enron Email Data Set v2
[2]. This collection consists of 685,979 .txt files in 159 directories and the total size is
about 4GB (3,991,162,863 bytes). Each .txt file was made by data extraction from email
and its attachment files. For wide use of it, there are more types being provided by
EDRM, such as PST or XML version.

4.1. Configurations of DTPS

Environment for developing DTPS and configurations of test-bed are as follows.

— System Hardware
1) Hadoop Master: Two different masters for the memory test in Case 2. One of the
masters has a 4GB RAM with default size of java heap which is generally used in PC,
and another master has a 6GB RAM with 2GB maximum size of heap.
2) Hadoop Slave: Two slaves with same hardware devices. Each slave has a Core 2
Duo CPU and 4GB size of RAM.

— OS: Ubuntu 12.04 LTS 64bit for the availability of extended RAM size

— IDE: Eclipse Standard, Kelper Release

— Programming Language: Java-6-oracle 1.6.0_45 version

— Library: Apache Hadoop 1.0.4 , Apache Tika 1.4 , Snappy 1.1.0 , SVM"¢"

Apache Tika was used for detecting and extracting metadata and structured text
content from various documents using existing parser. Compared to the time of
preparation task (Case 4 merging vs. Case 2 non-merging), the performance of Tika
could affect our experiments. But, SVM"®" was applied for practical use of DTPS in
order to give an example as an advanced search based on machine learning. It, therefore,
has nothing to do with our experiments at all.

4.2. Test Results and Analysis

Table 3 shows the result of each experiment. The performance of DTPS was compared
by the time of job completion for text processing and each test was repeatedly
performed at least three times to find out the effects of initial job and different
conditions of slaves such as communication status, unexpected errors or Hadoop fail
over. It is generally recognized that the first job of Hadoop after it has started takes more
time for warming up than the second or further executions although it is a same job.
Interestingly, while there was no real effect of Hadoop initial job, master's fail over
for unexpected slaves' error would be the biggest influence to the completion time. In
Case 1, all experiments were failed because of java errors associated with memory
overflow. As we mentioned earlier in section 2 that too many tasks in MapReduce cause
the book-keeping overhead, so failing job is a natural outcome in this case and
additional actions are required to handle this problem like the rest of experiments. On
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the contrary, text processing job succeeded without any problems in Case 2, but there is
no great difference according to the RAM size. It means the memory size in Hadoop is
more important factor for guessing the success or failure of a specific MapReduce job
than its performance. Consequentially, considering a much bigger collection than used in
our experiment, blindly increasing the size of RAM is a leap in the dark and will not
help. In Case 3, there seem to be no advantages of Snappy in processing speed. But,
Table 4 shows it was effective enough to improve the MapReduce performance on the
other side.

Table 3. The time of job completion in each experiment

Number of tries Case 1 Case 2 Case 3 Case 4 Case 5
/ Test Cases
The first try Failed | 4h,38m,41s | 4h,30m,19s 8m,54s 8m,43s
The second try Failed | 4h,25m,25s | 4h,26m,55s 8m,41s 8m,29s
The third try Failed 5h,2m,29s | 4h,25m,7s 8m,45s 8m,55s
Average time N/A | 4h,43m,57s | 4h26m,1s | 8m43s 8m,42s
except the first try
Average t.l me 4 hours 2 hours
to prepare input
Total time N/A | 8h,43m,57s | 8h26m,ls | 2h,8m,43s | 2h,8m42s
of completion
Table 4. The Part of Hadoop Log Information : Non-Using vs. Using Snappy
Counters Non-use Use
FileSystem FILE BYTES READ 7,148,098,440 2,579,056,504
Counters FILE BYTES WRITTEN 8,122,898,403 3,086,829,404
Map-Reduce | Map output bytes 31,193,534,663 31,193,534,663
Framework Reduce shuffle bytes 969,587,271 502,559,596

As you see in Table 4, Snappy optimizes the distribution of Map outputs for
decreasing the number of times being read and written by system I/O. It means Snappy
enables MapReduce tasks to be processed more smoothly because the probability of
system fail over is relatively lessened. We guessed the reason why the job completion
time actually makes no difference with Snappy non-use case is the use of gigabit LAN
for fast communication between master and slaves in DTPS test-bed. But, in other
situations as Mapper makes a tremendous amount of output by using a bigger collection
than our experiment or Hadoop has a poor network environment, the compression
library would be very necessary. Before everything else, the deadly problem is the
wasted space of storage in all preceding cases because general document is much
smaller than HDFS block size. Naturally, Case 4 solved this problem and produced the
most notable result in all experiments. Considering the possible overhead time caused by
merging to make one input file with tagging information, there have been substantial
improvements in the processing speed. In fact, the merging takes less time to prepare
input file compared to uploading a full document collection to HDFS, and that means
there is no overhead. Finally, from the experimental result of Case 5, we can confirm the
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best strategy of implementation for DTPS is the combination of making an integrated
input file and compressing intermediate data processed in MapReduce task.

And now let's take the final evaluation result from the comparison between three
different simulations, Lucene indexing on a single machine, Katta indexing with the
SequenceFileCreator (same conditions with the hardware configurations of DTPS), and
DTPS indexing. Actually, we made a new code for SequenceFileCreator by modifying a
sample code provided by Katta. Because this code only made several random records in
sequence file format from one text file in order to recommend one way of using Hadoop
for distributed indexing. That means it cannot process multiple files as general indexing
tools did and does not fit for our test. On the contrary, our modified
SequenceFileCreator can convert all texts in document collection to sequence file
records, but search result produced by using these records is not available because it
does not know which documents are including specific contents that match the user's
information request. So, the goal of this trial is just to compare the work time required
for preparing input file between Katta and DTPS. Additionally, for the rapid progression
of this assessment, the master was replaced to the better system (Quad-Core i7 CPU, 12
GB RAM) based on the time result in our previous experiments and the same document
collection was used.

Table 5. The performance comparison on the indexing speed between Lucene, Katta and DTPS

Average Time \ Cases Single Lucene Katta DTPS
Preparing input N/A 18m 40m
Indexing 1h, 31m 20m 7m
Additional time N/A 4m N/A
Total 1h, 31m 42m 47m

In Table 5, only Katta needs additional time for deploying and adding the Lucene
analyzer to its index and total indicates the overall time demanded by each system for
being ready to search. Single Lucene means the basically same case with the Katta
indexing, non-using the SequenceFileCreator and just copy indices from the independent
content server to the HDFS for search. So, it takes the longest time in comparison with
the others even if the time for copying index will be excluded. Meanwhile, DTPS takes a
little more time than Katta, but it does not matter considering the index of Katta is not
available in this experiment as above mentioned. As a result, if the Katta’s
SequenceFileCreator writes more information with modified data structure like the input
of DTPS to make available index, we can expect the time required by both systems will
be nearly the same. Also, we can be sure that merging all texts from multiple documents
into one input file is a most useful way of improving the performance of distributed
indexing in Hadoop. What was interesting about Katta, it uses only a Map task because
Lucene provides the way of incremental indexing for merging distributed index files.
Although additional verification of which method is better to make a final index,
merging outputs by Reduce task in DTPS or incremental indexing by Lucene in Katta,
may be needed, but at least DTPS is the winner in this experiment.
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5. Conclusions

This paper described the research for implementing a Distributed Text Processing
System using Hadoop MapReduce. Considering the latest requirements of e-Discovery
caused by Big Data problems, major object of DTPS was the development of indexing
method for search in order to find relevant evidence more quickly and accurately from
large-scale data. To do this, five experiments were performed manipulating the code of
MapReduce, the memory size of java heap and the type of input. As a result, we
confirmed that the best strategy of implementation for DTPS is the combination of
making an integrated input file and compressing data processed in MapReduce task.
Also, in order to compare the performance of DTPS with similar tools, additional
experiment was conducted and the result showed DTPS is useful enough to carry out a
series of work for indexing effectively. On the guess that three different projects
introduced in the section of related works may be undesirable for processing the Big
Data according to circumstances in digital investigation, we hope this paper can clearly
give the direction on developing the advanced e-Discovery or digital forensic service.
From now on, considering the additional requirements of DTPS for using as the e-
Discovery cloud service, complete realization and research on the accuracy
improvement of search will be our future work.
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Abstract. As software is getting more valuable, unauthorized users or malicious
programmers illegally copies and distributes copyrighted software over online
service provider (OSP) and P2P networks. To detect, block, and remove pirated
software (illegal programs) on OSP and P2P networks, this paper proposes a new
filtering approach using software birthmark, which is unique characteristics of
program and can be used to identify each program. Software birthmark typically
includes constant values, library information, sequence of function calls, and call
graphs, etc. We target Microsoft Windows applications and utilize the numbers
and names of DLLs and APIs stored in a Windows executable file. Using that
information and each cryptographic hash value of the API sequence of programs,
we construct software birthmark database. Whenever a program is uploaded or
downloaded on OSP and P2P networks, we can identify the program by
comparing software birthmark of the program with birthmarks in the database. It
is possible to grasp to some extent whether software is an illegally copied one.
The experiments show that the proposed software birthmark can effectively
identify Windows applications. That is, our proposed technique can be employed
to efficiently detect and block pirated programs on OSP and P2P networks.

Keywords: Software birthmark, Import Address Table (IAT), Software piracy,
Software identification, Dynamic-Link Library (DLL), Application Programming
Interface (API), Windows PE
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1.  Introduction

Though recent anti-piracy measures monitor Internet for detecting illegal upload or
download of music and movies, copyrighted software has been still illegally distributed
over Online Service Provider (OSP) and P2P networks. Software piracy is a growing
concern in today's competitive world of software. Indeed, many incidents have been
reported, and many software developers and copyright holders have been victimized by
software theft. The Business Software Alliance (BSA) publishes the yearly study about
copyright infringement of software. The Ninth Annual BSA 2011 Piracy Study reported
that 57 percent of the world's personal computer users admit to pirating software [2].
The commercial value of all these pirated software rose from $58.8 billion in 2010 to
$63.4 billion in 2011. Undoubtedly, software piracy causes severe damages to software
industries, stifling not only IT innovation but also job creation across all sectors of the
economy. In addition, a recent report of the BSA, "Competitive Advantage: The
Economic Impact of Properly Licensed Software", reported that if you use genuine
software globally 1% more, there are economic benefits of about $ 73 billion, whereas if
you use infringe copyright 1% more, there are economic benefits of about $ 20 billion
[3].

To protect the intellectual property for software developers [7], many software
protection techniques have been proposed. Among them, software birthmark is a
prominent technique. A software birthmark is a unique characteristic, or set of
characteristics, that a program inherently has and can be used to identify that program.
Existing birthmark schemes have some limitations, though. For example, a static source
code-based birthmark [17] requires source code, and is not applicable to binary
executable programs. This source code-based birthmark and other birthmarks, such as
static executable code-based birthmark [13], dynamic whole program path (WPP)-based
birthmark [12], and dynamic API-based birthmark [18], are not resilient to semantics-
preserving obfuscation attacks, such as outlining and ordering transformation [8]. Also
none of the existing static birthmarks has been evaluated on large-scale programs.

We propose a new software birthmark based on the number and names of Dynamic
Link Libraries (DLLs) and Application Programming Interfaces (APIs) used in
Windows applications.

This birthmark can be used to detect the obfuscated Microsoft Windows applications,
including large-scale programs, and consequently to detect illegal distribution of
copyrighted software over OSP and P2P networks. Windows executable programs have
Portable Executable (PE) format, and their DLL and API information is stored in a
section of PE, Import Address Table (1AT). For each application program, the number
and names of DLLs and APIs, API call sequence, and a hash value for API call
sequence can be inherent to each program and can be used as a unique birthmark.
According to the characteristics of the number and names of DLLs and APIs,
application programs can be grouped into several categories: Ftp client, Text editor,
Media player, Image viewer, Compression tool, Messenger, Cd tool, p2p, etc. A
categorization system speeds up search or identification process.

In this paper, we have first construct a birthmark database (DB) which contains the
number and names of DLLs and APIs, category information, each hash value of API
sequence of a program, and the information indicating that a corresponding program is
commercial software or not. Whenever a program, p; is uploaded or downloaded on
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OSP or P2P networks, the identification process of the program consists of four steps:
(1) Classifying the p; into a category, (2) Inspecting the names of DLLs and number of
APIs of the p; targeting only programs classified in the same category, (3) Computing a
hash value using the sequence of API calls of the p; and comparing it with hash values of
programs within the identified category, and (4) In case that the categorization in step
(1) is failed and then the identification in step (3) is failed too, comparing the hash value
of the p; with the hash values of all programs in the entire DB. If the identified program
is commercial, upload or download is not permitted.

The rest of the paper is organized as follows. Section 2 outlines the background and
related work. Section 3 describes the proposed software birthmark. In Section 4, we
present typical scenario and detailed steps for identifying and filtering copyright
infringement software. Section 5 presents the experiment results, and finally we
summarize our conclusions and describe future work.

2.  Background and Related Work

In this section, we give an overview on Import Address Table (IAT) of the Portable
Executable (PE) on Microsoft Windows. The PE is the format of an executable binary
on Windows OS. We also explain MDS5 hash algorithm and various software birthmark
schemes.

2.1. Import Address Table

Microsoft Windows operating systems use the PE format for executable files, object
code, and DLLs [11]. The PE format contains dynamic library references for linking,
API export and import tables, resource management data and thread-local storage (TLS)
data. A PE file consists of a few headers and sections that tell the dynamic linker how to
map the file into memory.

When a program is loaded, the Windows loader loads all the DLLs the application
uses and maps them into the process address space. A DLL is simply a file that contains
one or more pre-compiled functions. That is, each DLL contains pre-compiled
implementation code for API functions. The executable file lists all the functions it
requires from each DLL. This loading and joining is accomplished by using the IAT.
The IAT is a table of function pointers filled in by the Windows loader as the DLLs are
loaded.

The IAT is a lookup table when the application is calling a function from a different
module. It can be in the form of both import by ordinal and import by name [11]. The
IAT of a PE file is used to store virtual addresses of functions that are imported from
external PE files. From the IAT, we can obtain the feature information of the program,
such as the number of DLLs, the names of DLLs, and the names of API functions in
each DLL.
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2.2. MDS (Message-Digest algorithmS) Hash Function

MD?5 hash function receives a message of arbitrary length as input and output a 128 bit
value. This function is widely used to check the integrity of an original executable file. It
also can be used to identify specific software. However, a hashing function generates a
completely different value from one bit change (Fig. 1).

= hashcalc

€922301da3512247ab71407096ab7810 leblf6fb2adc2be30602e4fb2915cf4f

Fig. 1. A one bit change can generate an entirely different hash value

2.3. Related Work

A source code-based birthmark uses names of variables and functions [4]. This
birthmark, however, no longer exists after compilation without special handling. Given
only an executable file, we cannot use this birthmark for its original purpose.

Because of this limitation, many researchers are studying on API-based or system
call-based birthmarks. These birthmarks are intact through compilation and can be used
for detecting software theft and computer forensics.

Existing birthmarks can be classified into two categories. Static birthmarks extract
statically available information in the program source code or executable files
[4,9,13,17,20], for example, the types or initial values of the fields. Dynamic birthmarks,
in contrast, rely on information gathered from the execution of a program [1,10,12,18].

Tamada et al. [17] proposed four types of static birthmark: constant values in field
variables, sequence of method calls, inheritance structure, and used classes. All the four
types are vulnerable to obfuscation techniques, such as code removal or splitting of
variables [12]. In addition, their technique needs to access the source code and only
works for an object-oriented programming language, such as Java.

Myles and Collberg proposed K-Gram-based birthmark, a static technique, which
uniquely identifies a program through instruction sequences [13]. Instruction (opcode)
sequences of length k are extracted from a program, and k-gram techniques, which were
used to detect the similarity of documents [15], are used for the opcode sequence. The k-
gram static birthmark is still fragile to some obfuscation methods, such as statement
reordering, invalid instruction insertion, and compiler optimization.
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Myles and Collberg presented another dynamic birthmark called a whole program
path (WPP) and evaluated its performance on a Java program [12,14]. WPP is originally
used to represent the dynamic control flow graphs (DCFGs) of a program. It collects all
the compact DCFGs and regards them as a program’s birthmarks. However, a WPP may
not work for large-scale programs because of the overwhelming volume of WPP traces.
Also, it is vulnerable to program optimization, such as loop transformations and inline
functions.

Tamada et al. [18] introduced two types of dynamic birthmark for Windows
applications: sequence of API function calls and frequency of API function calls. The
sequence and frequency of Windows API calls are recorded during the execution of a
program. Shuler and Dallmeier [16] presented a dynamic birthmark based on the
extraction of API call sequence sets during program execution. API birthmarks are more
robust to obfuscation than WPP birthmarks [19]. However, dynamic birthmarks need
program executions which are dependent on user interactions, inputs, and environments.

Wang et al. [19] proposed two types of system call birthmark: system call short
sequence birthmark and input-dependent system call subsequence birthmark. System
call-based birthmarks can be platform-independent and are more robust to counter-
attacks than API-based ones. They also need a program execution. Moreover, there are
no easy ways to record system call traces of each application during program execution
on Microsoft Windows systems.

Choi et al. [6] suggested a static API birthmark for Windows. Their birthmark is a set
of possible API calls which are statically extracted by analyzing disassembled code.
They did not use DLL information, which can be easily obtained from the IAT.

In our previous work [5], we have proposed the similar software birthmark to one
proposed in this paper in order to identify each program. However, the previous
software birthmark did not consider the sequence of API calls and its hash value, thus
had some limitation to efficiently identify some programs of different versions. In
addition, our previous work did not use software classification, and then had to compare
the birthmark of a given program with all birthmarks in a birthmark database through the
four steps. In this paper, we introduce (1) classification scheme to group some similar
programs into a same category, and (2) API call sequence of a program and its hash
value.

Current birthmarks are limited in their capabilities: some solutions are not strong
enough to adequately prevent software theft, some cause significant performance
degradation for large-scale programs, and some need program execution or work only
for Java programs.

3. The Proposed Software Birthmark

The proposed software birthmark includes the following features (Fig. 2):
— number of DLLs and their names

— number of APIs and their names

— sequence of API calls
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We extract the first two pieces of information from the IAT of the executable file.

| PE file I

IAT

Number of DLLs

Name of DLLs

Birthmark DB
Number of APIs

Name of APIs

Code Segment

| Frequency of APIs

. 7

Fig. 2. The proposed software birthmark of Windows PE format file

Sequence of API calls can be obtained from the code segment of the executable file.
The executable file is disassembled and sequence is extracted from it. We, then,
calculate MDS5 hash value on it (Fig. 3).

CONEQNSERIAT push_pay hWind adMessaged

[ CODE0058B288 call  SendMessagaA J )
DEDOSEEIST Yo EEK TN APL Call Sequence

CODEQO6F7ECA push ebp 2

CODE!006F7ECS mov  ebp, esp /

CODE:Q06F7ECT add  ecp, OFFFFFFECh /

CODEQ0EFTECA push  ebx

CODEQQEFTECE push  esi /

CODE:QQ6FTECC push edf /

CODE:Q06F7ECD XOr  @ax, aax /

CODE:Q06F7ECF mov  [ebp-14h], eax 4

CODE:QOEFTED2 mov  eax, offset dword_6F72DC

CODE:Q06F7EDT call  sub 407404 Y, / MDS Hash

CODEQQEFTECC XOr  @ax, eax /

CODEQQ6FTEDE push  ebp /

CODEQO6FIEDF push  offset loc BFTFFT /

CODE:QQEFTEEL push  dword ptr fe:feax]

CODE:QOEFTEET mov  fafeax] esp / 66e349ad07 1b5f996b 3f54 17bd5faf36

DEONEEIEEL L_20nh /

| CODE:Q06F7EEF call  SatThreadLocala I/

TUDEUUEr 7T T SUB e IS

CODE:QOEFTEFI test al,a

CODE:Q0EF7EFE jnz  short loc_6F7FOE

CODE:QQEFTEFD mov  eax, dsoff 7128C0

CODE:QQEFTFO2 mav  eax [eax]

CODE:006F7F04 call  sub 4C2EBE

CODE:Q06F7FO9 jmp  loc_EF7FEL

Fig. 3. How to caculate MD5 hash value from sequence of API calls

We store all this information to birthmark DB. The Schema of Feature Database is
shown in Fig. 4. This database is a relational database and has several tables for DLL
names, API names, and hash values. These tables are File information table, DLL
information table, and API information table. The tables can be accessed using a file
name and a DLL name.
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Kernel32 CreateFile A

n Image viewer OLE32 DoRagDrop

Numbers of
Category APlIs
filezilla ADVAPI32
n FTP cftp KERNEL32 118
o > ko ion
1 filezilla 3.5.3 733a3f2211772fd2b03be70df205{851
n ncftp 3.2.5 eba/0b54a5ea933493a%b1199ef6e23

Fig. 4. The schema of the birthmark DB

You can see more details about this approach in our preliminary version of this paper

[5].

4.  Software Filtering using the Software Birthmark

4.1. Identifying and Filtering Overview

When a user tried to upload an application to an OSP, the OSP stores it at the temporary
folder and asks the checking module that implements our proposed detection scheme
whether it is commercial software distributed illegally. The checking module first
extracts the software birthmark from the executable files of the application. The module,
then, compares DLL and API information of the birthmark with category information in
the birthmark DB to categorize it. After categorization, the module compare with all
applications in the identified category using number of DLLs, their names, number of
APIs and their names. If the module cannot identify the application, the module
compares the hash value with the hash values of all applications in the same category. If
the applications are not identified, the module compares the hash value with all hash
values in the birthmark DB.



_____________

_____________

: SW uploading ! i Number of DLLs
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H / 4 Provider’ '.\ 1010101010 1 1 birthmark ]
! i : ;
e r
bittorrent /

"y, S — Birthmark DB
— - Uploading ’ y

Fig. 5. The software identification and filtering process

If the application is illegally distributed commercial one, then the OSP stops the
uploading procedure and delete the application. If the module cannot identify the
application, the OSP inserts its software birthmark into the birthmark DB.

4.2. Detailed Steps

We describe the detailed identifying procedure. We denote the application being
uploaded as p;.

Step 1: Classifying the pi into a category. Using extracted software birthmark, we tries
to identify a general kind of application. For example, if an application has software
birthmark that appears in text editor, we can conclude the application may be some kind
of text editor. We select 8 categories to identify, such as FTP client, Media player,
Image viewer, etc. We think those categories include most representative application
distributed via the Internet. This categorization helps to reduce the number of
applications in the birthmark DB to compare. Software categorization, thus, can
decrease comparison time when the size of the database is very large. If software cannot
be identified, go to Step 3.

Step 2: Inspecting the names of DLLs and number of APIs of the pi targeting only
programs classified in the same category. After the previous categorization, we compare
names of DLL and the number of API functions used in the whole executable to the
application in the same category, respectively. If the programs are not identified, go to
Step 3.
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Step 3: Computing a hash value using the sequence of API calls of the pi and comparing
it with hash values of programs within the identified category. We extract the sequence
of API calls from the code segment of the executable and input to the MDS5 hash
function. MD5 generate the 128 bit hash value. This hash value is compared to the hash
values of the application belonging to the previously identified software category. We
think this sequence may not change even against semantic preserving transformation
attack. If the programs are not identified, then go to Step 4.

Step 4: comparing the hash value of the pi with the hash values of all programs in the
entire DB. If an application is not identified yet, there may be some problems with

categorization in Step 1. Therefore, we compare the hash value to the hash values stored
in entire birthmark DB.

5. Experiments and Evaluation

5.1. Target Applications

To evaluate the effectiveness of our birthmark, we conduct an experiment using
sample programs listed in Table 1. Sample programs are chosen in various categories
like FTP clients, text editors, media players, etc.

Table 1. Sample applications

Group No. Program Version Size (Kb)
(D Alftp 532 4,109
2) Ncftp 3.2.5 300
(3)-a 3.5.3 7,994
. (3)-b Filezilla 3.5.2 7,993
FTP Client =302 3.4.0 7,463
(4)-a 4.3.9 6,329
(4)-b WinSCP 4.3.8 6,325
(4)-c 4.0.4 4,878
(5) Editplus 3.20 1,787
(6) Eclipse 1.4.9 52
(7) EXPAD 0.4 845
(8)-a 4.7.7 357
o ®)b AkelPad 2.7.6 357
(8)-c 4.5.6 321
(9)-a 6.1.5 1,584
(9)-b Notepad++ 6.1.4 1,584
(9)-c 5.8.0 1,308
Media (10) Alshow 2.02 117

Player (11 Coolplayer 2.19 3,817
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(12) GOM Player 2.1.43 3,948
(13) KMPlayer 3.3.0 7,521
(14) Loongplayer 1.01 920
(15) Mplayerc 6.4.9.1 4,308
(16) Potplayer 1.51 180
(17) Winamp 5.6.3 2,156
(18)-a 1.10.1 3,058
(18)-b Mixxx 1.10.0 3,028
(18)-c 1.07.2 2,132
Image (19) Alsee 6.8 6,960
viewer (20) Imagine 1.0.8 17
21) Xnview 1.99 4,624
(22) Alzip 8.53 2,855
(23) Backzip 5.03 1,920
Compress (24) Peazip 4.6.1 4,023
Tools (25) TUGZip 3.5 3,361
(26)-a 9.22 411
(26)-b 7zFM 9.20 412
(26)-c 9.04 383
27) Pidgin 2.10.6 49
messenger ~ (28) Psi 0.15 6,869
(29) RetroShare 0.54 14,340
(30) CDspace7 lite 1.02 2,191
Cdtool =37 Dilite 4.41 4,796
) (32) Emul 5.0 5,624
PP (33) Youdonkey 2.35 240

5.2. Identifying the Target Applications

The overall comparison and identification results are shown in Table 2.

Table 2. Application identification results

Group No. Step 1 Step 2 Step 3 Step 4
(1) FTP/Media Identified
2) FTP Identified
(3)-a FTP/Text 3/17 Identified
FTP 3)-b FTP/Text 3/17 Identified
Client (3)-c FTP/Text 3/17 Identified
(4)-a FTP/Media 3/19 Identified
(4)-b FTP/Media 3/19 Identified
(4)-c FTP/Media 3/19 Identified
(5) Text/Media Identified
Text (6) Text/Zip/p2p Identified
Editor (7) Text/Zip/Msg Identified
(8)-a Text 2/9 Identified
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(8)-b Text 2/9 Identified
(8)-c Text Identified
(9)-a Text 3/9 Identified
(9)-b Text 3/9 Identified
(9)-c Text 3/9 Identified
(10) Media Identified
(11) Media Identified
(12) Text/Media Identified
(13) Media Identified
. (14) Media/Zip/Msg Identified
1}\:{2;13 (15) Media Identificd
(16) Media Identified
(17) Media/Zip Identified
(18)-a Media/Zip 2/11 Identified
(18)-b Media/Zip 2/11 Identified
(18)-c Media/Zip Identified
(19) Text/Media/ Identified
Image Image
viewer (20) Media/Image Identified
(21) Image Identified
(22) Text/Media/Zip Identified
(23) Zip Identified
Compress ~ (24) f;’;g:“ed‘a/ 0123 0123 Identified
(TZ‘;;;S 25) FTP/Text 017 017 Identificd
(26)-a Zip 2/2 Identified
(26)-b Zip 2/2 Identified
(26)-c Zip Identified
(27) Msg Identified
messenger  (28) Msg Identified
(29) Zip/Msg Identified
(30) Cd tool Identified
Cdtool  — 37y Cd tool Identified
) (32) P2p Identified
pep (33) v2p Identified

The Step 1 column of Table 1 represents the identified category after step 1
completes. Categorization is based on the assumption that programs in the same
category use common DLLs and APIs. If an application is not clearly determined and
seems to belong to two or more categories simultaneously, we compare it to all
applications in both categories.

In Step 2, we try to identify only one application and uses DLL names and the
number of APIs used. In Step 3, we extract the sequence of API calls from the
disassembled code and generate MDS5 hash value on it (Fig. 5). This hash value is
compared to hash values of applications in the same category identified in Step 1.

If an application is not identified after Setp3, there are two cases we can think of.
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Case 1: A new application. In this case, there is no information of the application
considered in birthmark DB.

Case 2: Categorization failure. Step 1 fails to categorize an application. In our
experiment, Peazip and Tugzip are such a case. In this case we compare the hash value
of an application to all hash values of applications in birthmark DB.

After Step 2, we can identify most applications, but cannot identify applications with
small difference. After Step 3, those applications can be identified and so MDS5 hash
function is effective for applications with small difference.

5.3. Measuring the Time to Identify an Application

We experimented with applications described in section 5.2 and obtained a detection
accuracy of 95.56%. Since the difference between measured times was about 50ms, we
repeated 3 times for one program and calculated the average time for each program. We
calculate the average time for all programs by summing up all the average times
calculated above and dividing the sum by the number of all programs. Fig.6 shows
minimum, average, and maximum detection time. The minimum and maximum time
equals to the smallest and largest average time, respectively. Longplayer is identified in
the shortest time, 1981ms, because the number of API functions and DLL files used was
small. The Peazip, on the other hand, was detected after the longest time has passed,
3345ms. In the case of Peazip, we need to complete step4 to identify. The average time
is 2545ms, and most programs were discernible after Step 2.

<M=
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3500

3000 E—

2500
1981
2000

1500

1000

500
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Min Avg Max

Fig. 6. The time required for identifying an application
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6. Conclusion and Future Work

To detect software theft or piracy, a birthmark relies on the inherent characteristics of an
application, which can be used show that one program is a copy of another. In this
paper, we have proposed a new static birthmark scheme using the notion of Import
Address Table, which can be used to identify Windows executable files, and MDS5 hash
values from sequence of API calls. Our birthmark is obtained by analyzing a Windows
PE executable file and disassembling the PE file. We store this birthmark into a
birthmark database and use it to compare the features of programs in concern.

We also use MDS5 hash function on a sequence of API calls of an application. The
sequence is extracted from the disassembled code of the application. This sequence is
strong against the semantic preserving transformation attack.

We are working on ways to improve the efficiency of detecting illegal software and to
elaborate comparisons with frequently used DLLs.
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Abstract. In the ubiquitous environment, more and more devices are deployed in
our daily life, and need to communicate with one another. M2M (Machine-to-
Machine) communication is considered to be one of the major issues in future
networks. M2M is expected to bring various benefits in wireless communications
when it is interconnected with cellular networks. Considering the characteristics
of cellular M2M networks, traditional security solutions are not proper to be
applied to cellular M2M networks because the M2M network itself is vulnerable
to various attacks. We consider security aspects for cellular M2M
communications and propose a key management mechanism including the
pairwise key and group key establishment. Our proposal could provide reliability
and efficiency for the cellular M2M communication network in the secure
manner.

Keywords: M2M, cellular M2M communication, security, pairwise key, group
key

1. Introduction

A machine can communicate with another machine directly in wireless manners. The
Machine-to-machine (M2M) has attracted a lot of people and industries for its ability to
increase efficiency and improve productivity while reducing operating costs. It has great
application areas and it can be connected with other infrastructure and brings much more
powerful and efficient results. M2M devices or M2M Equipments (M2MEs) will
ultimately connect to core network services through a variety of means, from direct
broadband or capillary wireless networks, to wired networks.

Connectivity to these wireless and wired networks is an essential part of M2M
communication networks. There is a need to be able to integrate a variety of application-
specific technologies into a complete end-to-end solution to be offered by service
providers [1]. The leap in technology would not be possible without the support of the
wide area wireless communication infrastructure in particular cellular data networks. It
is estimated that there are already tens of millions of such smart devices connected to
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cellular networks worldwide and within the next 3-5 years this number will grow to
hundreds of millions [2, 3]. Table 1 shows various application areas in the M2M
communication. Among the application areas, the cellular M2M provides the ability to
connect diverse devices and applications by enabling fixed assets, such as electric
meters, or mobile assets, such as fleet vehicles. The cellular M2M is the best option to
connect assets over great distances using already established, robust, and proven
networks. The cellular technology is effective across widely varied industries because it
is easy to integrate and cost-effective to deploy [4].

Table 1. M2M Application Area [5]

Market Description Applications
Security Abnormal situation detection Suveilance
Homeland/industiry security Alert
Energy Remote collect data on flow rate, AMR
pressure, temperature (automatic meter reading)
Transport Tracking Fleet Management
Telematics services Toll payment
ITS Emergency alerts
Commerce Monetics E-payment
Virtual wallet solution
Automotive Adapted insurance rate “Pay as you drive”
Telematics services Remote diagnotic
Home Automation =~ Remote monitoring, Managing Surveillance
Energy management
Healthcare Patients monitoring, Curing Blood pressure check

The cellular M2M market benefited from increasing numbers of mobile network
operators launching M2M service offerings as their core service market grows
increasingly mature and saturated. ABI Research expects cumulative cellular M2M
connections to rise to 364.5 million globally by 2016. This report discusses the market
and technical trends impacting the cellular M2M connectivity services market, analyzes
cellular M2M connectivity service provider strategic responses, and forecasts cellular
M2M connections and revenue growth for the period from 2007 through 2016,
segmented by regions, applications, and air interface standards [6, 7].

There are lots of advantages of the cellular M2M. While Ethernet or Wi-Fi only
provides the local coverage, cellular networks provide the ubiquitous coverage and the
global connectivity. Users are already familiar with cellular networks, and they could
use M2M applications easily on proprietary platforms [§].

A cellular M2M has great applications including telematics, asset management, U-
healthcare, security and so on. Its application area will be drastically expanded. The
more an organization relies on information technology and the more mobile it is, the
greater the risks of security breaches. The success and the expansion of M2M depend on
protecting security issues such as confidentiality, integrity, and availability of the data.
As in Fig.1, basically, a Machine Type Communication (MTC) device, or an M2ME can
be managed by the MTC server to be used by MTC users. They can be interconnected
with each other through a Mobility Management Entity (MME), a Packet Gateway (P-
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GW), and a Serving Gateway (S-GW). In some cases, they can communicate directly
with each other. An M2ME is easy to be lost and hard to detect the malfunction. When
integrity is not guaranteed, the equipments are excluded for services. In addition,
M2ME:s from one server or from one M2M user should be authenticated as one group,
and they need to provide the individual communication at the same time.

Our contribution is that we have newly suggested the pairwise key establishment
mechanism to make the direct communication more flexible and more secure for devices
in mobile environments. It is especially important because the devices are mobile and
can be located in the communication range of the others. If pairwise keys need to be
distributed by the eNB every time they are required, the keys could be captured by the
attackers. In addition to that, pairwise keys need to be generated in more structured way
for better management. We propose a pairwise key generation mechanism using the key
related information which is computed and delivered by the eNB efficiently in the
energy and time consumption. Our proposal includes followings.

— Key establishment between eNB and mobile M2ME

— Key establishment between a pair of M2MEs for direct communication

— Group key establishment among M2MEs for group communication: Depending on
the group key generation mechanism in our previous work [9], we defined functional
group keys and regional group keys based on the location or their functions.

— We further simulated our proposal to compare the energy consumption for each type
of devices. We also analyzed the computation, communication, and security aspects.

The remainder of this paper is organized as follows. Section 2 describes the system
architecture for our proposal. Keys required for cellular M2M communication and the
pairwise key agreement and group key agreement mechanisms are explained in Section
3. Section 4 evaluates the performance and security. Finally, we conclude our paper in
Section 5.

2. Related Works

The 3GPP SA3 studied in TR 33.812, “Feasibility study on remote management of
USIM application on M2M equipment”. Its goal is to make it possible that the network
can provision the remote management of USIM and ISIM application at M2M
equipments in a secure way in a 3GPP system [10]. One of the main issues in TR 33.812
is to investigate candidate security solutions and signaling procedures for provisioning
and the remote management of USIM/ISIM applications at M2M equipments in a secure
manner. When an M2M is connected with cellular networks, its vulnerabilities to
various attacks are increased. Security vulnerabilities get more serious when M2M is
adopted on the top of cellular communication technologies. As a result, the growth of
cellular M2M services would be limited without providing the service security.

We have proposed the key establishment and management mechanisms in our
previous work [11]. Especially, for the direct communication between two devices, we
suggested key distribution by an eNB (evolved Node B). When a pair of devices need a
direct communication, they request pairwise keys to the eNB, and under the cooperation
of eNBs, pairwise keys are generated and distributed by the eNBs for communication
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between two devices. In this work, we enhanced the pairwise key establishment
mechanism to provide the security for the service.

In general, group key management mechanisms can be classified into three
categories. In centralized key management schemes, a group manager generates group
keys and distributes the key to authenticated group members and manages the key
material and lists. Blundo, C. et al. proposed a mechanism in which a server chooses a #-
degree polynomial randomly and distributes them to neighbor nodes and the member
nodes substitute the polynomial with their IDs; hence, all the nodes share one group key
[12]. Wang, Y. and Ramamurthy, B. proposed four safe group communication methods
[13]. Information for group key rekeying is unicasted to each node. This creates a heavy
overload when group size grows. Broadcasting is proposed to solve the overhead
problem. The broadcasting mechanism requires heavier overhead when groups are
generated; however, rekeying cost is relatively low. Overlapping is also proposed to
prevent a flooding attack. Finally, the group information pre-distribution minimizes the
group generation time. A lot of researches have been done for centralized group key
management. However, in mobile communication environment, parent-child relationship
changes constantly because of devices movements. Even if centralized management is
very stable and secure, it is not proper for adopting in mobile networks.

In distributed key management, multiple key managers generate group keys and
distribute them to authentic members. Zhang, W. and Cao, G. proposed a mechanism
(PCGR) that pre-distributes key related information and generates group keys [14].
When the group key rekeying is required, nodes cooperate and a new group key is
computed. This scheme is applied in our proposal and will be more described in
subsection 3.3. Huang, J. H. et al. proposed a level key infrastructure for multicast and
group communication that uses level keys to provide an infrastructure that lowers the
cost of nodes joining and leaving [15]. This scheme has a drawback in that process delay
increases even when many nodes are changed. Zhu, S. et al. proposed a key management
protocol for sensor network designed to support in-network processing, while at the
same time restricting the security impact of a compromised node [16]. This mechanism
is safer, because it uses four different kinds of keys. However, key update consumes
much overhead. Adusumilli, P., Zou, X. and Ramamurthy, B. proposed a Distributed
Group Key Distribution (DGKD) protocol which does not require existence of central
trusted entities such as group controller or subgroup controllers [17]. Aparna, R. and
Amberker, B.B. proposed a key management scheme for managing multiple groups.
They uses a combination of key-based and secret share-based approach for managing the
keys and showed that it is possible for members belonging to two or more groups to
derive the group keys with less storage [18]. Kim, Y., Perrig, A, and Tsudik, G.
investigated a novel group key agreement approach which blends key trees with Diffie--
Hellman key exchange [19]. It yielded a secure protocol suite called Tree-based Group
Diffie-Hellman (TGDH) that is both simple and fault-tolerant.

Contributed management mechanisms rekey the group keys through nodes’
cooperation without specific key managers. Yu, Z. and Guan, Y. propose a group key
management mechanism [20] in which basic matrix G and secret matrices A,B are
assigned to each sensor node; each matrix is used to generate group keys among nodes
in the same groups and different groups, respectively. The advantage of this mechanism
is that the probability of generating group keys is high. However, when the grid size is
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large, much energy is wasted and when the grid size is small, group keys may not be
generated.

3.  System Architecture

Fig. 1 shows the M2M service infrastructure under the cellular communication
environment. As in the figure, devices can communicate with one another with the help
of eNBs which play the role of intervention. In this work, we basically assume that the
devices can communicate directly when they are located closely enough while they
move.
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Mc | | )\ Tl 81
Device | T | MME MTC
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ixo . S-GW
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(a) Traditional M2M Communication Service
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Fig. 1. M2M Service Infrastructure

M2M devices could have high mobility. They need to communicate with other
various devices while they are on the move. As in Fig. 2, a pair of M2M devices can
communicate with each other when they meet and recognize that they are located in each
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other’s communication range. When they are enough close, they do not need the help of
eNBs, but talk to each other as in (b) and (c) of Fig. 2. And for the direct
communication, they need to be distributed pairwise keys for the secure connection. The
pairwise keys are very important because they are the base for various security services
such as confidentiality, integrity, authentication, and so on. Especially, these keys should
be generated and deleted often without the breach of security in the mobile ubiquitous
environment. The proper pairwise key generation mechanism should be provided.

M2ME1L éeNB
SGW/PGW
h_eNB /
M2ME2 é

(a) Default data cellular M2M communication

-eNB
M2ME1 é

éeNB
(b) Locally routed M2M communication

f-eNB
M2ME1 %

f-eNB
M2ME2 \ %E

/

SGW/PGW

/

SGW/PGW

\

(¢) Direct mode M2M communication

Fig. 2. Cellular M2M device communication
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4. Key Establishment for M2M Communication

Various keys are required for the secure cellular M2M communication. They need to be
established for data encryption, authentication, integrity, and so on. The keys required
for the M2ME communication are as follows. We assume that each pair of eNBs shares
pairwise keys for the secure communication among them. This assumption is reasonable
because they are connected with one another in the wired infrastructure and considered
relatively safe.

Pairwise Keys between an eNB and an M2ME. For the default data communication in
the cellular M2M communication, an eNB and an M2ME need to share a pairwise key.
In the initial stage, each M2ME belongs to specific eNB. However, they have the
mobility and can meet the other devices while they are on the move. Even the devices
move and communicate with other devices, the security should be provided in the
reliable manner.

Pairwise Keys between M2MEs. As described in Section 2, M2MEs can communicate
with each other with the help of an eNB, or they can communicate directly when they
are in each other vicinity as in (b) and (c) of Fig. 2. There are a lot of devices and many
instant direct connections are established and abolished. We need to support the
situation with proper pairwise keys.

Functional Group Keys for M2MEs. Some M2MEs need the group communication.
When it is for the functional group communication, they can share a group key. The
group keys need to be managed by the Mobility Management Entity (MME) in Fig. 1,
because the M2ME:s are still group members even if they move from one cell to another.

Regional Group keys for M2MEs. The regional group can be formed in some region
of the network field. When an M2ME moves in the region, they need to be provided the
group key while they stay in the region and want to receive the data traffic of the group
(Fig. 2 (b)). When they leave the region, the key is not valid anymore and the old group
key needs to be rekeyed depending on the membership policy.

4.1. Key Establishment between eNB and Mobile M2ME

In our previous work [9], we have proposed the key establishment and authentication
mechanism based on the USIM card for the ubiquitous healthcare system. For the
cellular M2M communication, we basically assume that the USIM card and A3 and A8
algorithms are deployed in each M2ME. Based on the assumption, we can apply the
initialization, key establishment, and authentication mechanism in our previous work to
the cellular M2ME communication.

When an M2ME device is registered to an eNB, the ID of M2M device and a hashed
key, H(K;) for the key generation are transferred to the eNB and M2ME through a
secure channel. After registering the IDs of the device, the device and the eNB need to
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generate key chains with hash functions and A8 algorithm. The authentication processes
for mobile devices to eNB is described in Fig. 3.

After getting the IDypmp and H(K;) of the M2M device, the eNB generates a nonce
and encrypts it with H(K;) for the device to process A3 algorithm for authentication.
After receiving and decrypting Encyi(nonce), the device computes A3 to generate
RESyome and sends this value back to the eNB. The eNB also computes RES g with
H(K)), nonce, and A3, and compares two values. If the eNB verifies the results are the
same, authentication is completed. Then, two parties generate a hash chain and exchange
the commitment values for the pairwise key generation. In this way, two parties prepare
the keys for the future communication. Each computes the session key by computing A8
algorithm with the seed value from the key chain.

9 i
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Fig. 3. M2ME authentication and key generation in the cellular M2M communication system

When an M2ME moves in the cell, the eNB notifies it to an MME and receive the
security information from the eNB where the M2ME has left. The information is
renewed periodically for the security purpose.

4.2. Key Establishment between a Pair of M2MEs for Direct Communication

When M2MEs are communicating directly with each other, there are many advantages.
Time and frequency resources can be reused and the latency can be reduced. For direct
communication, pairwise keys are required for security. The pairwise key establishment
processes follows on.
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The eNB randomly generates an nxn grid with a set of 2" bivariate polynomials
O={Fi(x,y), G; (x,y)}i=1,2,...,n as shown in Fig. 4. Each row i in the grid is associated
with a polynomial Fi(x,y), and each column i is associated with a polynomial Gi(x,y).
Each M2ME located in the eNB communication range will be randomly assigned to a
unique intersection in the grid. For the M2ME at the coordinate (i, j) in the grid, (i, j) is
considered as the ID of M2ME, and eNB distributes the polynomial shares of (Fi(x,y),
Gij(x,y)) to the M2ME. In an example in Fig. 4, an M2ME (h, k) is assigned to the
polynomial shares of (Fu(x,y), Gi(x,y)), and an M2ME (p, q) is assigned to (Fy(x,y),
Gy(x,y)) similarly. And the polynomial shares belonging to an M2ME have two
intersections with the polynomial shares belonging to the other one in the grid which are
marked by stars in Fig. 4. The intersection polynomial shares are (Fn(x,y), G4(X,y)) and

(Fp(x,y), Gi(x.y)) respectively.
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Fig. 4. Grid based key information distribution to M2MEs by eNB

When two M2MEs located in the same communication range of an eNB want to
transmit secret messages to each other directly, they should encrypt the message by
using pairwise keys between them. The pairwise key generation process is as follows:

— If there are two M2MEs want to communicate with each other directly, as mentioned
above, the eNB will generate two points (e.g., (h,k) and (p,q)) as the ID of each
M2ME in the nxn polynomial grid and distribute the IDs and the polynomial shares
at the intersection of corresponding point in the grid (e.g., {Fn(x,y), Gi(x,y)} and
{Fp(x,¥), Gy(x,y)}) to them respectively. As a result, the first M2ME obtains its
ID(h,k) and polynomial share {Fy(x,y), Gk(X,y)}, and the second M2ME also receives
its ID(p,q) and the corresponding polynomial share {F,(x,y), G4(X,y)} as shown in
Fig. 4.

— According to the above theory, an eNB can also find another two intersection
polynomial shares in the grid as the star points shown in Fig. 4 and one polynomial
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share of them will be selected as the common secret information of the pairwise key.
Assume that the intersection star point at the top-right corner (Fu(x,y), Gq(x,y)) is
selected here. And an eNB will inform two M2MEs of the selected polynomial part
from each of them. Here, the first part Fn(x,y) comes from the polynomial share of an
M2ME (h,k) and the second part Gy(x,y) is from an M2ME (p,q).

— By utilizing the average coordinate of two M2ME:s in the grid and another bivariate
polynomial e(x,y) which is pre-distributed in all components of the system, two
M2MEs can generate the pairwise key between them at each side. The process can be
seen in Fig. 5.

(o )| M2

............. R

(E__'_:_h_(}f_a_\gg_r__)_/_gyg?_g' Gi(Xavgs Yavg) ) ( Folkavg, Yavg) '5.9.9.(?.(?.‘59.'..}/.92’.9).5)
Key = e( Fh(Xavg: Yavg) ' Gq(Xavg: Yavg) ) Key = e( Fh(xavg: yavg) ' Gq(xavg: Yavg) )

Fig. 5. Pairwise key generation process between M2MEs

An eNB replaces the variable y in the bivariate polynomial e(x, y) by the value of
Gy(Xave> Yave) and transmits the result polynomial with only one unknown x to M2ME (h,
k), where Gq is the polynomial selected from polynomial share of an M2ME (p, q) as
mentioned above and (Xavg, Yave) stands for the average coordinate of M2MEs (h, k) and
(p, q), the calculation is as follows:

(Xavg » Yavg) = ((h*p)/2, (k+q)/2) (M

After receiving the polynomial e(X, Gy(Xayg Yave)) With unknown x, an M2ME (h, k)
replaces the variable x by the value of Fy(Xave, Yave) Which is calculated by its own
polynomial F; selected in step 2 and the average coordinate of two M2MEs, then an
M2ME (h, k) can obtain the pairwise key, e(Fu(Xave, Yave)s Go(Xave> Yave)) shared with an
M2ME (p, q). For an M2ME (p, q), it can also calculate the pairwise key by operating
the similar process. According to the calculation above, M2MEs (h, k) and (p, q) can
generate their pairwise key as:

Key = e( Fh(Xana Yavg) 5 Gq(xavg’ Yavg) (2)
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4.3. Group Key Establishment among M2MEs for Group Communication

The group based policing and addressing are required in the cellular M2M
communication. The network shall enable the broadcast to a specific group of devices.
In our previous work, we proposed an energy-efficient and secure channel group key
establishment and rekeying management scheme for mobile IPTV services [9, 22].
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Fig. 6. Group key management based on PCGR
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It adopted Pre-distribution and local Collaboration-based Group Rekeying (PCGR), a
group key management scheme for sensor networks [14]. We basically considered the
cellular network environment where many mobile devices are provided IPTV services
through eNBs and an ISP (Internet Service Provider). Because the mechanism is to
generate group keys for the group communication and to rekey the group keys is can be
efficiently adopted for the cellular M2M group communication. Its process is shown in
Fig. 6 and here is the brief description.

— ISC generates the channel key polynomials, g(x)s for each channel and encryption
polynomials e(x,y)s. ISC then distributes encryption polynomials e(x,y)s and
encrypted polynomials g’(x)s to each eNB under the channel service.

— After receiving the polynomial information, the eNB distributes the shares of the
encryption polynomials of its own to its member nodes and deletes the original
polynomial information.

— On rekeying time, the eNB gathers computed shares from its devices to compute the
new keys. When the verification of the shares from the devices is successful, the eNB
computes the new group key with the shares and distributes the new group key to its
members.

The details are omitted here. One more important advantage of our proposal is that we
can reuse the polynomials distributed in the pairwise key setup phase to compute group
keys. In the case, not only the communication overhead, but also the computation and
storage overhead can be decreased.

Group keys can be classified into functional group keys and regional group keys
based on the situation where they are used. They do not have any difference in the
establishing or rekeying process. When nodes need any functional group communication
even if they are located in physically different regions, they generate keys and share
them among functional group members. The difference between functional group keys
and regional group keys are shown in Fig. 7.

Functional Group Key. When the group communication is required for specific
functions among M2MEs, group keys are to be established among M2MEs which
accomplish the functions. In this case, M2MEs can be scattered in many cells. For
example, some of the M2MEs need to provide specific data or need to play the role of
relaying for other M2MEs. In this case, several designated M2MEs require group keys
and even if they are mobile, memberships are not often changed. Even if the M2ME
moves to another cell, an MME can manage their locations if only the M2ME maintains
the group membership. When new M2MEs move in to the specific cell, the eNB of the
cell notifies it to the MME and the location information is managed by the MME while
the group membership and the group key are not changed. It is because the M2ME is
still the functional group member even if its location is changed.

Regional Group Key. The regional group membership is related to the specific region
of the network. In the regional group, the group membership could be changed
depending on the policy and the mobility of the M2MEs. The ratio of M2MEs to eNB in
the regional group is higher than that of functional group membership. The overhead for
managing the group keys can be decreased when eNBs provide the secret share and the
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new group keys generated are just distributed to M2MEs by the eNBs. After generating
the new regional group key, eNB distributes the new key encrypted with the old group
key to each group member M2ME. When the M2ME moves out of the regional group, it
is notified to the MME, and the group keys can be rekeyed according to rekeying policy.
The process is as in Fig. 7.

— When an M2ME moves in the new cell and the M2ME is still in the regional group
area, the eNB asks if the M2ME wants to get the group service.

— If the answer is yes, the eNB notifies this to the MME and the MME just modifies the
location information without rekeying the group key because the M2ME is still the
group member.

— Otherwise, eNB notifies the answer to the MME, and the MME decides if the group
key should be rekeyed or not.

— If rekeying is required, the MME requests the key share to the eNBs.

— The eNB replies with the key shares.

— The MME computes the new group key, sends it back to eNBs. Finally, eNBs
distribute the new group key to each member devices in each cell.

When the devices move into another cell in the regional group keying or if there is
any change in their subscription, group keys need to be rekeyed right away for the
security protection while a pairwise key between a pair of M2MEs keeps for certain
period because they can communicate with each another again in short time difference.

5.  Performance Analysis

When an M2M is coupled with the cellular communication, the cellular network security
mechanisms can be basically applied. To the best of our knowledge, there is no key
agreement mechanism proposal for cellular M2M group communication. Even through
traditional security mechanisms in cellular network can be applied, direct M2M
communication has different characteristics and different security mechanisms are
required. It is not possible that we compare our key agreement proposal with other
mechanisms because there is no proper one to be compared. We would like to analyze
our proposal to show how it is efficient. We also consider the communication,
computation overhead, and security aspects for cellular M2M communications related to
proposed key establishment.

5.1. Simulation Result

In Fig. 8, we can see the communication time between a pair of M2MEs. When they are
located in its own communication range, they can talk to each other in direct mode.
Communication time in direct mode is much shorter than the case in which they
communicate passing through the eNB.

Fig. 9 shows the energy usage of M2MEs and the eNB in M2ME direct
communication. Sending M2ME consumes more energy than the receiving M2ME, and
of course eNB consumes basic energy for its own function as the base station, while
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eNB in indirect mode consumes more energy than the M2MEs because it needs to relays
the data in between as in Fig. 10.

In Fig.11, we can see that key information is sent by the eNB to each M2MEs, and
the receiving energy of the M2MEs increases a little, while energy consumption of eNB
for sending data increases. It shows that M2MEs do not consume much energy for key
information distribution.
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Fig. 7. Two different kinds of groups for the efficient group key management
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5.2. Communication and Computation Analysis

In our previous work [11], we have proposed key establishment and authentication
mechanism based on USIM card for ubiquitous healthcare system. In the mechanism, we
proposed that when direct M2M communication is required, they request key
information to their own eNBs, and the eNBs generate a pairwise key between two
devices through cooperation. The problem is that when more and more pairs of devices
request direct communication, key generation overhead is getting heavy on the eNBs. In
addition, key management is getting difficult and complicated.

In our newly proposed mechanism, all the M2MEs are pre-distributed the e(x,y) in
the setup stage, and when they want to communicate with one another, they are
additionally distributed two more polynomials to compute pairwise keys. With the
polynomials, they can make pairwise keys with another M2ME no matter how many
communication partners they may have. Because M2MEs can compute pairwise keys
and communicate with one another, the overload of the eNBs is getting lighter, and the
management is also very simple.

For communication overhead, the M2MEs request key shares to eNBs, and once they
get two more polynomials for direct communication, they don’t need to request keys to
eNBs but can calculate their own keys. When there are a lot of pairs wanting direct
communication, our proposal decreases the communication overhead in great amount.

For computation and storage overhead, each M2MEs need to store three polynomials
for setting up the pairwise keys. However, only coefficients are delivered and the
storage required is not big. In addition, the computation is very simple, and it does not
cost much for mobile M2MEs. In addition, using the polynomials distributed, group
keys can be computed and the overall computation and storage overhead can be lowered
further.

5.3. Security Analysis

In this subsection, we consider the security aspect of our proposal. As described in 3.2,
in our proposal, there are two intersection points, and one of the points is chosen to
setup the pairwise key. This increases the security level because even if some security
information revealed, the attackers have 50% chance to compute the pairwise keys.
Especially, periodic redistribution of polynomials makes the security level high.

Confidentiality. In cellular M2M communication, personal information such as
location, account data, the content of the data can be revealed if the data are not
encrypted. For encrypting the data, traffic encryption keys are used. In our work, we
have proposed the pairwise key agreement between M2MEs and eNBs or between
M2ME communications. We also proposed the group key establishment process for the
secure group communication. Even the attackers would eavesdrop on the data using the
keys properly, the confidentiality could be achieved.

Authentication. Basically, a machine needs to authenticate the other entities before
their communication. In many cases, they need to mutually authenticate each other. In
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our proposal, by adopting the algorithms in the USIM card, the device and an eNB can
mutually authenticate each other. For the communication between the devices,
additional authentication process is required.

Access Control. For the devices to get the access to the network, they need a process
for getting the admission. The process is out of the scope or our work. However, through
the admission step in cellular network, access can be controlled by the eNBs, and basic
key related information can be acquired for further security functions.

Integrity. Integrity is required for keeping data from being forged or modified by the
attackers. The keys from our proposal can be used for encrypting the data and the data
can be decrypted only by the receiver. If pairwise keys could be delivered by the eNB,
and the eNB could be not compromised, integrity could be obtained.

Privacy. In many cases, M2MEs are deployed closely to human beings. The data can
contain very personal information which is not supposed to be disclosed. These days,
privacy is one of the major security issues to be protected. Privacy protection is one of
our future works.

6. Conclusions

More and more M2MEs are connected to traditional infrastructures in wired or wireless
environments. Especially, connection between cellular network and M2M equipment is
expected to bring great impacts and the market share in the future network. When
M2MEs communicate with one another in the cellular infrastructure, the possibility of
security breaches is getting higher while the great deal of application services are
provided. In this work, we proposed key establishment mechanisms for secure
communication among entities in the cellular M2M network. The mechanism includes
pairwise keys for the M2M communication and the group communication among the
M2ME:s. Our key agreement proposal can provide security and reliability for the cellular
M2M communication.
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Abstract. Electronic mail (e-mail) has been used to transfer various types of
electronic data in Internet. Usually, a user has to send an e-mail to a specific
group of users with a secure delivery mechanism. In this paper, a novel and
feasible e-mail delivery mechanism using the secure multicast protocol with an
ID-based factorial number structure (FNS) is proposed in the multicast system. In
the proposed e-mail delivery mechanism, the e-mail is required to be encrypted
before sending out in order to safeguard the message via a public channel, such as
wire public switching communication links and wireless communication systems.
Without loss generality, the public-key system is adopted in the proposed secure
multicast system for a convenient and easy key management. The proposed
scheme outperforms the existing methods for more easily to construct secure e-
mail system. Furthermore, the security of the proposed scheme is analyzed,
including replay attack, sender impersonation attack, unknown key-share attack,
forgery attack and insider attack. Finally, the computation complexities of the
proposed mechanism are discussed. The result shows that the proposed scheme
outperforms the CRT-based secure e-mail scheme.

Keywords: factorial number structure, e-mail, security, cryptography.

1. Introduction

People widely use electronic mails (e-mails) to communicate with each other in Internet.
Delivering an e-mail in Internet, people could exchange not only normal text-based
letter, but also sensitive rich electronic files. Because of the popularity, e-mail systems
become an adversary’s or a malicious user’s targets. Among the e-mail security issues,
basic and primary concerns are the confidentiality and authentication for the e-mails [1].
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Some data cryptosystems [2] can satisfy those concerns. Users can utilize a specific
interactive key to encrypt and to verify their e-mails. However, the e-mail system is a
kind of store-and-forward system in which e-mail servers act as a proxy to accept,
forward, and store users' e-mails. User does not need continuously on-line to connect
with an e-mail server. When a user wants to get the emails that are received and stored
in the server, he/she has to access the email server first. For example, sender B intends
to send an e-mail to receiver 4 . Sender B firstly sends the e-mail to the mail server S, ,

and then the mail server §, forwards the e-mail to receiver 4 ’s mail server S, .
Following, the mail server S, stores the e-mail in the storage. As receiver 4 connects to

the e-mail server S, , receiver A sends a request for new e-mails, and the mail

4
server S, forwards the stored e-mail to receiver 4 . Obviously, e-mail users are not

always on-line. However, the e-mail users could not exchange the session key in time
within a secure on-line system. To solve this difficulty, there are several challenges, such
as authentication and secure key distribution [2], to mail server. Public key systems
could provide a solution but need much time to deal with encrypt or decrypt. The hybrid
cryptosystems to prevent the high computation is also provided [3]. Another more
efficient solution is provided by Pretty Good Privacy (PGP) protocol.

PGP was designed and implemented for distributed networks in 1991. It is a well-
known secure e-mail protocol that provides confidential data between senders and
receivers. It is available on almost any platform which aims to be used within existing e-
mail systems [4], [5], [6], [7]. PGP protocol [8] utilizes the idea in the hybrid
cryptosystems to securely transfer a session key to both of the corresponding sender and
receiver. A sender in the PGP system is given a certificated public key. The certificated
public key can be applied to a secure channel to transfer the session key within the
session key is used for encrypting the emails between the sender and the receiver. A user
cannot verify the validity of PGP keys for each other. However, under many
circumstances, a sender needs to send a single email to each other. Hence, how to
transfer a session key to multi-receivers is a challenge for securing e-mail systems.
Hung-Min Sun et.al. [9] proposed two novel e-mail protocols to provide a perfect
forward secrecy. The basic protection in an e-mail system is to encrypt the bulk mail
using a conventional cryptosystem with a short-term key and to protect the short-term
key using a public-key cryptosystem with the receiver’s public key. Amna Joyia, et.al.
[10] found that an attacker can easily track from email header which are normally
transported in clear text. Furthermore, this information can be manipulated for malicious
purposes like sending spam messages to the extracted user identities, analyzing traffic to
extract the behavior of both sender and receiver. All these attacks lead to vivid threat to
the user’s privacy. Then, he designed and implemented a secure and privacy enhanced
email system which provided the solution to ensure the privacy of e-mail users.
However, in the multicasting system, it uses PGP scheme to send e-mail for lots of
specific receivers. It has to send the e-mail one-by-one. For example, as a user usually
needs to send an e-mail to a group of users, in the exiting e-mail protocols such as
Simple Mail Transfer Protocol (SMTP), the e-mail server forwards the copies of this e-
mail to the receivers. Intending to deliver an e-mail to receivers 4 , C and D ,
receiver B initially sends an e-mail to the mail server S, . Then, the mail

server S, forwards the copies of this e-mail to the mail servers S, , S. and S, for
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receivers, respectively. Next, the mail serversS,, S.and S, wait for the request for the
new e-mails from the receivers. For example, if S_ receives a request sent by the
receiver C, S, forwards the copy of the e-mail to the receiver C . In the repeatedly

transmission, there exists a redundant computation which causes a significant delay.
Hence, to send e-mails in the multicast system, it has to look for another efficient
solution.

In 1985, the Identity-Based Cryptosystems and Signature Schemes were first
proposed by Adi Shamir [11]. A novel type of cryptographic scheme was proposed to
enable any pair of users to communicate securely. In 2005, McCullagh, N. [12]
proposed another solution for secure e-mail with identity-based encryption. It could
allow an arbitrary string of characters and numbers to serve as a public key. It had some
effects in simplifying public-key encryption. In 2010, Anastasios Kihidis et.al. [13]
presented a complete implementation of a practical Identity Based Encryption (IBE)
infrastructure for secure e-mail communication. It attempted to simultaneously provide a
fully functional and user-friendly IBE system. A packet construction mechanism using
an ID-based factorial number structure (FNS) was proposed by Chen H.C. [14], [15],
[16] for a secure system to provide a feasible solution for a secure multicast system. In
2010, Zhang M.Q. et. al. [17] presented a secure and efficient ID-based fair multi-party
exchange protocol with off-line semi-trusted third party. Application of multi-receiver
identity-based encryption. In 2013, Mingwu Zhang et.al. [18] proposed an efficient
anonymous multi-receiver encryption scheme to achieve the security properties of
confidentiality and anonymity. The anonymity of the proposed scheme could securely
against outer attackers and inner attackers simultaneously, and also presented a dual-
anonymous multi-receiver encryption that could support the security properties such as
identity privacy of both sender and receiver.

In 2013, Chen H.C. [15] proposed a secure multicast protocol for e-mail systems. A
user usually needs to send an e-mail to a group of users. The proposed secure multicast
protocol [15] for e-mail systems could provide perfect forward secrecy to ensure
confidentiality and authentication. The protocol [15] employs the Chinese Remainder
Theorem (CRT), RSA public key cryptosystems, and one-way hash functions. The
protocol can save redundant key materials used for the e-mails. However, CRT will take
a very long time in the calculation to factor for a large integer. In this paper, a secure
multicast key protocol is proposed a solution to the e-mail systems for distributing a
session key to the specific group. Due to the concerning for the securely transferring the
session key, the proposed protocol adopts ID-based FNS [14] to replace CRT [15] is
proposed. The scheme is based on ID-based FNS [14] with the hybrid cryptographic
algorithms of public-key and secret-key system [19-25]. In the manner, not only the e-
mail construction in multicast system can be efficiently retained, but also the easy key
management and fast computation [21], [22], [23], [24], [25] to process a multiple
secure e-mail delivery can be proficiently achieved. The proposed protocol benefits for
an excellent secure broadcast e-mail system [25]. The rest of this paper is organized as
the followings, the fundamental theory of the ID-based FNS are addressed in Section 2.
Two scenarios consist of corresponding schemes are proposed in Section 3. Security and
complexity analyses are described in Section 4. Finally, conclusions are given in Section
5.
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2.  Fundamental Theory of the ID-based FNS
ID-based FNS [15] in a secure multicast key scheme begins with Lemma 1.

Lemma 1. F P .. F ,.FP, ., ..F, , be positive integers, where

P, #P,  #0,0<j, k<m-1, j#k. The values of P

(ik) P, are gotten

(i,0)? (:1)’

m—1

P(i,u) = Zp([,j) > P(i,]) = Zp(i,j} > P([,md/ = Zp(i,j) =D such that
=0 =

J=m=1

as the followings,

the inequality relation of £, > P, >..> P, ., > P,  is satisfied.

(i,1) m-2)
m
Theorem 1. Let P, P, ,....P,  , be positive integers, where P, # P}, # 0. And, the
values of B,, P, ,...0,,  are obtained by Lemma 1, respectively. There exists a

i.,Pii;, » such that the individual positive integer can be

positive integer, Z, = Za
=0
retrieved by the equation,
Piij) = Pij) = Peijsn)

Z, Z, (1
= |: : :lmOd(T, _'xll‘j—l)) - I: : :lmOd(Y: _x(w’))
a(, i) a(i j+l)

where some notations are defined as followings.

0 !
,Z-;:ma‘x{P(i,())’Ei,]}""’P(I,mflj}’ Qig) = I I(’I;_x(i,j)) s iy = I I(’I:_x(i,j)) LR and

j=m-2 j=m=2

m=2

i) = I I(T, _x(/,j)) s i) = I,

j=m=2

ool d,...[ , + The Identity numbers that are corresponding to the positive
integers P, , P, ,P,;”H) respectively. The numbers of /,,i=01,...m—1 , are pre-

(i0)2 X (i)
sorted by decreasing order as the relations: [, >1,>...> 1, >...>1 .

m—1 m—1

m—1
X, ,=—1, x(,,w=21j , xW}:ZIj , ..., and x(,.vmfj):ZI/ that satisfy

=0 j=1 J=m=1
(Prioy=%,)>> P, for je{l2,..m=1}.
As observed Theorem 1, the list of generated p(*,.v/ ,» 1=012,...m—1is shown as the

followings,

m-1
p(,a) Piioy=Pin = Epn/) Epm;)’

m—1

Dty =Pty = Pris) = Zp(,,) Zp(,,,,
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m—1 m—1

* * "
Plim2) = Prim2) = Plim1) = 2 Py~ z Piij)»

j=m-2 j=m—1

Plim-1)= Pim1)-
[}

The fact of Theorem 1 can be seen in the Appendix of Ref. [15]. Let ID-based FNS be
more easily readable and, therefore, Example 1 be given as below.

Example 1. Assume that there exists five identical numbers which are sorted by the
decreasing order, [, =31, [, =29, I, =23, I, =12 and [, =9, where these numbers
are the published identification numbers for the users, u,, u,, u,, #; and u,,
respectively, in the communication group. Assume that participant #, whose identical
number is [, wants to send a secure multicast key tou, , u,, U, and u, by a broadcast
mechanism. Following, #, will choose the positive integers p, =98, p/ =123,
p, =65, p;=72 and p, =132 corresponding to [, , I,, I, , I; and [, ,

respectively. Then, according to Lemma 1, u, computes the values of PO*,P]*,...,P: as

4 4 4
the followings, p,=%p: =490 , p =Xp =392 , p,=3p =269 |,
i=0 i1 i

4 4
py =Y p; =204, p, = ¥ p; =132 individually, such that p, > p, > p, > p; > p,
i=3 i=4

is satisfied. In order to pack the five numbers, p,, p;, P,, P;,and p,, into a fixed

integer Z, the accumulative operation in the decreasing order is launched. Therefore,
4 4 4 4

U, obtains xo=>1, =104 , x, =31, =73, x, =21, =44, x3=31;, =21,
i=0 i=l i=2 =

4
X, = Zli =9, respectively.

i=4
Moreover, u, calculates 1 = max{po,pl,pz,p3,p4}= 490 . The a, for
i=0,1,2,3,4 is defined by Equation (1) and found as the follows:

0
a =11 (T —x,;) =33669065388 ,
1
a, = [(T-x)=87225558,
i=3

2
a, =1(T-x,)=209174,
i=3

3
oy = T1(T—x,) =469,
i=3
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and o, =1.

According to the given results: ;’s and p, ’s values for i =0, 1,2, 3,4, the fixed
4

integer Z =Y a;p; =16532090822347 is constructed. Then, sender #, sends the
i=0

packet {16532090822347 || 490} to #,, U,, U; and u, by using a broadcast

mechanism.
Next, according to Theorem 1, each one of the participants calculates the values for
X_,,X;,X,,Xx; and x, by using the published identical numbers and attempts to

directly extract the p, values from the summed Z, by using Equation (1).

Po = {Z—Jmod(T—x_l): 490,
=

VA

p =| — |mod(T —x,)=392,
L% ]
Z

py =| — |mod(T —x, ) =269,
L% ]
VA

py =| — |mod(T —x,) =204,
L &3 ]

P4 :LZ—Jmod(T)@) =132.
%

Py — Py =490-392 =98 = p7,
Py —py =392:269=123=p!

Py — 3 =269-204=65=p;,
Dy — Py =204-132=72=p},

ps=py=132.

When the resulting pi* values are recovered from the original ones.

3.  Proposed Scheme

Some notations are defined and listed in Table 1. Two scenarios and the corresponding
schemes are described and designed in Section 3.1 and 3.2, respectively. The first
scenario deals with that a sender sends an e-mail to one recipient. For the multicast
concerning, the second scenario scopes with that a sender sends an e-mail to specific
recipients.
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The following notations are used to describe the security protocol and cryptographic
operations in this paper.

Table 1. Notations

Notations Descriptions

U, The i -th user in the e-mail system

TC The trust center

S The mail server

M A plain-text content of the e-mail

K, The communication key is randomly generated by the e-mail
sender

PK, A userU, ’s public key

SK, A user U, ’s secret key corresponding to the PK,

D, A uniquely identifies user U, where ID, > ID, >---> ID,

E(M) A asymmetric encryption algorithm using to encrypt the e-mail
message M via a secret key k

D.(C) A asymmetric decryption algorithm using to decrypt the
encrypted e-mail message C via a key k

Sig, (m) A signature algorithm used to generate signature of the message
m using the secret key &

h(-) A cryptographically secure one-way hash function

I A catenation symbol

A—B A symbol indicates that the certain message sent from the
entity 4 to the entity B

3.1. Scenario I: A sender sends an e-mail to one recipient

A sender sends an e-mail to one recipient. In Fig. 1, it shows that an e-mail is sent from
sender B to receiver A, individually. There are three parts in this scenario. The first one
is Pre-computation that consists steps, S1 and S2. Another one is Sending phase that
describes the steps from S3 to S13. The other one is Receiving phase that illustrates the
steps from S14 to S23.



1098 Hsing-Chung Chen et al.

Mail Server S Mail Server S,

,-/"// \\\ b _,/"/\\\.

~ o ~

= ' Interiet. S

o C o —

= = I
=T S SIS I
— d 3 —
Sender B Receiver A

Fig. 1. The scenario of an e-mail sent from a sender B to a single receiver A [15]

1) Pre-computation

Step S1:

Step S2:

TC—->U,: g, n. TC generates randomly a number g , and chooses a
big prime # sent to the U, . The sender chooses a secret key k, and
computes the public key ¢, = g"modn . Then, the receiver also
chooses a secret key &, and computes the public keye, = g modn .

U—>S:e
another pair of public key and secret key (e, .k, ) and (e, .k ). This

e, Sigy (e ), Sigy (e, ), ID,. A userU, generates

k2

pair of public key and secret key are not related to the pair of public
key PK, and secret key SK, pre-distributed by the system. The

user U, sends e, , ¢, and Sigg, (e, ), Sigy (e, )to the e-mail server.
Note that this procedure is executed after the user U, finished receiving
an e-mail. Then e-mail server arranges all the ID, where
ID,>ID,>--->1ID,.

2) Sending Phase

Step S3:
Step S4:
Step S5:

Step S6:

Step S7:

S—oU,: e e, Sigy(e )Sigy(e ), ID,ID,.

U, randomly generates the communication key K .

The encrypted e-mail message C=E, (M) is encryption under the
chosen key K, where M is the content message of the e-mail.

The p;, for each receivers is computed by applying p;, = E, (K, ) for
all j=1,2 . The generation of k  will follow the rule of
k,=(e Vimodn=(g" ) modn=g" modn .

Each p;, for all j=1,21is computing using the following equations,
2 2

P, = Z P, s D :z p., » such that the decreasing order
j=1 j=2

relation P, > P, is satisfied. Moreover 7' = p, is set, which the

maximal value of the set is of { P, P, }. A polynomial f(x)is then
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Step S8:

Step S9:

Step S10:

Step S11:

Step S12:

Step S13:
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constructed by the originator as the followings,
F(x)=T+(x—k )x(x=k,).
Then set {P,,P,} is encrypted to be a sub-packet /™ by the way

of "= Er(p,,I | | pi,]) .

Sum up x, :Z]D/ . Define the initial value x,6 =-I
J

2 2
Compute x,, = ZIDJ. X, = ZIDJ. .
j=1 Jj=2

Compute «,;, ’s for j=1 to j=2 using the following equations,

1

a,, = H(T_x,;_,-) , and a, =1.

j=2-1

2
Construct a basic e-mail packet lock Z as the format of Z = Zam Di; -

J=1
Compute a varied e-mail packet lock in bit-wise exclusive-or operation
of follow: L=Z@E (T).

u-»s ¢, L , f(x), I , Y , t , where
Y =Sig, (h(ID,||ID, || M||t)) . The parameter / is a timestamp at

that time.

Receiving Phase

Step S14:
Step S15:

Step S16:

Step S17:

Step S18:

Step S19:

Step S20:

S—->U:C,L, f(x),I",Y,t,ID,ID,.

Find the maximal sub-packet by computing f(k)=7 , and
letd=E.(T).

Decrypt the set {P,P,} by using the following equation:
D,(T')=(P,||P,).

Find the e-mail packet lock Z by
computing L& =(Z@E(T)) D=2

Sum up x,; =ZID] . Let the initial value be x,=-1 .
J

2 2
Compute x,, = ZIDJ. , X, = Z[Dj .
j=1 j=2
Compute the ¢, ’s for j=1to j=2 using the following equations,

1
a, ZH(T—xi,k,),and a,=1.

j=2-1

Compute the sub-packet pz ; asper following formula,
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1/ 1/+I

{{ Z mod(T — xlﬂ)}
_ {L} mod(T —x,, )},
ai,j+l

where j = 1,2. p:,l_ Pi,— P Zp,, Zp,,v p,z p,-

Step S21: Decrypt communicationkey K, =D, (p;;).
Step S22: Recover the original content message M = D, (C) .
Step 823: The U, computes the value Y'=Sig, (h(ID,||ID,||M||t)) and

checks if Y’ equals to the value in the signature Y .

3.2. Scenario II: A sender sends an e-mail to multiple recipients

It shows a sender sends an e-mail to multiple recipients. Fig. 2 shows that the scenario
that an e-mail is sent from sender B to the multiple receivers A, C, and D. Similarly,
there are three parts in this scenario. The first one is Pre-computation that consists steps,
M1 and M2. Another one is Sending phase that describes the steps from M3 to M13.
The other one is Receiving phase that illustrates the steps from M 14 to M23.

=1

Receiver A
Mailer Server S,

< d =
& ‘_’ @_‘ : “ﬁ'
0 ‘gl‘.‘/

oS 0 =
/ ~ Mailer Server S, :
| ‘ Mailer Server Sy Receiver C
—_— «
Sender B B | ——r { ‘
93 E—

Mailer Server S, Receiver D

Fig. 2. The scenario of an e-mail sent from sender B to the multiple receivers A, C, and
D [15, 16].
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1) Pre-computation

Step M1:
Step M2:

TC - U,: g,n.Note that this step is similar to SI.
U—>S:e¢., e, Sigy(e ), Sigy(e ), ID,. Note that this step is

similar to S2.

2) Sending Phase

Step M3:

Step M4:
Step M5:

Step M6:

Step M7:

Step MS:

Step M9:

Step M10:

Step M11:

Step M12:

S—>U, : e¢,e, e , Sigy(e )Sigy(e ) Sigy(e ) ,
D, ID,,--,ID, .

U, randomly generates the communication key K .

The encrypted e-mail message C=E, (M) is encryption under the
chosen key K, where M is the content message of the e-mail.

The p;, for each receivers is computed by applying p; = E, (K, ) for
all j=1,2,--,n . The generation of k,, will follow the rule of
k., =(e Vo modn=(g")" modn=g" modn.

Each p, forall j=1,2,.~, nis computing using the following equations,

p.,= Zp:/ s Dy = Zp:/ , tt, and Din = Zp:/ = p;n , such that the
j=1 Jj=2 j=n

decreasing order relation P, >P,>P >--->P  >P is satisfied.
Moreover 7T =p, is the maximal value in the set of
(B BB
the originator as follows, f(x)=T+(x—k  )x(x—k )x---x(x-k, ).
Then set {P,,P,,P,,-~ P, P, } isencrypted to be a sub-packet /" by

the way of I"=E,(E, || B, || B, || B, || B, )-

in

P, ., P }. A polynomial f(x)is then constructed by

Sum up x, :zID] . Define the initial value x,=-I

Compute x,, = ZID]. , X, = Z[D}. ,oce,and x,, = ZIDJ. =ID,.
=1 j=2 j=n
Compute «,, ’s for j=1 to j=n using the following equations,

n—1

! 2
a,, :H(T_x[,j) » @, :H(T_‘xi,j) s> T, O, :H(T_xi,j) 4

Jj=n-1 J=n-1 j=n-1

ande,, =1.

Construct a basic e-mail packet lock Z as the format of Z = Zai"f Di; -
Jj=1

Compute a varied e-mail packet lock in bit-wise exclusive-or operation

of follow: L=Z®@E (T).



1102 Hsing-Chung Chen et al.

StepM13: U,—»S : C , L , f(x) , [ , Y , t , where
Y =S8ig, (h(ID,||ID,||...|[ID,||M||t)) . The parameter 7 is a
timestamp at the time which the e-mail is sent form sender U, to his e-
mail server S .

3) Receiving Phase
StepM14: S—>U,:C, L, f(x),I,Y,t,ID,ID,, -~ ID,.
Step M15: Find the maximal sub-packet by computing f(k, )=7 , and

let{=E.(T).

Step M16: Decrypt the set {P,P, P,-- P, ,,P } by using the following
equation, D,(I")=(P,||P.||P,||-I|P,,|IP,).

Step M17: Find the e-mail packet lock V4 by

computing L& =(ZDE(T)) D=2 .

Step M18: Sum up x, :ZID_,. . Let the initial value be x,=—/ . Compute

X, = iID‘, , X, = iIDj ,-,and x,, = ilD‘, =ID, .
j=1 j=2 j=n

Step M19: Compute the ¢, ’s for j=1to j=n using the following equations,

a, :IL[(T—xw.), a,, :ﬁ(T—xw.), e, a,, =ﬁ(T—x,.vj), and

J=n—1 j=n—1 j=n=1

a,=1.

i

Step M20: Compute the sub-packet p; as per following formula,

B
P, =P, = Piju

_ {{i} mod(T —x, )}
a,,

_ {{L:‘ mod(T —x, )}
ai,j+l

where j=1,2,--,n.

n n
" " "
P, =D,=Pi,= E pi,;/ - E pi,_/ >

= j=2

n n
M " "
Pi,=DPi,—Pi;= E pi,_/ - E pi,j >
=2 j=3
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p:n—[ =Pin1 —Pin= ip:/ - ip:/ >

J=n—-1 Jj=n

*

Pin = Pin-

Step M21: Decrypt communication key K, =D, ( D)
Step M22: Recover the original content message M =D, (C).
Step M23: The U, computes the value
Y'=Sig,. (h(ID,||ID,||...||ID, || M||t)) and checks if Y equals to the

value in the signature Y .

4.  Security and Complexity Analysis

The security of the proposed scheme is analyzed, including replay attack, sender
impersonation attack, unknown key-share attack, forgery attack and insider attack. Then,
the computation complexity of the proposed scheme is discussed.

4.1. Security Analysis

Replay Attack. The replay attack on e-mail systems means that a certain user who
previously established a common key with the sender exploits the preceding key
materials to evade victim users’ verification procedures. Then the victim users will
receive the bogus information from this malicious user without discovering the
misbehavior. In the proposed scheme, the messages in Step S14 and M13 contain the
time stamp ¢ . The sender and receivers can find out this time stamps in their memory or
storage device. When a repeated time stamp is found on the received message, receiver
can find out this misbehavior and discard the received messages.

Sender Impersonation Attack. The sender impersonation attack means that an
adversary impersonates a legitimate sender to send a forged message to a receiver. In the
proposed scheme, the receiver checks the signature ¥ signed on by the sender in Step
S13 and M13. Due to the properties of cryptographically secure one-way hash function,
it is hard to find a collision corresponding to the forged content. In addition, an
adversary who does not learn the sender’s secret key cannot produce a correct signature
for the forged message. Therefore, the sender impersonation attack cannot be engaged
successfully.

Unknown Key-Share Attack. This attack can be considered as a special case of
impersonation attacks. An adversary makes duplicates of the preceding authentication
message transmitted between the sender and receiver to cheat a victim user to construct
a short-term key. Then, the victim user considers the adversary as an authorized user and
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sends him messages, confined to specific authorized users. In the proposed scheme, the
sender signs on a digest related to the e-mail in Step S13 and M13. The input value of
the signature Y includes the sender’s and receiver’s identifications, the content in the e-
mail, and the timestamp 7. According to the properties of a cryptographically secure
one-way hash function, it is hard to reversely derive the input and find a collision.
Moreover, the short-term session key is encrypted by the receiver’s public key. If an
adversary tries to impersonate the sender with the preceding authentication message,
users can check the signature Y to discover the adversary.

Forgery Attack. The forgery attack on e-mail systems means that an adversary sends
bogus message for authentication. In the proposed scheme, the sender sends the message
in Step S13 and M13, which are signed on by the sender’s secret key. The receiver can
check the validity of the message through the sender’s public key. Hence, any adversary
cannot successfully engage a forgery attack in the proposed scheme.

Insider Attack. The insider attack means that malicious operators of e-mail servers can
learn the short-term session key shared between the sender and the receiver. The
malicious node can use the short-term session key to eavesdrop the e-mail content or
send the bogus message. In the proposed scheme, the short-term session key is only
known to the sender and the receiver. Even if a malicious operator of the e-mail server
collects the messages transmitted between the sender and the receiver, he cannot derive
the short-term session key.

5. Computation Complexity

The ratio of average time consumption « is defined in the known cryptographic
algorithms [2], [25], i.e. the secret-key systems, DES, Triple DES, and AES, and public-
key system, RSA. Suppose that m is the number of e-mail receivers. According to the
results in [14], the time consumption results in RSA are around 80 times of that in
Triple-DES. Also, it takes the time even around 258 times slower than that in AES.
Therefore, the ratio of average time consumption ¢, for RSA and Triple DES equals 80,
o = Average time consumption of RSA
' Average time consumption of Triple DES

5

and the ratio of average time consumption &z, for RSA and AES equals 258,

_ Average time consumption of RSA 258

. Average time consumption of AES

The results with the scheme in [15] is compared to the results with the proposed scheme
in this paper, the comparison for the average time consumption, the number of rounds
for modular operation, one-way hash function operation, XOR operation are given in
Table 2. For example, m is the number of receivers equals to 50. The result of the
average time consumption in Sending Phase by using the method from the CRT-based
scheme [15] equals to 4160, the other comparisons are given in Table 3 and Figure 3.
The result of the average time consumption in Receiving Phase by using the method
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from the CRT-based scheme equals to 240. On the contrary, the result of the average
time consumption in both Sending Phase and Receiving Phase by using the proposed
scheme also equals to 53, the other comparisons are given in Table 3 and Figure 3. The
other comparisons are given in Table 4, Table 5, Table 6, Figure 4, Figure 5 and Figure
6. Therefore, the proposed scheme outperforms the CRT-based secure e-mail scheme

[15].

Table 2. Computation comparison of the e-mail security protocols

Protocols
Compared Items

The
works in [15]

scheme of previous

The proposed scheme

L . Receiving |Sending |Receiving
Communication Phases Sending Phase Phase Phase Phase
The average time o, =80 |80 (m+2) 240 m+3 m+3
consumption a, =258 |258x m+2) |774 m+3  |mt3
The number . of rounds for i 4 el 2l
modular operation
The number of rounds for one- | 1 | 1
way hash function operation
The number of rounds for XOR 0 0 | 1

operation

Note that a is the ratio of average time consumption of the known cryptographic
algorithms [14], and m is the number of receivers, and m is the number of receivers.

Table 3. The ratios of average time consumptions using ¢, = 80 are compared in Sending Phase

Schemes |The s?heme of previous The proposed scheme

Compared Items works in [15]

m=1 240 4
m=10 960 13
m=15 1360 18
m=20 1760 23
m=25 2160 28
m=30 2560 33
m=35 2960 38
m=40 3360 43
m=45 3760 48
m=50 4160 53

Note: m is the number of receivers.
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In Sending Phase, the ratios of average time consumptions using ¢ =80 are
compared in Table 3, and the comparison results are depicted in Fig. 3.
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Fig. 3. The ratios of average time consumptions using ¢, = 80 are compared in Sending Phase

In Receiving Phase, the ratios of average time consumptions using ¢; =80 are
compared in Table 4, and the comparison results are depicted in Fig. 4.

Table 4. The ratios of average time consumptions using &; = 80 are compared in Receiving
Phase

Protocols | The spheme of previous The proposed scheme

Compared Items works in [15]

m=1 240 4
m=10 240 13
m=15 240 18
m=20 240 23
m=25 240 28
m=30 240 33
m=35 240 38
m=40 240 43
m=45 240 48
m=50 240 53
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Fig. 4. The ratios of average time consumptions using ¢&; = 80 are compared in Receiving Phase

In Sending Phase, the numbers of modular operation round are compared in Table 5,
and the comparison results are depicted in Fig. 5.

Table 5. The comparison results of number of modular operation in Sending Phase

Schemes The scheme of previous| The proposed

Compared Items works in [15] scheme
m=1 5 2
m=10 14 11
m=15 19 16
m=20 24 21
m=25 29 26
m=30 34 31
m=35 39 36
m=40 44 41
m=45 49 46
m=50 54 51
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Fig. 5. The comparison results of number of mod operation in Sending Phase

In Receiving Phase, the numbers of modular operation round are compared in Table
6, and the comparison results are depicted in Fig. 6.

Table 6. The comparison results of number of modular operation in Receiving Phase

Schemes The s.cheme of previous The proposed scheme
Compared Items works in [15]
m=1 4 3
m=10 4 21
m=15 4 31
m=20 4 41
m=25 4 51
m=30 4 61
m=35 4 71
m=40 4 81
m=45 4 91
m=50 4 101
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Finally, In Table 2, the number of rounds for one-way hash function operation
between both comparison schemes is same. The number of rounds for XOR operation in
the proposed scheme equals one, and the number of rounds for XOR operation in the
scheme of previous works in [15] equals zero. The values of the last two items in the
comparison, Table 2, are too small to be ignored.

6. Conclusions

In this paper, a novel secure e-mail system is proposed. The protocol is constructed by
ID-based FNS Multicast mechanism with the hybrid cryptographic algorithms of public-
key and secret-key system. A secure multicast key protocol is proposed a solution to the
e-mail systems for distributing a session key accompanied the sent e-mail to the specific
group. Due to the concerning for the securely transferring the session key, the proposed
protocol adopts ID-based FNS to replace CRT is proposed. In the manner, not only the
e-mail construction in multicast system can be efficiently retained, but also the easy key
management and fast computation to process a multiple secure e-mail delivery can be
proficiently achieved. The results with the CRT-based secure e-mail scheme is
compared to the results with the proposed scheme in this paper, the comparison for the
average time consumption, the number of rounds for modular operation, one-way hash
function operation, XOR operation are given. According to the results of comparisons in
Table 3, Table 4, Table 5, Table 6, Figure 3, Figure 4, Figure 5 and Figure 6, the
proposed scheme outperforms the CRT-based secure e-mail scheme.
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101-asia-28, also by the National Science Council, Taiwan, Republic of China, under Grant NSC
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Abstract.The network architecture of typical data centersis characterized bytiered
networks andaggregation-based traffic controls.The emergence of big data makes
it difficult for these data centers to incorporate big data service. The tier and
aggregation based traffic management systems can magnify the seriousness of the
traffic congestion and extend the congested region when big data moves around in
the data center. As a consequence, big data has been forcing data centers to
change their architecture dramatically. In this paper, we first address the important
paradigm shifts of network architecture caused by big data traffic. We then show
the new network architecture which resulted from our experience of the CERN
LHC data service. Finally, we illustrate the effect of the throughput improvements
of the proposed network architecture using a NS2simulation.

Keywords: big data traffic QoS, big data network architecture, big data-front
networking, edge traffic separation, big data paradigm shifts.

1. Introduction

If we look into the network architecture of data centers with respect to traffic control,
the network architecture features tiered networks and aggregation-based traffic control.
Tiered networks mean that networks of data centers consist of backbone networks, sub-
networks, sub of sub-networks, and so on. Fig.1. shows the typical tiered network and
illustrates that the traffic of the lower tier network is to be automatically aggregated at
the upper tier network. Therefore, the tiered network traffic [2][3][4] has a tendency to
rapidly flood over all of the networks of the data center. Some studies [S][6] were
conducted in order to avoid such situations by making tools to provide multi paths
under the tiered network. Tiered networks and traffic aggregation have been useful for
data centers to economically construct the network and to efficiently control traffic until
now. As the era of big data has arrived, the tiers and the aggregation systems are not
functioning well any more. In the big data environment, the tier and aggregation based
network architecture magnifies the seriousness of the traffic congestion and may extend
the congested region because of the way big data moves around in the data center.
Especially, in case of science big data, scientists tend to move big data from the
origin site of the big data to the nearest data center because it is hard for scientists to
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analyze big data remotely due to the long delay time during the read/write process of
big data. After moving big data to the nearest data center, scientists analyze big data
with thousands of CPUs that are connected by a very high speed local network in the
data center. One well-known big science data is the data from the Large Hadron
Collider such as LHC [7] in Swiss CERN. CERN LHC generates multi-peta(10'®) bytes
of data per year. It is said that a peta-byte of LHC data analysis needs approximately
3000 CPUs. Therefore, science big data centers utilize Grid computing technology to
collect thousands of CPUs scattered in the data center and to orchestrate all the
gathered-CPUs working together as if they are single supercomputer. As a result, Grid
computing can increase traffic in many parts of the data center network. Big data traffic
that is caused by big data transmission and big data processing disturbs data center
networks more frequently than we imagine. The impact of both traffics is so strong that
it can suffocate other services of the data center for quite a long time.

Main Switch—>

Router

Subnet Switch —

Edge Switch—>

Top-of-rack switch @ Servers

Storages

Fig. 1. Typical network architecture of the legacy data center

This paper is the extended version of a previous paper [1]. That paper mainly
illustrated the phenomena and the impact of big data traffic from our experience only
and coarsely proposed the necessity of a new network architecture for big data. But this
paper focuses on showing the details of paradigm shifts due to big data traffic and an
analysis of the impact in detail by simulation. For example, this paper shows which part
of data centers is destined to change and shows what the architecture of big data centers
is like after the changes. In this paper, we try to show the reason why those paradigm
shifts happen through the simulations. We will continue this study further for the
enhancement of R&E infrastructure [13].

Finally, this paper is consisted of 4 parts. We first described problems caused by big
data traffic in local network of big data center. Second, we showed some research
activities related with the problem. Third, we suggested some paradigm shifts as a new
approach to solve the problem. Finally, we showed the result of simulations for proves
of our approach.

2.  Problems Caused by Big Data Traffic

First, we introduce some problems that we experienced during big data service. It took 6
months for us to get just 200 TByte data from KEK institute in Japan via Internet even



Study on Network Architecture 1115

though we have a 10 Gbps international link. During the transmission, the LANs of our
data center as well as WAN suffered from the traffic. The Grid computing for data
analysis also caused local traffic bursts for long periods. The load for QoS processing of
network devices and IP packet filtering of the firewall became gigantic because of the
huge volume of big data. Therefore, we had to quickly buy more expensive network
devices such as high performance routers as soon as we launched big data service.

The typical features from the perspective of the network administrator for big data
traffic are long burst traffic, jumbo IP packet frame and low priority. The LHC data that
we serviced as a big data is one of the most well-known big data. The size of the data is
almost peta(10'%)-byte scale data. Therefore, it always took a long time to move it. So,
long burst traffic on the network of big data centers is the most typical feature of big
data traffic. The second feature, Jumbo frame means a 9K byte packet. It is
recommended for the high performance transmission of big data. The size of packets in
ordinary Internet usage is generally less than 1.5K byte. Therefore, the effect of packet
loss with big data is more serious than that of ordinary Internet packet loss. The third
feature, low priority in QoS control of big data traffic, means that the big data traffic
should be dropped first, not ordinary traffic, when a congestion of public networks
happens. That is because Internet Service providers don’t want big data to disturb
ordinary Internet traffic.

The scope of the problem mentioned in this paper is limited to the local area traffic of
the legacy data center. Generally, storages and file servers are located at the lowest
subnet in the tiered network architecture of the legacy data center. Therefore, most parts
of the local network of the legacy data center are suffering whenever big data moved
from the local storage to the computing servers for the analysis of the data. The aim of
the new network architecture is to reduce both of the congested area and the congestion
time caused by big data traffic. Therefore, Problems caused by big data traffic can be
enumerated by long time of the network congestion, the vast range of the congested
region and the strong aggressiveness of big data for occupying the network bandwidth.

Considering big data traffic in the LAN of the legacy data centers once more, their
tiered network architecture and the aggregation based traffic management are not the
best strategy for traffic management any longer due to the increase of big data traffic.
Aggregation based traffic management demands data centers raise the network
bandwidth of the data center or enhance QoS function in networking devices. This
expenditure continuously increases according to the increase of the volume of big data
as we mentioned above. The summary of the problem is that big data analysis as well as
big data transfer drops the quality of the data center service because data centers use
grid computing for the collection of thousands of CPUs spread in the data center.

3.  The Related Researches for the Separation of Big Data Traffic

CERN LHC data is one of big data and CEN LHC produces multi peta(10'°)-byte data
per year. Therefore, it is difficult for a single data center to analyze peta-scale of
scientific big data such as CERN LHC data [15][16] within a single data center.
Therefore, The CERN LHC data should be moved to multiple data centers over the
world. There are 10 data centers [17][18] for the analysis of CERN LHC data. They are
called CERN LHC Tierl centers. Our center (GSDC in KISTI) is one of them. 10 Tierl
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centers consist of global infrastructure for LHC data share and analysis computing.
Therefore, it is essential for 10 Tierl centers to work together as if they are single
system [19][20][21]. This single system is called WLCG (World-wide LHC Computing
Grid). For the analysis of peta-scale data, 10 Tierl centers have been researching on
separating LHC data traffic from the legacy Internet data traffic because peta-scale of
LHC data that produced annually severely suffers other traffic. Therefore, related
researches that described in this paper are focused on the research activities for building
additional infrastructure for the separation of LHC data traffic. We are going to insist
that the structure for the separation of LHC data traffic should be extended into the local
network architecture of the data center if a data center wants to service CERN LHC
data.

To survey related research about the problems mentioned above, we first studied
research for the construction of the dedicated network for big data transfer. Among
well-known dedicated networks for big data, there is LHCOPN [9], LHCONE [10] and
ScienceDMZ [8]. LHCOPN is operated by the research community of CERN LHC data.
LHCOPN is a kind of the dedicated optical network and it is built globally by ten data
centers and services at 10Gbps for peta-byte data transfer. LHCONE is a kind of
dedicated Internet for CERN LHC data. It provides services between Tier 1 centers and
Tier2/Tier3 centers. ScienceDMZ has been implemented for local networks of data
centers, which use VLAN for building virtually dedicated networks. The difference
between LHCONE and ScienceDMZ is that the aim of LHCONE is to support the data
transfer between LHCOPN and research organizations. But, ScienceDMZ is mainly
used for local networks within a data center. We also surveyed Grid computing
technology as related research because we found Grid computing made big data move
for big data processing. Grid computing builds a dedicated cluster based computing
farm for big data analysis. We surveyed Grid computing, virtual computing [14] and
cloud computing [11][12].All of them are used for gathering thousands of CPUs.
Therefore, it is inevitable for the legacy traffic and big data traffic to brim over in
legacy data centers. If other data centers’ resources are collected to use, the range of the
network congestion is further extended.

4.  The Paradigm Shifts of Network Architecture for Big Data
Center

Thus, this paper suggests the new network architecture of data centers for big data. New
requirements for the network architecture of big data centers can summarized as
follows. First, it must avoid collision between big data traffic and the other traffic when
big data move around. Second, it must minimize the region of the big data traffic
residence in the data center for the reduction of the influence of big data traffic. Finally,
it must reduce the QoS cost that is exponentially rising in proportion to the increase of
the volume of big data. We suggest three paradigm shifts of the network architecture to
meet the requirements above. These are a paradigm shift on resource provisioning, a
paradigm shift on service provisioning, and a paradigm shift on QoS provisioning.
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4.1. The 1st Paradigm Shift on Resource Provisioning

The 1% paradigm shift is related to the point of separating big data traffic from the
ordinary traffic. The volume of big data is more than a million times of the size of the
ordinary data. Therefore, it is impossible to separate big data traffic by simply allocating
a virtual circuit because the size of big data traffic is beyond full utilization of the
physical network device. Big data traffic always demands full allocation of the
capability of the network device for an extended period. For convenience, this paper
uses the term, BDC, for Big Data Center. BDC is also used for future data centers. IDC
or Internet Data Center is used for legacy data centers.

Fig.2 and Fig.3 show the difference before and after the 1¥paradigm shift on resource
provisioning. Fig.1 illustrates the shared use of virtual resources by the separation of
logical networks in the legacy data center. Fig.2 indicates the proprietary use of physical
resources by dynamic allocation.

Network Management Domain

Small Data | Small Data | Small Data
Service A | Service B | Service C
Logical Logical Logical
Network A | Network B | Network C

Physical Network

Fig. 2. The share use of virtual resource by the separation of logical network in legacy data center

Network Management Domain
Big Data Big Data Big Data
Service A | Service B | Service C

Logical Logical Logical
Network A | Network A | Network A
Physical Physical Physical
Network A | Network B | Network C

Fig. 3. The proprietary use of physical resource by dynamic allocation for big data center

4.2. The 2" Paradigm Shift on Service Provisioning

The 2™ paradigm shift on service provisioning addresses the change of the sequence of
the service processing. In the legacy data center, legacy data is usually attached the
computing server. It is hidden to users. But, in the era of big data, big data should be
first, the server for big data processing will be invisible. Users don’t to need to know
which computers service their job. The typical differences caused by the 2™ paradigm
shift on service provisioning are a change from client/server computing to data-driven
computing in computing architecture and a change from menu-driven service to user-
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defined service in service architecture. Fig.4 and Fig.5 show the impact of the 2™
paradigm shift on service provisioning.

| server | | server | | server |

| storage | | storage | | storage |
[ [ [

| Back-end Data service |

Fig. 4. Traditional client-server service architecture for menu-based service in legacy data center

user

I_|

| Front-end data service |
I I I

I storage | | storage | | storage |

| Back-end computing service |

Fig. 5. User-defined service by data-driven computing architecture for big data center

4.3.  The 3" Paradigm Shift on QoS Provisioning

Finally, the 3™ paradigm shift on QoS provisioning is related to QoS initiative. In a
legacy data center, QoS initiative belongs to the Internet service provider or network
administrator. These kinds of QoS management costs are high in dealing with big data
because they have always tried to solve QoS problems by purchasing more expensive
network devices which have more performance than that of the existing devices. This
paradigm shift suggests moving QoS initiative from ISP to users or end systems. Fig. 6
shows the overload of QoS at each tier in the tiered network architecture. The increase
of load of the lower tier increases the load of top tier dramatically. Fig. 7 illustrates the
possibility of reduction of QoS load in each tier if part of the load for QoS control is
moved from the network devices to end systems. Fig.8 shows traffic flow when traffic
separation occurs at end systems.
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Fig. 6. Tree-like centralized QoS provisioning in traditional data center
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Fig. 8. Traffic separation based QoS provisioning by end system

4.4. The Candidate Network Architecture for Big Data Center

To accomplish these paradigm shifts, we designed anew network architecture for big
data centers. We first divided the data center network into 3 parts for the separation of
traffic. Part 1 is for big data transfer and sharing, part 2 is for big data analysis
computing, and part 3 is for user access and job control. Part] and part 3 are configured
with a public IP address and a private IP address. Part 2 is configured with only a
private IP address for security. We also suggest dual interconnection between each part
using front end networking and back end networking. These dual interconnections can
eliminate the traffic collision between big data traffic and small data traffic. User access
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is allowed only by front networking. Big data is serviced only by back end networking
Fig. 9 shows the implementation example of the new approach.

The key benefit of our approach is a dramatic reduction of the cost for the big data
network operation and management. Traffic separating at the end systems reduces the

requirement of high performance routers and extends the life of the legacy network
devices.

External Network

/’\ User Access
Public Route
IP Address

|

Private
IP Address

Job, = g%rega (=13}

outer

Top-of-rack switch @ Servers Bl storages
-@- Dual-NIC Servers -lllFDual-NIC Storages

Fig. 9. The candidate architecture for big data center, empowered by organic interrelationship
among functional areas

5.  Simulations for the Analysis of the Impact of Big Data Traffic

We did the simulation in order to prove the advantage of the paradigm shifts on network
architecture mentioned above. It is a well-known fact that traffic separation improves
the throughput of the congested network. Therefore, we simulated to show how big data
and small data interact when they are co-existing. For this purpose, we set some
conditions for the simulations. We set a 9k-byte packet for big data traffic because the
9k-byte frame is strongly recommended by CERN LHC data center. It is also called
jumbo frame. For small data, we use the 1.5 k-byte frame. Most ordinary packets are
less than 1.5k byte. Big data transfer usually uses TCP protocol. Fig. 10 showed the
configuration for the simulation. NO is a congested node. N1 is a destination node for all
of the source nodes. Each link delay is set at 2ms for the simulation of local data center
traffic. Except packet size and link delay, we use the default parameter of NS2. We set
the volume of traffic to be the same for a reasonable comparison. Table 1 shows the
combination of 9k-byte frame and 1.5k byte frame. Simulation is to run for 90 seconds.
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A : connections of
9k frame

A-B

Congested Destination
Node Node

B: connections of
1.5k frame

Source Node

Fig. 10. Simulation for the study of the interrelation between big data traffic and small data traffic

Table 1. The list of the various combinations between big data traffic and small data traffic

type of frame Combinations

- no. of sessions 21 18 15 12 9 6 3 0
with 9k frame

-no. of sessions 0 18 36 54 72 90 108 126
with 1.5k frame

- total No. of 21 36 51 60 81 96 111 126
sessions

Fig. 11 shows the amount of the data received at node 1 during the simulation. X-
axis stands for the combination for 9k-byte frame and 1.5k-byte frame. The former
number is for the number of 9k-byte frames, the latter number for the number of 1.5k-
byte frames. We find that the amount of transferred data is decreased according to the
increase of the number of total sessions. Therefore, total packet loss in Fig. 12
increased according to the increase of the number of total sessions. One of the
interesting results of simulation is shown by Fig.13. The number of packets dropped in
a single session can be reduced even though the number of sessions increases when
sessions have the same kind (size) of packets. In other words, it is proven that it is better
traffic management to classify and to group the traffic into the similar traffic packets.

B transmitted data...
l l I I 118

bb\"l, oe)
§ 'b%’\O?’c:
YGRS

Fig. 11. The total amount of the data received at node 1 during the simulation. Y-axis unit is
Mega Byte
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Fig. 12. Total packet drops during simulation. Y-axis unit is number of drops
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Fig. 13. Average packet drops per sessions. Y-axis unit is number of drops
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Fig. 14. Average data transmitted by sessions with 9k frames. Y-axis unit is Kilo Byte
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Fig. 15. Average data transmitted by sessions with 1.5k frames. Y-axis unit is Kilo Byte
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Fig. 16. Relative ratio between transmitted data by the unit size of 9k frame and transmitted data
by the unit size of 1.5k frame

Fig. 14 also shows an interesting result. It shows that the amount of transmitted data
by the 9k-byte frame is continuously increasing compared with the amount of
transmitted data by the 1.5k-byte frame which is decreasing. The decrease is shown in
Fig. 15. These phenomena illustrate that big data is stronger than small data in
comparison of aggressiveness to occupy network bandwidth. This result can be a proof
that the separation of big data traffic from ordinary data traffic is necessary. Fig.16
shows the performance ratio between the performance obtained by small frame and
performance obtained by big frame on the same simulation. Small frame means 1.5K
byte Packet Data Unit and big frame means 9K byte PDU. Therefore, Fig. 16 also
indicates that the aggressiveness of big data is higher than small data. The ratio of the
aggressiveness varies from 114% to 288%.

For more detail explain of results, we describe meaning of parameters among result
Figures showed in this paper. “A-B” marked in the left of Fig. 10, A-B means the
number of a pair (or a set of A and B). One(for A) is the number of sessions for 9k-byte
frame transmitted by source nodes and the other (for B) is the number of sessions for
1.5K-byte frame transmitted by the rest of source nodes that are not joined 9k-byte
frame transmission. In other words, A is denoted for the number of TCP sessions that
transmits 9k-byte frame transmission and B is denoted for the number of TCP sessions
that sends data with 1.5k-byte frame. This “A-B” form is used for the value of X-axis in
the Fig.12, Fig.13, Fig.14, Fig.15 and Fig. 16. For example, “21” stands for A and “0”
stands for B at the first value (21-0) of X-axis in Fig. 11. And, “0” means for A and
“126” means for B at the last value (0-126) of X-axis in Fig. 11. This denotation style of
the value of X-axis is applied to the all of result Figures from Fig.11 to Fig. 16. The
meaning for the value of Y-axis is denoted at the bottom of each Figure. In Fig. 12, the
value of Y-axis stands for the number of total packet drops whenever we simulated
under the condition of each A-B combination that is denoted at the value of X-axis. The
meaning of the result showed in Fig. 12 indicated that packet drops is proportional to
the number of sessions that were joined in the simulation and at the same time Fig. 12
indicated that it is relatively less related with the amount of the total data that are
transmitted during the simulation. Because we configure NS2 simulation program to
send same amount of data for all of simulation even though the pair value of A-B
changed. This result is very important results for the management of big data traffic. In
Fig. 13, we can find more confidence on that reducing the number of sessions is better
for the management of big data traffic. In Fig. 13, the value of Y-axis stands for the
average value of packet drops at each combination of A (the number of 9k-byte-frame
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used sessions) and B (the number of 1.5K-byte-frame used sessions). Therefore, we also
reach same result that showed in Fig. 12. The most important result is also showed in
Fig. 13. That is, the average packet loss at the both ends of X-axis is lower than average
packet loss at the middle of X-axis. It means that average packet loss is decreased abs
the ratio of homogeneity of packet size is increased. This result can be also the proof of
our proposed architecture. This result is also appeared in Fi. 14. But, the meaning of the
value for Y-axis is changed from packet drops to throughput.

6. Conclusion

The goal of this study is to develop new network architecture for big data centers. As
we mentioned above, big data traffic will have a major influence in creating paradigm
shifts of the system and network architecture of big data centers. These paradigm shifts
are related to resource provisioning, service provisioning and QoS provisioning.
Therefore, big data will change the architecture of data centers fundamentally. Due to
these paradigm shifts, the tiered architecture of IDC will be changed into full-matrix
architecture for BDC, and we can also expect that dynamic physical resource allocation
will be preferred to the allocation of virtual systems, the decision power of the network
path will belong to users not network providers, and the demand for expensive
backbone routers can be reduced by edge traffic separation. An interesting feature of our
new approach for network architecture is a kind of recycling-friendly architecture
because the proposed architecture requires a plentiful number of legacy network cables
and legacy low-end network devices instead of buying expensive and cutting-edge
network devices.

According to our investigation, the future network architecture of the big data center
will be a dual matrix architecture in which the big data part will be located at the front
and the center of the architecture in order to reduce the number of interactions between
the big data traffic and the legacy traffic. Therefore, the thing that we are going to study
further is how we can carry out the transforming of the current network architecture of
our data center (GSDC: Global Science Data Center) from tier architecture to data-
centered architecture. It is difficult for data centers to change their network architecture
without interruption of service. We are building the proposed architecture in parallel.
We will first construct the big data share part, and then move the big data analysis part.
Finally we will upgrade the user service part. Dual interconnection among the 3 parts
will be parallel implemented. Therefore, we will spend much time in rearranging the
network devices in order to group similar kinds of traffic onto same network. Finally,
we hope this architecture and our experience will help legacy data centers introduce big
data service.
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Abstract. Wireless sensor networks are now widely used in many areas, such as
military, environmental, health and commercial applications. In these environments,
security issues are extremely important since a successful attack can cause great
damage, even threatening human life. However, due to the open nature of wireless
communication, WSNs are liable to be threatened by various attacks, especially de-
structive wormbhole attack, in which the network topology is completely destroyed.
Existing some solutions to detect wormhole attacks require special hardware or
strict synchronized clocks or long processing time. Moreover, some solutions can-
not even locate the wormhole. In this paper, a wormhole attack detection method
is proposed based on the transmission range that exploits the local neighborhood
information check without using extra hardware or clock synchronizations. Exten-
sive simulations are conducted under different mobility models. Simulation results
indicate that the proposed method can detect wormhole attacks effectively and effi-
ciently in WSNs.

Keywords: wormhole attacks, wireless sensor network, local neighborhood, net-
work topology.

1. Introduction

Wireless sensor networks (WSNs) consist of a large number of low-cost and resource
constraint sensor nodes to perform distributed sensing tasks. Sensor nodes in WSNs col-
laborate with each other to transmit messages in a multi-hop manner. WSNs are used
for various tasks such as surveillance, widespread environmental sampling, security, and
health monitoring [23][2]. WSNs are characterized by their infrastructure-less nature, ease
of deployment and independence to any pre-existing architecture [24]. Since the open na-
ture of wireless communication, WSNSs are prone to be attacked in various ways, such as
Denial of Service (DOS) attack, the wormhole attack, the Sybil attack, selective forward-
ing attack, etc. [22].

In this paper, the wormhole attack [1][5][10] is taken into consideration. The worm-
hole attack is a kind of tunneling attack, which is very dangerous and damaging to defend
against even though the routing information is confidential, authenticated or encrypted
[9]. The adversary doesn’t need to have knowledge about the routing protocols or com-
promise the sensor nodes. In wormhole attack, two malicious nodes are connected through
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a low-latency link, namely wormhole link. A low latency can be realized through a net-
work cable, other kind of wired link technology or just a long-range out-of-band wireless
transmission [20]. Once the wormhole link is established, the adversary eavesdrops on
packets at one end of the link, tunnels them through the wormhole link and replays the
packets at the other end of the link. This makes the sensor nodes around the two ends of
the wormhole link seem like neighbor nodes as though they are multi-hops away from
each other actually.

Fig. 1. The Minimum Key Set Route

An example of wormhole attack is given in Fig.1. Node A and B are two malicious
nodes placed by the adversary connected via a network cable. So node A and B are the
two end points of the wormhole link. Node A receives packets, tunnels them through the
wormbhole link and replays the packets at node B and vice versa. As a result, nodes in the
neighborhood of node A will assume that all nodes in the neighborhood of node B are
their neighbors and vice versa. For example, source node s can take a one-hop path to
send packets to destination node d via the wormhole link instead of a multi-hop path.

A number of protocols have been proposed to defend against wormhole attacks in
wireless networks by adopting synchronized clocks, positioning devices, or directional
antennas [19]. In this paper, we introduce novel approaches for detecting wormhole at-
tacks and propose an efficient wormhole detection algorithm, which is named Transmis-
sion Range based Method (TRM). With the existence of wormhole, the network topol-
ogy is destructed and normal routes are misled. Unlike many existing techniques, it does
not use any specialized hardware, making it extremely useful for real-world scenarios.
Most importantly, however, the algorithm can always prevent wormholes, irrespective of
the large transmission range, by checking the local neighborhood information to decide
whether the network topology is true or faked, while its efficiency is not affected even by
the dynamic topology. We also provide an analytical evaluation of the algorithm’s cor-
rectness through simulation experiments that demonstrates its efficiency in terms of com-
putation complexity and processing delay. The remainder of this paper is organized as
follows. In Section 2, related works are discussed. The wormhole attack detection method
is presented in Section 3. The performance of our method is evaluated through simulation
experiments in Section 4. At last, we conclude our work in Section 5.
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2. Related Works

Wormbhole attack is very destructive since the neighborhood information is confused. Any
routing protocol relying on network topology information can’t work normally. Periodic
protocols like Secure Efficient Ad hoc Distance vector routing protocol (SEAD) [6] will
malfunction because the routing table information is different from the real network topol-
ogy due to the wormhole. On-demand protocols like Dynamic Source Routing protocol
(DSR) [11] will have false route establishment because the route quest and route reply
message in the route discovery stage will contain the wormhole link. So all the routes
established by these network routing protocols are attracted to the wormhole and the ad-
versary can launch further attack like selective forwarding attack, black hole attack and
etc. What is worse, the wormhole attack is easily deployed to some extent. The adver-
sary has no need to compromise any node in the network and don’t need to deal with the
cryptographic keys. The integrity, authenticity and confidentiality are still reserved in the
existence of wormhole. All the adversary has to do is to place two malicious nodes in
good positions in the network and make them receive and send packets.

Because of the reason, the detection of wormhole attack has become an essential is-
sue and various methods have been proposed to detect the wormhole. In [7], Hu et al.
introduce the general mechanism of packet leashes to detect wormhole attacks. Two types
of leashes are used: geographic leashes and temporal leashes. A leash is any information
that is added to a packet designed to restrict the packet’s maximum allowed transmission
distance. However, to form a leash, each node must know its own location and have syn-
chronized clocks. In [8], the End-to-end Detection of Wormhole Attack (EDWA) is pro-
posed in wireless ad-hoc networks. The source node estimates the minimum hop count to
the destination and compares the hop count value received from the reply packet to detect
the wormhole. Obviously, each node should measure its geographical location through a
GPS. There are some solutions based on the discovery and maintenance of node neighbor-
hood. For instance, LITEWORP [12] uses secure two-hop neighbor discovery and local
monitoring of control traffic to detect nodes involved in the wormhole attack. It provides
a countermeasure technique that isolates the malicious nodes from the network thereby
removing their ability to cause future damage. MobiWorp [13] is further proposed to com-
plement LITEWORP by introducing some location-aware mobile nodes.

Most existing solutions are based on the network topology. Lazos et al. [14] present
a graph-based framework to tackle wormhole attacks. Making use of geometric random
graphs induced by the communication range constraint of the nodes, the authors present
the necessary and sufficient conditions for detecting and defending against wormholes.
In [16], the authors propose a wormhole detection approach with only local connectiv-
ity information. The algorithm uses only connectivity information to look for forbidden
substructures in the connectivity graph. In [4] a distributed connectivity-based wormhole
detection method is proposed. Each node collects its k-hop neighborhood and checks
whether the boundary of its k-hop neighborhood sub-graph has one or two circles. Its
basic idea is based on the observation that the neighborhood that encloses a wormhole
link will have two cycles and single cycle otherwise. In [3], authors develop a simple dis-
tributed algorithm for wormhole detection in wireless ad hoc and sensor networks, using
only the communication graph, and not making unrealistic assumptions. Their algorithm
works well in relatively dense and regular networks but results in many false positives in
sparse or random networks. In [15], each node locally collects its neighborhood informa-
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tion and reconstructs the neighborhood sub-graph by Multi-Dimensional Scaling (MDS).
Potential wormhole nodes are detected by validating the legality of the reconstruction.
Then, a refinement process is introduced to filter the suspect nodes and to remove false
positives. In the paper [21], wormhole attack detection is proposed based on Round-Trip
Time (RTT) between successive nodes and congestion detection mechanism. If the RTT
between two successive nodes is higher than the threshold value, a wormhole attack is
suspected. If a wormhole is suspected, node’s transitory buffer is probed to determine
whether the long delay between the nodes is due to wormhole or not, as delays can be
caused due to congestion or by queuing delays.

3. Proposed wormhole detection method

Detecting wormholes in WSNs is essential since they can make the routing protocols
malfunction. In this paper, a highly efficient wormhole detection method named TRM is
developed, which uses the local neighborhood information to calculate the transmission
range.

3.1. Network model

In order to prepare for the discussion of the wormhole detection, the network model is
presented first. In the network model, a WSN with N sensor nodes is considered, which
can be denoted by a directed graph G = (V| E). In this graph, V is the set of vertices
indicating the sensor nodes and E is the set of direct edges indicating the wireless links in
the graph. The graph takes a Unit Disk Graph (UDG) [17] as its connectivity model. In
UDG, each node is modeled as a disk of unit radius in the plane, which indicates the trans-
mission range of a single node. Each node is a neighbor of all nodes located in its disk.
Nodes are randomly distributed in the specified area. Two types of nodes are considered in
the network: normal nodes and malicious nodes placed by the adversary. Malicious nodes
differ from normal nodes in their transmission range, power and calculation capability.

3.2. Adversary model

As described in Section 1, one end of the wormhole eavesdrops on packets, tunnels them
through the wormhole and replays them at the other end of the wormhole. The adversary
can place many pairs of malicious nodes to deploy wormholes across the whole network.
The adversary’s goal is to attract as more routes through the wormhole link as possible.
And as long as the wormholes are placed carefully, the majority of the network routes can
be attracted to the wormhole link. To introduce our wormhole detection method, some
assumptions must be made first. These three assumptions following lay a foundation for
our wormhole detection method.

1. The wormbhole link is long enough so the regions of the two end points don’t overlap
with each other [17]. For example, A and B in Fig.1 are well separated from each
other, i.e., they are multi-hops away.
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2. There is some time t when the wormbhole is absent, so the sensor nodes have enough
time to establish their neighbors.

3. The wormbhole is closed [25]. The wormhole attacks are divided into three groups
(closed, half open, and open) according to the format of the tunnel and attacker’s
capability. In this paper, we focus on the closed wormhole attack.

3.3. Principle and analysis

In order to explain our wormhole detection method, its principle analysis is presented
first. In the network, each node pair can establish a link because their distance is less than
or equal to the transmission range r. For any node m, the neighbor set of m is denoted
by N(m). For example, if a node B can receive packets from node A with one hop, node
B is a neighbor of node A and meets B € N(A). The principle is to check the neighbor
topology by using the geometric relationship of nodes’ locations under the constraint of
the communication range of the two involved sensor nodes.

Fig. 2. Neighbor Nodes without Wormhole

The principle is illustrated in Fig.2 by studying the geometric relationship among
nodes in the network without wormholes. Node A and B are two neighbor nodes to be
checked. Node C' meets C' € N(B) but C ¢ N(A). The transmission range of node A,
B and C is r. When node A adjusts its transmission range to R = 2r in Fig.2, all the
neighbors of node C' become neighbors of node A. So it meets that C' € N(A) and N (B)
C N(A).

The geometric relationship among nodes in the network under wormhole attack is
totally different as shown in Fig.3. Node A and B are two neighbor nodes which are
connected via the wormhole link. Node C' and D both meet that C', D € N(B). Node A4,
B and D are mutually neighbors due to the wormhole link as described in Section 1.

Node B and D lay in node A’s neighbor list due to the wormhole link. Node C is
far from the wormhole end point and thus free from wormhole attack. The transmission
range of these four nodes is r at first. Then the transmission range of node A is expanded
to R = 2r. Node D is node A’s neighbor connected by the wormhole link. However,
since node A and B are multi-hops away from each other, node C is still not a neighbor
of node A even though the radius of node A is doubled. After increasing the radius of
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Fig. 3. Neighbor Nodes with Wormhole

node A, one of node B’s neighbors is still not a neighbor of node A. So it meets that D €
N(A) and C ¢ N(A). As aresult, not all the neighbors of node B turn into neighbors of
node A, which meets that N(B) ¢ N(A). And this can be used to check whether there
exists a wormhole between two sensor nodes.
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Fig. 4. Neighbor Nodes with Wormhole

Then we make some calculations to prove that the above principle is feasible. As
shown in Fig.4, the distance between A and B is denoted by d1; the distance between B
and C is denoted by d2, the distance between A and C is denoted by d3. There are two
cases of node-relative position: triangle and line. According to the neighbor relationship
described above and their transmission range 7, it is obvious that d1 < r and d2 < r.
In the triangle case, it can be seen that d3 < d1 4+ d2 < 2r. In the line case, it can be
seen that d3 = d1 + d2 < 2r. So we can get d3 < 2r. Since the radius of node A is
R = 2r, node C is within node A’s transmission range. And it meets that d3 < 2r for
VC' € N(B). Therefore, we can get the formula N(B) C N(A). When the network is
under the wormhole attack, the actual distance of the two neighbor nodes A and B may be
very far away. It may meet that d3 > 2r for VC' € N(B). Node C is still not a neighbor
of node A after expanding its radius to 27. But due to the wormhole, some node like D
in Fig.3 may still be a neighbor of node A, which means that C ¢ N(A), 3C € N(B).
Therefore, we can get N(B) ¢ N(A). Now we can get the conclusion that:

1. When there is a wormhole and the transmission range of node A is R, there must
existanode C € N(B) butC ¢ N(A).
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2. When there is no wormhole and the transmission range of node A is R, all nodes
C e N(B)meet C € N(A).

3.4. Detection procedure

Based on the principle of detecting wormholes, detailed detection procedure will be pre-
sented in this section. Two neighbor nodes such as node A and B are to be checked
which has its neighbor list N(A) and N(B) separately. The neighbor list information
can be exchanged between neighbors through periodic beacon messages. After nodes A
and B exchange the neighbor list information, the detection procedure will begin. Node
A notifies all its neighbors in N(A) through its beacon messages that will increase its
transmission radius. The neighbor nodes receiving this notification will not change their
transmission radius in the next beacon time. Then node A increases its transmission range
to 2 and updates its neighbor list N (A). Finally, node A compares N(A) and N(B):

1. If the neighbor lists N(A) and N (B) satisfy N(B) C N(A), then there is no worm-
hole link between node A and B.

2. If the neighbor lists N(A) and N(B) satisfy N(B) ¢ N(A), then there is a worm-
hole link between node A and B.

The node A and B in Fig.4 is used as two tested nodes to describe the main wormhole
detection procedure of TRM algorithm. The flow of wormhole detection is shown in the
Fig.5. In our model, every node has a current list of its neighbors. Moreover, the neighbor
list is regularly updated. Each node can request its neighbors to get their neighbor lists
by transmitting a beacon message to its neighbors. Finally, each node can know one-hop
neighbor information and two-hop neighbors as well. After a node starts the wormhole
detection process, the node first broadcasts a beacon message including a packet to notify
its neighbors, which will increase the transmission range. All nodes receiving this notifi-
cation will not change their transmission range in the next beacon period. After sending
the message, the transmission range of node A is increased to 2r. If the neighbors of node
B are still neighbors of node A, node A will search from the neighbor list in the next
beacon period. If B’s one neighbor, node C, is still not a neighbor of A, a wormhole will
be detected. From Fig.5, we can see that communication links between nodes are required
to establish in the primary stage. Then a node adopts the neighbor discovery mechanism
to establish the link with other node. During the discovery stage, every node will send
its own neighbor list to its neighbors by sending beacon frames. By this way, each node
can get its neighbor information within two hops. Finally, the network topology will be
established. The beacon information will be transmitted at regular intervals. After chang-
ing the radius, a test node will update its neighbor node list in the next beacon time. By
comparing its current neighbor list with the previous list, a test node can find the existence
of false topology that does not exist in a normal network. Then the wormhole is detected.

In some wormhole detection methods based on statistical analysis, the algorithm cal-
culates the link frequency statistics for some time to determine the presence of a worm-
hole. This method must work after the routes are established and transmission is observed
for some time. TRM algorithm can begin execution before the route establishment phase
causing a large number of packets to be transmitted to the base station. In this way, worm-
holes can be detected before the network traffic to be sent. Then the administrator of the
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network can eliminate the bad effects of wormholes. The description of the algorithm is
shown in Table 1.
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Fig. 5. Wormhole Detection Process

3.5. Complexity and feasibility analysis

In order to demonstrate that our algorithm is a lightweight one, the complexity of the
wormhole detection is analyzed from the aspects of time complexity and space complex-
ity. The time complexity is the time consumed by executing the algorithm. In order to
obtain the time complexity, the consumption time of detecting a pair of wormhole nodes
is calculated firstly. Suppose there is a wormhole between node A and node B. The al-
gorithm needs to find a node in N(B) but not in the neighbor list of node A. Since the
number of neighbors is a constant ¢, the time complexity of wormhole detection is O(C),
i.e., O(1). Secondly, the consumption time of detecting all pairs of wormhole nodes is
calculated. At this time, every node and its neighbors should be checked. When the num-
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Table 1. Transmission Range based Method to Detect Wormholes

Line Description

1 Given: Network N with node radius r, wormhole number c¢=0
2 While check every node m in N do

3 Expand radius of m to R = 2r

4 For each node n in N(m) do

5 If there exists once d€ N(n) and d ¢ N(m)

6 then c+1

7 end for

8 end while

ber of nodes is limited such as n and the number of its neighbors is ¢, the time complexity
of TRM is O(cn), i.e., O(n).

The space complexity is defined as the storage space. In the TRM, the space com-
plexity is influenced by the number of nodes in the network. According to our algorithm,
except the neighbor list, no extra data structures are required to store in TRM. Suppose
there is a wormhole between node A and node B. Because only neighbor information is
stored, the space complexity is obviously O(1). When all the n nodes in the network are
checked, the space complexity is O(n). The feasibility of the algorithm is that every node
must have its neighbor nodes. Suppose n nodes are distributed in a square region with the
side length d and the transmission radius 7. According to TRM algorithm, the number of
nodes in each row is v/n lying on a line of length d. The distance between two neigh-
bor nodes is ﬁ. Every node can communicate with each other as long as the distance
between neighbor nodes is less than the node’s transmission radius. So it should be met

7:{71 < r, which is easy to implement. However, there may be some particularly isolated
nodes, which doesn’t make sense for the wormhole attacker. In summary, the feasibility
of the proposed algorithm has been verified.

4. Simulation analysis

In order to verify the performance of our wormhole detection method, various experi-
ments have been carried out. In the simulated system scenario, the wireless sensor net-
work consists of 100 sensor nodes. First, we show the great damage of wormhole attack to
the network. Among the entire nodes, ten source nodes and ten destination nodes are se-
lected randomly. Then routes are established between those source and destination nodes.
The routes are set up using the basic Shortest Path Algorithm for simplicity. Then it can
be seen in the simulation as shown in Fig.5 that the routes are badly corrupted due to the
existence of wormhole. The routes are broken since the routes cross the wormhole end
points. In this way, the traffic can be attracted to the wormhole link and the adversary can
mount further attack like sinkhole attack or just eavesdrop on the information:

In the experiments, the nodes are distributed randomly in 5x5, 10x10, 15x15, and
20x20 square separately. The node transmission range is 2 meters and nodes are dis-
tributed randomly, which forms a unit disk graph for universality. The wormholes are also
placed in a random way.
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In Fig.7, the wormhole detection rate is calculated as the number of wormholes in-
creases from 2 to 40. The detection rate is also compared under different system scenario
in which the networks with the same number of wormholes have different node densities.
Network distribution area 5x5 corresponds to the greatest node density. And the node
density decreases as the network distribution area increases to 10x10, 20x20, and 30x30.
It can be seen from Fig.6 that the bigger the node density, the higher the detection rate.
The detection rate is perfectly 100% when the side length of the network is square since
it’s easy to detect wormholes when a node has many neighbors. A node’s detection failure
can be complemented by another neighbor node. The detection rate is not 100% because
some neighbor nodes around the wormhole can’t detect the wormhole link. The detec-
tion may fail because the node has nearly no neighbor to check the local neighborhood
information using our method. This situation, which is of low probability in practical ap-
plication, happens in very spare network or some isolated sensor nodes. Moreover, there
is no worth for the adversary to attack such isolated sensor nodes because little traffic will
be caused to use by the attack.

To compare the performance of TRM with other wormhole detection method, two
other kinds of detection methods are simulated in the experiments. The Transmission
Time based Mechanism (TTM) [13] detects wormhole attacks during the route setup pro-
cedure by computing transmission time between every two successive nodes along the
established path. The Four Way Handshaking algorithm (FWH) [18] uses a simple four-
way handshaking messages to exchange. It can be seen from Fig.8 when the wormhole
length is smaller than 10, our method can achieve the highest detection rate. When the
wormhole length is 2, the transmission time of two neighbor nodes created by wormhole
link is not too long to be detected. The FWH algorithm is also affected by the time. Our
TRM has nothing to do with the time and detect the wormholes according to the geomet-
ric relationship of nodes as described in section 3. So our TRM can have high detection
rate all the time in different network scenarios.
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Fig. 8. Detection Rate of Different Detection Methods
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In Fig.9, the detection time of TRM and TTM algorithm is compared. The actual
average transmission time between one-hop nodes is ten milliseconds. However in TTM,
the RTT between two nodes connected through the wormhole link is calculated since the
two endpoints of wormholes are far away. In TTM, the detection result is obtained through
calculating transmission time. So the detection time is longer when the wormbholes are far
away. It can be seen in Fig.9 that the detection time increases greatly as the length between
wormholes increases. In TRM, however, the wormholes are detected by checking the
false neighbor topology. The wormholes can be found out by calculating the geometrical
relationship between nodes. In this way, the computation is of low complexity and more
quick. At the same time, since the node’s neighbor list has nothing to do with the length of
wormholes, the wormhole length doesn’t affect the detection time. So the detection time
doesn’t increase greatly as the length of wormhole increases.

5. Conclusions

Wormbhole attack in WSNs has been drawing more and more attention since it can disrupt
normal network routing protocols. However, in previous work of wormhole detection,
most of them need either extra hardware or clock synchronizations and suffer from high
complexity. In this paper, an efficient wormhole detection method is proposed, which is
based only on local neighborhood information. Through judging the node’s position, we
can determine whether the node is in the local network topology affected by the wormhole
link.

In the detection procedure, the neighborhood information of each node is updated and
exchanged periodically between neighbors along with the increment of the transmission
range. A local topology that has a wormhole link finally reports a mismatch of the neigh-
borhood information between nodes. According to the analysis, the algorithm gives O(n)
for both of the time complexity and the space complexity.

The simulation results also demonstrate that our wormhole detection method can
achieve a high wormhole detection rate. For the simulation, we organized a wireless sen-
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sor network with 100 sensor nodes and deployed up to 40 wormholes in it with different
density. In case of a denser network with more wormholes, the detection rate was getting
higher. In the performance comparison with other detection methods, the proposed TRM
gave much bigger detection rate for wormholes with shorter lengths.

In the future, the proposed algorithm is required to enhance the performance for coarse
networks and consider the separated nodes as well as optimizing the procedure even for
dense networks. Performance of the proposed TRM algorithm also should be evaluated
for various network conditions such as the case that the network has frequent link breaks
between nodes as a common problem in a practical environment.
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Abstract. In the past decades, cooperative communications schemes have gained
significant attention in wireless networks. The cooperative scheme leads to longer
transmission time which can considerably degrade the system performance. We
evaluate the saturation throughput and saturation delay of the Markov chain
model with direct/cooperative schemes to support QoS in WLANSs. Simulation
results show that differentiating the contention window size is better than
differentiating the arbitration interframe space in terms of throughput and delay.
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1. Introduction

In recent years, the cooperative communications market is experiencing an explosive
growth. With the introduction of relays, an auxiliary channel, the relay channel to the
direct channel between the source and destination can be generated. That is, the relays
help forwarding the signal from the source to the destination [1]. As a result, spatial
diversity which ameliorates the frame error rate is generated via the help of relay
channel. On the other hand, cooperative scheme leads to longer transmission time which
can considerably degrade the system performance. There have been many performance
analyses of the cooperative communication systems. Yan Zhu et al [2] showed the
effectiveness of utilizing collaborative relays in a large-scale network is penalized by the
elevated level of interference. G. Jakllar et al [3] showed that virtual multiple-input
single-output (MISO) transmissions can improve the performance and be robustness to
link failures due to mobility and interference and the advantage of using virtual antenna
arrays is it does not require and additional hardware. Zhiguo Ding et al [4] proposed a
spectrally efficient strategy for cooperative multiple access systems in multiple-users
environment and it can achieve more robust performance than the direction



1144 Chien-Erh Weng et al.

transmission. K. Lee et al [5] focused on the concept of power consumption and
examined the performance of heterogeneous cooperative networks with the source that
do not act as relays and relays that are dedicated to relaying functions with concern
about power consumption. Most of research mainly focused on the designs of
cooperative protocol schemes and how to gain benefits of spatial diversity based on
information theory. In order to evaluate the system performance, a suitable analytic
model that combines the traditional direction transmission and the cooperative
transmission from the medium access control (MAC) perspectives should be exploited
and with the population of multimedia applications, including the transport of voice,
audio and video over WLAN:S, there is a clear need to support quality of service (QoS)
guarantees. In this paper, we utilize the Markov chain model with direct/cooperative
transmission scheme to support QoS guarantees from the MAC perspectives to analyze
the saturation throughput and saturation delay.

The rest of this paper is organized as follows. An overview of the system model is
depicted in Section II. The performance analysis of the model is depicted in the Section
III. The simulation results are shown in Section IV. Finally, Section V gives the
conclusions.

2.  The System Model

To analyze the performance of the Markov chain model, we follow the considerations of
[11]. We assume a fixed number Ni of contending stations in the network and a given
station in the priority i class (i = 0, 1, ... , n-1). Let b(i, 7) be the stochastic process
representing the backoff timer of a given station at slot time t (note that the backoff
timer is stopped when the station senses that channel is busy). The value of the backoff
timer is uniformly chosen in the range (0, W,; ;) and depends on the station’s backoff
stage j. For convenience, we define that

2j CVVi,min
Mol ew

i,max

0<j<m
m< j<m+r (D

where CW; i, is the minimum contention widow for the priority i class and CW; .. is the
maximum contention widow for the priority i class, and m is the maximum backoff
stage. Moreover, let s(i, #) be the stochastic process representing the backoff stage j of
the station at time t. On this condition, we can describe the state of each station in the
priority i class is as {i, j, k}, where j stands for the backoff stage and & stands for the
backoff timer.

There is another state in our model, additional idle state, denoted by {i, -1}. The
backoff procedure is activated whenever a station has a frame to transmit and senses the
channel is busy or whenever the transmitting station infers a failed transmission. If the
station verifies its current transmission is successful and senses the channel is idle for
arbitration inter-frame spacing in priority i class (AIFS[i]) duration, it enters into the {j,
—1} state. If the station is at {i, -1} state, whenever it senses the channel is idle for
AIFS[i] duration, it transmits its frame without entering the backoff procedure.
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The state transition diagram of the Markov chain model in the priority i class shown
in Fig. 1 has the following transition probabilities:

The station transmits its frame without entering the backoff procedure if it senses that
its previous transmission was successful and the channel is idle for AIFS[7] duration.

Pli,-1li-1}=(1-P,)(1-B,). )

The station defers the transmission of a new frame and enters stage 0 of the backoff
procedure if it detects a collision occurred or it senses the channel is busy.

P{i,0.k

ia_l} = (sz +B,dir _B,bE,dir )/VVi,o ,0< k< Wi,o -1 3)
The backoff timer is stopped when the station senses that channel is busy.

Pli,j.k

i,j.k}=P,, 0<j<m+r, 0<k<W, -1 )
The backoff timer decreases when the station senses that the channel is idle.

P{i, j.k

i,j.k+1}=1-P, 0<j<m+r, 0<k<W, -2. (5)

The station chooses a backoff delay of stage O if its current transmission was
successful and it senses that the channel is busy when it tries to transmit a new frame.

P{i,O,ki,j,O}z(l_f;ﬂ, 0<,/<l-1,0<k<W,-1.
©)
(I_Bc(m )Rb
P{i,0,kli, j,0} =——"22 (< j<m+r—1, 0<k<W, -1

Wio

Where ¢ is the backoff stage to distinguish the strategy adopting cooperative
transmission, the parameters P; 4, is the probabilities in the priority i class for receiving
incorrect frame at the destination via the traditional direction transmission, P;; is the
probability that the station in the priority 7 class senses that the channel is busy.

The station enters into the {i, -1} state if it verifies its current transmission is
successful and senses the channel is idle for AIFS[i] duration.

Pli,-1

i’j’o}:(l_B,dir)(l_E,h), 0<j</-1.

7
Pli-1 ?

i,‘j’o}:(I_Pi,coop)(l_Pj,b), ES]SWI—H”—]

The station choices a backoff delay of next stage j after an unsuccessful transmission
at stage j—1.

P{i, j.k
P{i, j.k

iaj_ 1»0} = R,dir/W

ij?

1<j<v.
(®)

inj_lao}:])i,coop/VVi,j’ K+1Sj£m+r.
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When the station has reached the last stage of backoff procedure, it would drop the
current frame and enter {i, 0, k} state if it detects its current transmission is still failed
and the channel is busy during an AIFS[/] duration.

P{i,0,k

i,m+r,0}=P, /W, 0<k<W,,~1. )

When the station has reached the last stage of backoff procedure, it would drop the
current frame and enter {i, —1} state if it detects its current transmission is still failed
and the channel is idle for AIFS[i] duration.

P{i,~1fi,m+r,0{=1-P,. (10)
(I_Pi,dtr)(l_Pi,b)
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Fig. 1. Markov chain model with direct/cooperative strategy for the priority i

The parameters P,z and P;.,, are the probabilities in the priority i class for
receiving incorrect frame at the destination via the traditional direction transmission and
the cooperative transmission, respectively. Note that the unsuccessful reception of
frames at the destination is considered to result from either the frame collision or the
channel noise. Thus, the parameters P; 4 and P; ., can be expressed as
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P,dir zl_(l_FERdir)(l_l)i,c)7
p (1)

i
c)’

Pi,coop = 1 - (1 - FERcoop)(l

where P;. is the probability that the transmitted frame collides for the priority i class.
FER;, and FER,,, are the frame error rates at the destination via the traditional
direction transmission and the cooperative transmission, respectively.

We have to calculate the probability that a station in the priority i class is at state
{0 ky.

Let b, =lmP{s(ir)=7.b(z7)=k} be the stationary distribution of the Markov chain [6].
In steady-state we have following relations:

b .o =Plb,, 0<j<f
i .0 @ oo J (12)
b o =PyPloboo. £+1<j<m+r.
b= (13)
ik = ° ; 13
to-p, o,
1_3})
b,_, = ’ b,gg-
' Pi,b +B,dir _B,bB,dir ” (14)

Let 7; be the probability that a station in the priority i class transmits its frame during
a slot time. A station in the priority 7 class transmits its frame when its backoff timer
reaches zero, regardless of the backoff stage, i.e. the station is at any of the b, states or
at the b,,- state. Therefore, we have

m+r

T =b; 4+ Z B0
= (15)
5 ( i £ 1—Pi€;i1r+Pe 1_Pi7,?:£;e)b
Pis +Praw—PiaPiar 1 —Prgw o YO —Poop)

Let N;(i=0, 1, ..., n— 1) denote the number of station in the priority i class and P,
denote the probability that there is at least one transmission in a slot time, i.e., there is at
least one station transmits during a slot time. Therefore, we have

n—1

R=1-11(-7)" (16)
h=0
Let P;, denote the probability that the transmission is successful during a slot time for
the priority i class, i.e., a transmission is assumed to be successful when only one station
transmits. So we have

n—

1
P =nr.(1-z)"" 1-7,)".
i,s i l( l) h:o’h¢i( h) (17)
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Let P;, be the probability that the station in the priority i class senses that the channel
is busy when it is trying to decrease its backoff timer in a slot time. The probability P;,
that the station in the priority i class senses that the channel is busy is given by

N1 - N,
Ry =1=(1=7)"" [T (1-%)" (18)
h=0,h=i
Moreover, let us introduce the parameter P;, that is the probability for the priority i
class of the traditional direction transmission considering at least one transmission
happens. Thus, we have

/-1
bi,fl + Zbi,h,o
By=——mr—
bi,—l + Zbi,j,o
=0
1-P 1-P (19)
ib + i dir
_ Pz,b + Pi,dir - Pi,b])i,dir 1- B,dir
1-P 1-p 1-pmrt
= + — + E,[dir i,coop =
[)i,b + ])i,dir - ])i,hl)i,dir 1 - B,dir 1 - E,coup

3.  Performance Analysis

In this section, the purpose of our analysis is to evaluate the saturation throughput and
the delay performances of Markov chain model with traditional direction and
cooperative transmission strategies. Based on the previous description, we can derive
the close forms for system performance metrics of saturation throughput and delay.

3.1. Throughput Analysis

Let S; denote the normalized saturation throughput of a given priority i class [7]. We can
express it as (20). The parameter E[7p;] is the average duration of transmitting payload
information successfully in a slot time for the priority i class, which is derived as

ET, ]

E[TB]+§E[7}J]+E[TCJ+E[TEJ' (20)
£(1,)=E.2|E, (1IZFER,,)+(1-E, )(1- FER )7

S, =

1

i,coop payload >

where T,,/044 1 the average duration to transmit the payload information. The parameter
E[Tp] is the average duration of non-frozen backoff timer. And the parameters E[7,],
E[T¢;] and E[Tg,] are the average duration for the priority i class of the successful
transmission, the transmitted frame colliding and the transmitted frame is error due to
the channel noise, respectively. Those parameters can be derived as
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E[1,]=(-R)o: @

E[T, 1= P.B| B, (1=FER, ) T2y, + (1=, ) (1= FER,, )T, | 22)
[T, = PR BT +(1-P, )T, | (23)
E[T,,]=R,B| P FER,T, +(1-B,)FER,,T,, | (24)

The parameters of above equations can be obtained as follows. ¢ is the size of a slot
time. As mentioned before, FER; and FER.,, are the frame error rates at the
destination via the traditional direction transmission and the cooperative transmission,
respectively. T, and 7 ~ are the average durations for the priority i class that the
channel is captured with a successful transmission via the traditional direction
transmission and the cooperative transmission, respectively. Similarly, 7, and 7,
are the average duration for the priority 7 class that the channel is captured with a
collision. Note that the average time to detect the error frame is considered the same as
that to receive the frame successfully. The values of the above durations depend on the
channel access method and are defined as follows.

TS‘

i,dir

+T s +O +SIFS + T, +8 + AIFS[i],
Zscoop 2(];1eader payload +5+S[FS)+TACK +5+AIFS[ ]
+T +0 + AIFS[i],

payload
T o = 2 Treaser + Tyayinaa +6) + AIFS[i].

i,coop payloa

=T

header

(25)
];,‘d[r = T

header

RTS/CTS mechanism,

T =Tos +O+SIFS + T +0 + SIFS 4T,

1

T i + 0 +SIFS+T 0 + 5+ AIFS[i],
s+ 0+ SIFS )+ T, +0+ AIFS i

eader

T CRTS+§+S[FS+TCTS+§+SIFS+2(

ILOUp
TS, =Ty + 6+ AIFS[i],
T¢,., = Tops +0 + AIFS[i].

i wop

I (26)

header pm yloa

The parameters Teauer, Tack, Trrs, Tcrrs and Ters are the durations to transmit the
header, ACK frame, RTS frame, CRTS frame and CTS frame, respectively. And § is the
propagation delay.

3.2. Delay Analysis

Saturation delay D; is the average delay (defined as the time from the generation of a
frame to the source is acknowledged by the destination) for the priority i class under the
saturation condition and includes the interframe spaces (such as SIFS), the channel
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access delay (due to backoff, collisions, etc.) and the transmission delay [8]. Let X; be
the random variable representing the total number of backoff slots for the priority 7 class
without considering the case that the backoff timer is stopped when the channel is
sensed busy. The probability that the frame in the priority i class is successfully
transmitted at the (j+1)th transmission and the average number of backoff slots that the

station needs to transmit a frame successfully at the jth retry is Z . Thus, we have
m+r it J VVi,h —1 (27)
E [Xl] z idir z i dtrPI ,Coop Z 2 Pi,suce °
j=t+1 h=0

where P; .. 1s the probability for receiving correct frame at the destination for the
priority i class which can be derived as
B,.\'u(c = RA})I \_P (1 FERdlr) (1 P )(1 FERwU]J )J (28)
The probability that channel is sensed idle is (1—P;;). Let Fi be the random variable
representing the total number of backoff slots when the backoff timer is stopped for the

priority i class. Thus, we can regard E[X;] and E[F;] as the total number idle and busy
slots that the frame encounters during backoff procedure , respectively. We have

E[E]z#E[Xl] (29)

Let E[BD;] denote the average backoff delay that the station in the priority i class
experiences before accessing the channel. We have

E[BDI] [F]( ibs 13+Pth]—l'L) (30)

The parameters P;,; and P;,. are the probabilities that the transmission is successful
and the transmitted frame collides on the condition that the channel is busy, respectively.
We have

_(N-D)g (=) ﬁ(l—rh)N",

o F, 120 i 31

T;s and T;. are the total durations that the channel is captured with a successful
transmission and a collision for the priority i class, respectively.

T,,=P,(1-FER,)T;, +(1-P,)(1-FER,,,)T;

i, i,coop

T, =P, +(1-P,)T; ¢

1,c 1 (UOp

Let E[N;ey] denote the average number of retries for the priority i class which is

derived as
I: i nl}y] [zpl dir + z pl a’wpcoopj isuce (33)

Jj=l+1
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As mentioned before, the saturation delay includes the interframe spaces, the channel
access delay and the transmission delay. Thus, the delay for the priority i class can be
derived as

D,=E[X,)o+E[BD])+E[N,,,, (T, +T,)+T,
= E [Xl ] o+ E [F;](Pi,bsjz,s + Pi,bcj;,c ) + E[Ni,retryil(];,c + 7; ) + 7;,3 . (34)
T, is the duration that a station has to wait when its frame transmission collides before
sensing the channel again.

3.3. Cost Function Analysis

The optimal performance is achieving by maximizing the throughput and minimizing the
delay. There is always a tradeoff between throughput and delay [9]. Thus, we introduce
the concept of cost function C [10] that is the tradeoff between throughput and delay to
determine the cooperative transmission strategy. The larger value of cost function means
that the system performance is better because the throughput is higher and delay is
smaller. The cost function is defined as the ratio of the saturation throughput (S) to the
saturation delay (D), which can be derived as

C=S/D. (35)

4. Numerical Results

In this section, we show the results that utilizing the optimal cooperative transmission
strategy. The parameters of our analysis are as follows: Frame payload = 1023 bytes,
ACK = 14 bytes, RTS = 20 bytes, CTS = 14 bytes, SIFS = 10 us, DIFS = 50 us,
propagation delay = 1 us, CW,,;,, = 32, CW,,,. = 1024. For demonstration purposes, we
adopt four priority classes, i.e., i = 4. And we utilize the default parameter values which
are defined in IEEE 802.11e standard.

The saturation throughput performances under different channel conditions are
depicted in Fig. 2 to Fig. 3. From the results, we know that the IEEE 802.11e EDCA
priority mechanism is quite effective in throughput. The contention window
differentiation can provide the different probability of accessing the channel. A station
with lower values of backoff parameters (CW,,;, and CW,,,,) has higher probability of
winning the contention in comparison to station with higher values. Thus, AC 3 class
has the highest priority because it has the lowest backoff parameters. The throughput of
AC_0 is the same as AC_1 because the parameter 7p,,,s 0f each AC is the same and the
contention window parameters of AC 0 is the same as AC 1, i.e., the E[7p;] of AC 0 is
the same as AC 1.
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Fig. 2. Throughput with RTS/CTS mechanism (FERdir = 0.9)

With RTS/CTS mechanism
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Fig. 3. Throughput with RTS/CTS mechanism (FER ;. = 0.6)

The delay performances under different channel conditions are depicted in Fig. 4 to
Fig. 5. After every busy channel period, each station has to wait for the duration equal to
its AIFS value. If the AIFS values are different, there is a time in which the stations with
shorter AIFS values (the higher-priority) may access the channel, while the stations with
longer AIFS values (lower-priority) are prevented from accessing the channel. Thus, the
delay of AC 0 is higher than that of AC 1 because the value of AIFS[AC 0] is larger.
The delay of AC 3 class is higher than that of AC 2 class because the parameter P;; of
the AC 3 class is much higher than that of AC 2 (about 1.6 times). Hence, the backoff
delay (i.e., E[BD;/) that the station in the priority AC 3 class experiences before
accessing the channel is longer than the priority AC 2.
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With RTS/CTS mechanism
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Fig. 5. Delay with RTS/CTS mechanism (FERdir = 0.6)

The cost function performances under different channel conditions are depicted in
Fig. 6 to Fig. 7. We know that the EDCA mechanism provides the different priorities for
differentiate services by using different backoff parameters and AIFS values. Thus, we
can adjust the parameters to provide the different priorities with differentiated services
to get better cost function.
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5.  Conclusions

In this paper, the Markov chain model with traditional direction and cooperative
transmission strategies is proposed to analyze saturation throughput and saturation
delay. In general, cooperative communication can reduce the frame error rate; while the
rerouting delay due to the additional signal transmitted from the relay to the destination
can considerably degrade the system performance. To obtain optimal performance, the
cost function is introduced to tradeoff the system performance to determine the strategy
for adopting the cooperative transmission.

The theoretical analysis of this paper is very general, and we did not consider the
multi-rate transmission for the QoS requirements. We can extend the model to support a
multi-rate transmission and derive the numerical analysis in the future.
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Abstract. As one of the most popular Social Networking Services (SNS) in
China, Weibo is generating massive contents, relations and users’ behavior data.
Many challenges exist in how to analyze Weibo data. Most works focus on Weibo
clustering and topic classification based on analyzing the text contents only.
However, the traditional approaches do not work well because most messages on
Weibo are very short Chinese sentences. This paper aims to propose a new
approach to cluster the Weibo data by analyzing the users’ reposting behavior data
besides the text contents. To verify the proposed approach, a data set of users’ real
behaviors from the actual SNS platform is utilized. Experimental results show that
the proposed method works better than previous works which depend on the text
analysis only.

Keywords: behavior data, clustering, data mining, microblog, Weibo, Social
Networking Services.

1. Introduction

Social Networking Services (SNS) are changing the world. In the era of Web 1.0, most
netizens are just tourists to retrieve information from the Internet. Nowadays, this is not
the case. Massive messages are generated by the netizens and massive public
highlighting opinions are emerging. The era of “Information Explosion” has been
transformed in to that of “Opinion Explosion” with the support of Social Networking
Services, such as Microblog, Weibo (a kind of microblog in China), and etc. The
content on the Internet, such as the text, image, audio and video, and etc., is the primary
resource in the “Information” era. However, for one “opinion”, only content is not
enough [1, 2]. The social relation (e.g. follow, group, etc.) and users’ behaviors (e.g.
repost, comment, “@?”, etc.) play more important roles in forming an “opinion”.

Most works on SNS are based on analyzing the text contents for there have been
numerous of successful approaches on text mining. Unfortunately, these traditional
approaches which are designed to process normative and long enough texts don't work
well on SNS platforms because most of the messages are short texts. Even more, there
are many kinds of data besides short texts on SNS platforms which can’t be processed
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with these traditional approaches [3]. Further, many hot messages on SNS even have no
text, but only image or video etc.

Social links are more important in forming an opinion on the SNS platform. A
schema theory is proposed to help the semantic analysis for the links among objects in
[4, 5], which can be utilized in SNS platform. Social relations are more and more
frequently used in recent researches and applications [6]. However, there’re two
problems about social relations. 1) It is hard to discover all social relations among users
for its high dynamic changing and sometimes the overall relations are needed in
analysis. 2) Social relations are somewhat “static”- it’s somewhat “inharmonious” when
compared with SNS’s highly variable “dynamic”. It would be more exciting if new
“helper” like relations could be found [7].

In the SNS society, opinions are gradually formed in the dissemination process and
every behavior of users contributes to this process. Indeed, we can construct the Web of
opinions by extracting opinions from the users’ behavior data [8], where opinions can
be regarded as events correspondingly. Reposting is a strong opinion expression in SNS
(especially in microblog); because it shows that users have a strong wish to recommend
the reposted messages to their friends. In other words, one person reposting a message
shows his/her strong interest on the topic.

This paper proposes a method to cluster the Weibo messages, utilizing users’ interest
distribution in different messages which is mined from the reposting data. The
experiment results show it performs better than traditional works. The paper is
structured as follows. Section 2 introduces the related works and Section 3 introduces
the technology background and proposes a new method to cluster the Weibo data.
Experiments and analysis are presented in Section 4. Finally, we conclude the paper in
Section 5.

2. Related Works

Clustering is to organize data into sensible clusters, and is one of the most fundamental
modes for understanding and learning a data set. K-means is one of the well-known and
simple clustering algorithms proposed 50 years ago. In last decades, some useful
research directions, such as semi-supervised clustering, ensemble clustering and so on,
have been proposed [9]. K-means++ improves both the accuracy and speed of K-means
by choosing the initial seeds, which satisfies users better in some specific fields [10]. In
fact, K-means++ is exactly the vital inspiration of our new proposed algorithms.

TF-IDF scheme proposed by Salton and McGill in 1983 [11], is widely used to
characterize documents information retrieval systems based on the vector space model.
Many classical and modified TF-IDF based approaches were presented for text mining
in various fields, such as topic detection and tracking in [12] (proposing a term
frequency smoothing method which weaves time slices) and [13] (presenting a multi-
document summarizer, which generates summaries using cluster centroids), web pages
retrieval [14] (proposing several approaches to refining the TF-IDF by using one page’s
hyperlinked neighboring pages), image detection [15], and object matching in Google
videos [16] and so on. Especially, [17] proposes a perspective of TF-IDF measures for
text categorization based on term weighting theories and information theory. There are
also lots of researches based on TF-IDF for different purposes, such as introducing
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multi-language knowledge integration into social media datasets from Facebook and
Twitter for clustering [18, 19] (enriching data representation by employing machine
translation to increase the number of features from different languages, but it’s useless
for Chinese microblogs because of the metaphor and social background), quality-biased
ranking for the high-quality contents by a regression approach which incorporates
various features [20], content summarization from these collections of posts on a
specific topic [21], feature selection for microblog mining [22], real-time topical news
recommendation [23], hash-tag retrieval [24] (they all require the relative standard
format) and so on.

LDA (Latent Dirichlet Allocation), a generative probabilistic model using TF-IDF
for collections of discrete data, is a quite popular model for microblog mining [25].
Reference [26] characterizes microblogs with topic models based on “Labeled LDA”, a
partially supervised learning model. A modified model called “MB-LDA” is proposed
on topic mining in [27], which introduces the “@” and “RT” (Retweet, Repost) into the
LDA model to mine the latent relations in the conversations whose test data come from
Twitter in English. Short text in microblogs brings big challenges to microblog mining
utilizing traditional methods. Reference [28] proposes a method based on hidden topics
analysis and text clustering to discover news topics in microblogs. Although the
experimental results show this method works well on large-scale microblog dataset, the
small length of news in microblog cannot ensure completeness of the whole event.

Some other literatures put forward many creative ways to cluster microblog,
including using semantic knowledge [4, 5 and 29] and affinity propagation [30]. Using
the results of clustering, many more interesting works have been done to deepen the
research on microblog, such as identifying topical authorities [31].

As a typical measurement, TF-IDF earns big success in many fields, including
microblog mining. The TF-IDF based K-means algorithms also work quite well in
microblog clustering. This paper deploys a clustering framework for microblog
clustering based on K-means++, and propose a new RepSim measurement to measure
its distance. To test the effectiveness of the proposed method we take the TF-IDF for
comparison on the same data set with the same indicators.

3.  Methods and Design

Microblog data is a kind of typical big data, including contents, relations, and users’
behavior records. Considering the features of big data, approaches aiming to do
something with the microblog data should be high-efficiency and simple enough
(remember the saying “Keep It Simple and Stupid”). In this paper we attempt to find out
a measurement for clustering to represent the similarity between two microblogs, which
are effective and simple.

After some previous experiments, we find that the users’ reposting records data meet
our expectation. We here define a new “RepSim” (Reposting Similarity) distance
measurement for the similarity computation between Weibos using the users’ reposting
records data without considering the contents of the Weibo itself, employ K-means++ to
cluster Weibo data, while carefully choosing its initial centers, and then we randomly
select 100 hot microblogs posted recently from Weibo for the effectiveness test.
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Meanwhile, TF-IDF is applied to the same dataset, to compare with the RepSim’s
results. Three indicators, Cosine, Jaccard and Tanimoto, are used to evaluate the
effectiveness of proposed method.

We describe our framework in detail in this part.

3.1. Clustering Framework Based on K-means++

The K-means method is a widely used clustering technique that seeks to minimize the
average squared distance between two points in the same cluster. Its simplicity and
speed are very appealing in practice, but it cannot guarantee general accuracy currently.
K-means++ improves both the accuracy and speed of K-means by choosing the initial
seeds. We propose that our clustering framework is based on K-means++, choosing the
initial seeds according to author’s experience with the aim to make sure the results more
stable and credible, and is also relatively fair to TF-IDF and RepSim at the same time.
The K-means++ technological process is shown as follows:

S ]
/ Input data: N Choose
hot Weibos "| nitial centers

Y

Calculate

distance/similarity

Done )

F

¥ k4

For each Weibo
Evaluate choose the closest
center

F 3

— ¥

-
-
-

-~ S
- B
N—\\Cenlers change/d.//‘H(— Update centers

SN

Output data:
clusters

Fig. 1. The flow chart of K-means++ used in this paper

The three key points for the algorithm is how to choose the k initial centers, what the
similarity or distance definition is, and how to evaluate the clustering effectiveness,
which are colored red in Fig. 1.
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3.2 New Similarity Measurement “RepSim”

New Proposed “RepSim” means “Reposting Similarity”, which calculates the degree of
similarity between microblog M; and M; via the ratio of shared people in all who have
reposted the two microblogs. As mentioned above, “reposting” stands for “interest”.
Meanwhile, one person holds his/her interests stable relatively during a certain period.
According to the survey about reposting, it is true that a person is interested in a
microblog if he/she reposts it, and two microblogs might have something in common if
both of them are reposted by one person. So it has great probability that the two
microblogs belong to one cluster when clustering the set of microblogs. That means, the
more reposting people M; and M; share, the higher probability the two microblogs have
the similar topics or characteristics. Hence RepSim can measure the Weibo’s similarity
from the perspective of probability. We define RepSim as following:

IR NRy|

J T2 |Ri|*|Rj| : 1

Ri(R)) is the set of people who repostM; (M;).We use square root in the denominator
s0 as to process the balance of huge difference between their reposting times.

For example, there aretwo microblog messages reposted by people, R; = {A, B, C, D,
E}, R, = {C, E, F}, we can calculate RepSim of the two messages by:

IR; NRy| _ |{C.E}|: 2
VYIRiTxIR,[  V5x3 ViS5

In fact, RepSim performs quite differently between different microblogs. The
following scatter-gram shows the distribution on the 100 hot microblogs dataset.

Fig. 2 shows the distribution of RepSim of the 100 hot microblogs dataset, and there
are several points to note: 1) RepSim between most microblogs (over 91%) is less than
1%; 2) we divide the 1% into 10 parts with the step of 0.1%, so the distribution through
the histogram in the right side is relatively homogeneous; 3) it’s hard to get a large
RepSim, but RepSim has a clear discrimination for Weibo clustering.

Classical “TF-IDF” is a widely used method to characterize documents information
retrieval systems based on the vector space model. TF-IDF is a notable measurement to
express the similarity between two microblogs’ text (only for text). The TF-IDF formula
is:

RepSim;

~ 0.5164

RepSim, , =

n
TF,, = ——
e S )
n;; is the frequency of the particular word in the document £, and the denominator is
the total number of words in the document. The greater TF,; is, the more significant this
word is in the document £.
ID|

IDF; = log e 3

|D]is the total number of documents, and |{d:t; € d}| is the number of the
documents that include the word ¢. That means, the greater IDF; is, the more unusual
this word is to all documents.
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TF- IDFLJ = TFi,j X IDFl (4)

Now, from the above equation, we can get the conclusion that: the greater TF- IDF,; ;
is, the more representative this word is in the document k. Therefore, TF-IDF is a
notable measurement to express the similarity between two microblogs’ text (only for
text).

03144

0.1780

A B c1 c2 c3 c4 cs c6 c7 ca ca co
m>002 =>001 m®=m<0001 m<0002 m<0008 ®<0004 m<0005 m<0006 m=m<0.007 ®m<0008 ®™<0009 m<0.001

Fig. 2. The distribution of RepSim on the 100 hot microblogs dataset

For example, we have a set of text documents and want to find which document is
most relevant to the article “Chinese bee breeding”. A simple way to start is eliminating
documents that do not contain the three words “Chinese”, “bee” and “breeding” at the
same time. To further distinguish them, we may count the frequency each term occurs in
each document, called Term Frequency (TF), and compare them.

However, because the term “Chinese” is so common, which has appeared too many
times in the set, this will tend to incorrectly emphasize documents which happen to use
the word “Chinese” more frequently without giving enough weight to the more
meaningful terms “bee” and “breeding”. The term “Chinese” is not a good keyword to
distinguish relevant and non-relevant documents and terms when compared with the
less common words “bee” and “breeding”. Hence a factor, Inverse Document
Frequency (IDF),is proposed, which diminishes the weight of terms that occur too
frequently in the documents set while increases those that occur rarely.

So we can see that the TF value increases proportionally to the times a word appears
in the document, but the value IDF is offset by the frequency of the word in the corpus,
which helps to control for the fact that some words are generally more common than



Weibo Clustering 1163

others. And TF-IDF is the product of two statistics, term frequency and inverse
document frequency, which presents the contribution of a certain word.

Let’s focus on the instance of “Chinese bee breeding”. Suppose the article has 1000
words, and words “Chinese”, “bee”, “breeding” all appear 20 times, so the TFs of these
words are 0.02. After that, we find 25 billion web pages, and 6.23 billion web pages
contain the word “Chinese”, 0.0484 billion web pages contain the word “bee”, and
0.0973 billion web pages contain the word “breeding”. So TF, IDF and TF-IDF are
presented in the following sheet:

Table 1. TF, IDF and TF-IDF values of three candidate words

Words Web pages(bil) TF IDF TF-IDF
Chinese 6.23 0.02 0.60 0.01
Bee 0.05 0.02 2.71 0.05
Breeding 0.10 0.02 2.41 0.09

We can see that the TF-IDF value of “bee” is the highest one. So it is obvious that
“bee” is the keyword of the article, which is more representable than other two words.

3.3. Polymerization Degree for Evaluation

The standards mentioned in this section are based on the training set for evaluating the
degree of polymerization within the cluster or between the clusters, with the indicators
of Cosine, Jaccard and Tanimoto.

Cosine is a simple and popular indicator for evaluating the similarity between
vectors. Training data in this paper is vectors showed in Table 2.

t,
Cosine(x,y) = ”;””3;”. (5)

The x* is the transpose of the vector x, and ||x|| is the Euclidean norm of x, and it is
the same to ||y||.

The Jaccard index, also known as the Jaccard similarity coefficient, is a statistic used
for comparing the similarity and diversity of sample sets, which is defined as the size of
the intersection divided by the size of the union of the sample sets.

.. r+s
dG) = ©)
Jaccard(i, j) = . B 1-d(,)) (7
q+r+s

Where q is the number of vector elements which are not zero at the same time, r and
s are the number of vector elements when one is zero and the other is nonzero.

Various forms of functions described as Tanimoto Similarity and Tanimoto Distance
occur in the literature and on the Internet. Sometimes Tanimoto is called generalized
Jaccard. We calculate the Tanimoto with the formula as following, which is
mathematically different from the Jaccard.
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t.
Tanimoto(x,y) = m )

Where x* is the transpose of the vector x, and the same to y.

We evaluate the degree of polymerization via the following two dimensionalities:
within the cluster and between the clusters.

The degree of polymerization within the cluster is calculated based on the similarity
formulas described above, containing the item’s combination within the cluster. At last,
a mean value presents the degree of polymerization within the cluster. We define it as
following:

ZcECombinaton (M) Sim (9)

Polymerization_Int(M) = Combination Int (D[

For example, for the cluster {a, b, c} generated by the K-means++ algorithm, the
similarities between every two elements in the cluster are as follow:

Sim(a, b) = 0.5, Sim(b, ¢) = 0.6, Sim(a, c) =0.7.

So the polymerization degree within the cluster is:
ZceCombinaton M) Sim
|C0mbination,nt(M) |

_ Sim(a, b) + Sim(b, c) + Sim(a, c)
= 2
_054+06+0.7

i —

Polymerization, () =

=0.6

The degree of polymerization between clusters is quite similar with the degree within
the cluster, except that the combination is between different clusters, rather than within
the same cluster. We define it as following:

ZcECombinaton (M)Sim (10)

Polymerization_Ext(M) = Combination Ext (D]

“Int” means “within the cluster”, while “Ext” means “between the clusters”. These
two terms will be used later in this paper.

Finally, we define the polymerization of one time’s clustering via formula (11),
whose results are used as the global evaluation indicator.

Polymerization _Int (M)

Polymerization(M) = (1)

Polymerization _Ext (M)’

4. Experiments and Analysis

The experiments are designed as follows to cluster and evaluate Weibo with two
indicators, RepSim and TF-IDF. We use K-means++ algorithm to cluster the set of
microblogs, and the “distance” in the K-Means++ algorithm are RepSim and the cosine
value of TF-IDF vectors. We calculate the TF-IDF value of all the words appearing in
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the set. For each microblog, a vector of TF-IDF value of each word appearing in the
microblog is available. After that the cosine distance between any two microblogs could
be calculated by the vector we got and then K-means++ algorithm runs with the vector,
thus our set of microblogs could be separated into K clusters. As for the RepSim, we
calculate the RepSim between every two microblogs as the distances in the K-means++
algorithm. Thus, the set of microblogs can also be divided into K clusters.

After clustering, we evaluate the polymerization degree of these two methods. The
training data is the standard data for calculating the polymerization degree, and we
analyze the statistics at the end of the experiments. First, the polymerization degree
between any two pieces of microblogs is computed with the training data vectors, and
three kinds of computing methods are Cosine, Jaccard, and Tanimoto. So with the
formula of (9), (10), and (11), the polymerization degrees are available, which is
important for us to evaluate the results.

4.1. Data Set and Preprocessing

We design a test system to supervise testees to separate microblogs into different
classifications in dataset. Seven categories are adopted in our training: Politics,
Commerce, Social Focus, ESC (Educational Scientific and Cultural), Sports, Recreation
and Health. Testees are well trained and supervised during the whole test process, thus
the data training results are credible. We calculate the mean value of all testees’ data as
our test data:

M; = [mi,pmi,z:‘“:mm]T

m,; = Z”El”% (12)
Where C;, is the choice of person p,
1 if person p choose the lable
P = . 13
Cijp {0 else (13)

And P is the set of persons who participate in the experiment.

Table 2 shows part of the training results. Since more than one classification options
can be selected for a microblog, some sums of the training vector values are greater than
1.

Table 2. Examples of training set

Mid Politic Com Social ESC Sport  Recreate Health

1 0.7 0.2 0.7 0 0 0 0
2 0.4 1.0 0.5 0 0 0 0.2
3 0.2 0 1.0 0 0 0 0.1
4 0.2 0 0.3 0.9 0 0 0
5 0 0 0 0 1.0 0.5 0
6 0 0 0 0 0 1.0 0
7 0 0 0 0 0 0.1 1.0
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The detail about training results and the way we select initial centers will be
described in the section “Experiments and Analysis” with the Fig. 4 “The distribution of
classification after trained”.

The subsequent similarity computing is based on this training set. We now give more
introductions about the data training steps:

Firstly, we capture the hot microblogs from Sina Weibo, via the crawler designed by
the author through the Weibo Open Platform APIs (http://open.weibo.com). In fact, we
have captured over 40,000,000 high-quality users, more than 100,000,000 reposting
records, hot microblogs created everyday over one year, and other data. 100 hot
microblogs are selected randomly as our test data set.

TOP 1

o T
- ¢ BT I—ABEHIEBWSEER, BRPEATEE
After seeing the messages about Kunming
* events, I'm feeling like a fish bone getting
(i“\ stuck in the throat. What | want to say, are all

in the picture.
>
A}
L9

flag: M3 e R #E 4 BR EERRE
Politic ~ Com Social ESC Sport Recreate Health

Fig. 3. The interface of training system

Then, a simple test system is designed to training data, which is like a multiple
choice test for testees. We provide good guide to testees for credible results. Fig. 3 gives
a screenshot of the training system, where the blue button can submit the classifying
results. In this microblog, the text shows poor information for text processing, while the
images give people meaningful information.

Finally, statistics about the training results are calculated with formula (12) ~ (13).
Some examples are shown in Table 2. Besides, we make a three-dimensional diagram to
present both ensemble data and detail of the training data set in Fig. 4.

From the diagram, some information can be found: 1) there are more recreation,
social focus and health contents than ESC, commerce, politics and sports; 2) some
microblogs have one or more clear classifications, compared to the equivocal; 3) many
equivocal microblogs for these seven classifications don’t act well after clustering,
mainly because they are extremely confusing on the significance.

That’s the real data from the real SNS site. In general, the 100 top hot microblogs are
appropriate to be the test set for Weibo clustering.
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Chinese words segmentation is much more difficult than English, especially for the
short text. In fact, Chinese short text in SNS (including Weibo) often presents some
special features, such as ambiguity and metaphor.

There are several mature and stable open resources for Chinese words segmentation.
We refer to these resources and implement a practical program. Specially, artificial
detection and modification are made to enhance the accuracy of the TF-IDF based
method. The purpose of this operation is to make sure it is more persuasive when
compared with our RepSim.

The degree of
belonging to a cluster

55, ‘?o.

Fig. 4. The distribution of classification after trained

4.2. Clustering and Evaluation

K-means++ are adopted to do the Weibo clustering. The first thing is to select the initial
centers. We select the initial centers artificially according to the distribution of
classification after trained shown in Fig. 4. Another important thing is the distance
computing, here we use RepSim as described and compare with TF-IDF.

The number of clusters is a skillful and experienced job. In this paper, we assume
seven classifications, K=7, which is an “ideal” choice. Besides, we set two more options
K=3 and K=10 for comparison.

We run the RepSim/TF-IDF based K-means++ algorithms to do the Weibo clustering
on the test set, and get 3 sets of results respectively when K=3, 7 and 10. For each
results set, Cosine, Jaccard and Tanimoto are calculated. All computing operations are
according to formula (5) ~ (11).

Table 3 shows the results of our experiment in detail, from which we can see that:
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1) Cosine, Jaccard and Tanimoto act differently but harmoniously. That means, these
three indicators play a role in the evaluation and we can get credible analysis results
based on them;

2) The degree of polymerization within the cluster is not always greater than the
degree between clusters, which seems not so good. But it’s acceptable, because that the
TF-IDF and RepSim based K-means++ algorithms are simple and not improved
specifically. In addition our purpose in this paper is to show the validity of RepSim
based K-means++by comparing it with TF-IDF, so whether the RepSim performs better
than TF-IDF is much more important to us;

3) In fact, we can find that no matter via the value of Cosine, Jaccard or Tanimoto,
the RepSim is better than TF-IDF stably, no matter K=3, 7 or 10.

Table 3. The experiment results. “Int” means the average of indicator in the same cluster’s
internal; “Ext” means the average of indicator between external clusters

TF-IDF RepSim

K Cosine Jaccard Tanimoto Cosine Jaccard Tanimoto
Int Ext | Int Ext| Int Ext| Int Ext | Int Ext| Int Ext
3 1051 051 028 029 040 040]0.55 049 035 035 036 0.31
7 1055 049 0.28 0.26 045 0.38]0.77 0.49 0.66 0.29 0.69 0.34
10 [ 0.58 0.49 0.29 0.30 0.48 0.39]0.72 0.49 049 0.26 0.61 0.35

There is a better perspective to make analysis on the evaluation results. With the use
of formula (11), we get 18 polymerization values (2 methods (TF-IDF and RepSim) * 3
measurements (Cosine, Jaccard and Tanimoto) * 3 different Ks (K=3, 7 and 10)) at last.

Fig. 5 shows the 18 values with the form of histogram, and a clear contrast can be
seen easily with the help of different colors. Especially, the Y-axis presents the
polymerization values.

In Fig. 5, we can see that there are 9 pairs containing 2 close neighbors respectively.
Take Jaccard (red histogram, while shallow for TF-IDF and deep for RepSim) for
example:

1) When K=3, Jaccard based on RepSim is 0.9993, which is 0.62% better than TF-
IDF’s 0.9931; when K=7, Jaccard based on RepSim is 2.2604, which is 115.44% better
than TF-IDF’s 1.0492; when K=10, Jaccard based on RepSim is 1.8767, which is
96.27% better than TF-IDF’s 0.9561. From the comparison, we can see clearly that the
RepSim’s global polymerization is better than TF-IDF, especially when K=7 or 10. The
results of Cosine and Tanimoto are similar with Jaccard;

2) Another fact is RepSim’s polymerizations when K=7 or 10 is always better than
K=3 obviously, while TF-IDF’s global polymerization is always just so-so and even
becoming worse for Jaccard when K=10. That means, TF-IDF is somewhat powerless
in Weibo clustering only based on the text, so it performs generally but also “stably”. At
the same time, RepSim performs much better, and quite robustly;

3) Overall, the entire polymerization when K=7 and 10 is much better than K=3.
Especially, the entire polymerization of RepSim based when K=7 is quite conspicuous.
This phenomenon reflects that our test training classifies the microblogs into 7
categories. The RepSim based method agrees with the reality well, because it meets the
testees’ choice.
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In conclusion, Fig. 5 indicates that, the RepSim based method is better than TF-IDF,
stably and markedly, and new approach utilizing users’ reposting data is effective.

| 255

Cosine Tanimoto Jaccard +115.44%
3] 22604
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" +72.09%
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15 1 12501 |1
+16.53% 12339
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12275 11507 P 11378 |
6::;3 10452
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Fig. 5. The comparing between TF-IDF and RepSim via Cosine, Jaccard and Tanimoto when
K=3,7,10

5. Conclusion

It is a fact that microblogs on the SNS platform are often very short, and text itself only
cannot reflect the real interest of the author and the reposting users, so Weibo clustering
based on normal methods are not effective any more. Challenges exist in developing
novel approaches for Weibo clustering.

Users’ reposting behavior data is a good indicator for discovering users’ interests. In
this paper a new similarity measurement RepSim is proposed for similarity computing
between Weibos by analyzing the behavior data of reposting records. Clustering via
RepSim is implemented on the hot microblogs from Sina Weibo so as to find the similar
topics.

Experiment results indicate that: 1) RepSim performs well on Weibo clustering,
especially comparing with the TF-IDF; 2) RepSim is stable and effective in a variety of
conditions, including different evaluating standards and K.

There are several advantages about our work. Firstly, RepSim is simple enough to
guarantee the real-time performance. Secondly, RepSim depends on the behaviors of
users, but few relevant to the contents of microblogs. Considering two microblogs may
be similar if they are reposted by the same user. RepSim is born at this moment.
Without the interference of the irrelevant contents of microblog, RepSim works better in
experiments.
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Abstract. The objective of this paper is to develop a decision-making approach
for selecting candidates in soft-handover procedure in 3th or 4th generation
mobile communication through grey relational analysis of the series similarity and
approximation. The multi-generating and second grey relational analysis
procedure is applied to select candidates in soft-handover procedure with
considerations of the velocity and acceleration similarity of multi-generating data.
The validation of computer simulation models illustrate how the approach can be
applied in candidates selection in soft-handover, and obtain the best results of
feasibility and effectiveness for user equipment (UE) in 3th or 4th generation
mobile communications. Moreover, the approach could be easily applied to soft-
handover procedure for the mobile communication systems. In this proposed
approach is performed to select the candidate target cells by UE instead of
eNodeB. It could provide a first solution to choose the candidate target cells
through comparing multiple measured data for candidate-selecting with the target
communication cell.

Keywords: generating procedure, grey relational grade, difference generating,
candidates selecting, soft-handover, 3G, 4G.

1. Introduction

As the demand for information growing rapidly in recent years, the bandwidth-hungry
applications, such as Skype, Google maps, YouTube, Facebook and etc., are gaining
more popularity. In order to meet the increasing demands of emerging high-speed
mobile data, Internet service providers have launched 4th Generation system such as
Long Term Evolution Advanced (LTE-Advanced) over the past years [1]. It is
standardized by the 3rd Generation Partnership Project (3GPP) as a major enhancement
of the mobile communication standard. It was formally submitted as a candidate 4G
system to ITU-T in late 2009. It was approved by the ITU as meeting the requirements
of the IMT-Advanced standard, and was finalized by 3GPP in March 2011 [1]. The
demand for broadband communication is not only in stationary devices but also in
mobile uses. Meanwhile, current innovation in hardware, such as smartphones [2] and
tablets, has profoundly changed traditional computing environment and drives the
developments of next generation mobile communication. Hence, it can be seen that
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people nowadays access the Internet anytime and anywhere through their smartphones,
tablets, laptop and other devices.

Mobile communication should enable full accessibility to user equipment (UE)
simultaneously and guarantee the Quality of Service (QoS) [3, 4, 5]. Thus, the QoS is a
significant measurement tool of Internet quality in mobile users. Usually, the signal
strength from serving cell and neighboring cells are viewed as the decision-making
factors in handover process. When UE is on process of receiving or sending data, UE is
periodically sending measurement report Reference Signal Received Power (RSRP) and
Reference Signal Received Quality (RSRQ) from the serving eNodeB and the
neighboring eNodeB [4]. If the monitored signal strength of the serving cell drops under
the threshold or below the signal level of neighboring eNodeB, the UE have to perform
a soft-handover as soon as possible to accommodate the required QoS. There are many
research of handover decision are conducted solely based on RSRP [6, 7].

The Grey System Theory is proposed by Deng (2002) [8], and it is mainly applied to
measure system models, analyze relations between systems, establish models, predict
the system performances and make decisions [9, 10, 11]. The grey relational analysis
method is used to compare the geometric relationships of the data series. It is also
applied to analyze the causal relationship of the input and output variables, and to
identify the major variables and secondary variables from system perspective. In the
grey relational analysis method, the relationship between series is developed on the
basis of geometric closeness between each data series. However, it is founded that there
are some flaws in the traditional grey relational analysis method. Therefore, an
approach, the multi-generating and second grey relational analysis, is proposed in this
research to improve the reliability of data [12]. First, the approach shows that if the
curves of data series are close to each other, then the relationship that the Grey
Relational grade shows will be optimal. Furthermore, the approach does not require
large amount of data or typical distribution pattern, and only perform small amount of
calculations. Hence, it is regarded as an effective means to improve the mathematical
statistics. The grey relational analysis, under the requirement of relatively small data
sets, is adopted in research to determine the relationship between the grades. This
analysis will show how this approach accurately quantifies the similarity and
approximation relationship of data series.

There are several Grey Relational Grade models, including the general relational
grade presented by Deng [8], the grey relational analysis of B—-mode proposed by Wang
[13], the slope relational grade developed by Dang [14], the absolute grey relational
grade introduced by Liu [15], and the integrated relational grade constructed by Yin
[16], etc. These models have indeed achieved a certain effect on the application, but
most of the models aim to make improvements based on the proximity between the data
series. These models consider the similarity relationship between data. However, these
methods increase the complexity of the grey relational model. In this paper, we focus on
the geometric similarity and approximation of series, and aim to measure the data series
that has similarity in velocity and acceleration. We process not only the original data,
but also three sets of data series. Comparing with the applications of traditional Deng’s
relational grade, our method will do two more times of calculation of grey relational
grades in order to enhance comprehensive responses. Finally, the procedure is proved to
be successfully applied to candidates’ selection in soft-handover procedure. The
calculation of simulation results show that this method is more feasible and effective
than those in previous researches.
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The rest of the paper is organized as following. Related works of the research are
introduced in Section 2. The multi-generating and second grey relational analysis
approach are illustrated in Section 3. After that, an approach for selecting candidates in
soft-handover procedure is proposed in Section 4, followed by the conclusions in
section 5.

2. Related Works

Mainly, the signal strength from serving cell and neighboring cells in existing 3th
generation or 4th generation mobile communication systems are viewed as the decision-
making factors for candidate target cells in soft-handover processes. However, the
details of how the measurement reported by UE and what kind of related approach
could be used to improve the soft-handover processes are very important in this paper.
Thus, the related works of measurement report in LTE are described in Section 2.1. In
addition, the grey relational grade models are also illustrated in Section 2.2.

2.1. Measurement Report in LTE

To simplify the experiment of handover procedure of UE, input measurements are
divided into 2 signals, RSRP and RSRQ. The details [9] will be explained in the
following subsections.

Reference Signal Received Power. Reference Signal Received Power (RSRP) is
defined as the linear average over the power contribution of the resource elements that
carry cell-specific reference signal within the considered measurement frequency
bandwidth. The cell-specific reference signal, according to [17], can be used for RSRP
measurement. RSRP can be calculated from the transmit power (P;) of the serving cell,
eNodeB, the path loss value (PL,;) from UE to the serving cell eNodeB, and additional
shadow fading with a log-normal distribution. The RSRP can be calculated as following
Equation (1).

RSRP(x), =P, — PL,,(x), (1)

The reporting range of RSRP is defined from -140 dBm to -44 dBm with 1 dB
resolution. The detail of RSRP Measurement report is shown in [18].

Received Signal Strength Indicator. E-UTRA Carrier Received Signal Strength
Indicator (RSSI) is the total received wideband power observed by the UE from all
sources, including co-channel serving and non-serving cell, adjacent channel
interference, thermal noise and so on. RSSI can be calculated by Equation (2) as below.
RSSI(x), = RSRP,,, (x) +RSRE,, ...(x), (2)

s,ue

The reporting range for UTRA carrier RSRI is from -100 dBm to -25 dBm. The
detail of RSSI Measurement report is shown in [9].
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Reference Signal Received Quality. Reference Signal Received Quality (RSRQ) can
be calculated by the ratio N x RSRP/RSSI, where N is the number of resource block
(RB) of the E-UTRA carrier RSSI measurement bandwidth. RSSI includes thermal
noise and interference received from the target eNodeB, thus RSRQ, calculated by the
following Equation (3). It can show the relation of signal, interference and thermal
noise.

RSRP(x)

RSRQ(x)m =Nx M

)

The reporting range of RSRQ is defined from -19.5 dB to -3 with 0.5 dB resolutions.
The detail of RSRQ Measurement report is shown in [18].

2.2. Grey Relational Grade Models

Grey relational analysis (GRA) [19-21] is commonly used in Asia. It is a significant
evaluation model that scales the level of similarity and difference between the
sequences by grey relational grade [19]. The main procedure of GRA is firstly
translating the performance of all alternatives into a comparability sequence. This step
is called grey relational generating. According to these sequences, a reference sequence
(ideal target sequence) is defined. Then, the grey relational coefficient between all
comparability sequences and the reference sequence is calculated [20]. GRA is
developed based on the point-set topology, it performs an overall comparison between
two sets of data rather than a comparison between two points. Thus, it is used to reduce
the subjective parameter setting within the model [21].

There are four models are analyzed in this subsection. These models will be
compared in this Section.

Deng’s GRG Approach. Since 2002, Deng’s Grey relation grade (GRG, for short) [8]
has been widely used to solve problems under small data set in many fields. The
specific steps can be summarized as follows:

Determining the Reference Series and Comparative Series. At first, the reference series

are represented as Xo={X(k)|k=12--n}  and the comparative series are given as
X ={x(k)Jk=12,n}, wherei=12--m

Calculate the Relational Coefficient. The Grey correlation coefficient &, (k) can be
expressed as following Equation (4).

Ai(k)+pmz_1xm;mAi(k)

Gi(k)= C))

where Ai(k):|xo(k)—x,.(k)|, i=12,---k=12.n, is representing the absolute

value of the difference, mfnm]:'nAi (k ) is the minimum absolute differences, quml?xA,( k)
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is the maximum of absolute differences, and discrimination coefficient © which can be
changed from O to 1, and in this research, we assume that p=0.5.

Calculate the Deng’s GRG. After the grey relational coefficient having been derived,
the grey relational grade is calculated by the average value of the grey relational
coefficient as the following Equation (5).

Y(Xoo X,) =%ch k) 5)

According to Equation (5), there are four axioms of the grey relational grade as
below.

1) Normality: 0< y(X,, X,)<1, y(X,, X)) =1 X, =X,
2) Integrity: we have
X X)) 2 r (X, X,) i j for X, X, € X = {X |s=0,1,2--,mym>2};
3) Symmetry: we have y(X,,X/.):y(Xj,XZ.) =S X = {Xl.,X/.}for X, X, eX;
4) Closely: if the value of A,(k)=|x,(k)—x,(k)| became smaller, then the value of
&.(k) will become greater.

According to Equation (5), Grey relational coefficient &, (k) is function of A, (k) and

discrimination coefficient p . In this paper, the operator p =0.5 is selected. The

discrimination coefficient can be automatically selected, please see Ref. [22]. The
reference series, the comparative series, the order of non-dimensional data, and the
transformation of negative relation and positive relationship data can be pre-processed
in the Grey relational generation.

Grey Slope Similarity Incidence Approach. In 2010, the grey slope similarity
incidence model is proposed by Li-zhi Cui et al. [16]. It is constructed on the basis of
grey slope incidence. It is indicated that this model can satisfy similarity and be used to
calculate the correlation data of positive or negative. The reference series are

represented as Xo = {xo(k) |k =12,--n} and the comparative series are given as below.
X, ={x;(k)[k=12--n}, wherei=12,-,m_and
A (k)=x(k)—x,(k-1), i=0L2,---m k=23..n
R, =max x;(k) —minx,(k), i=0,1.2,---m k=123..n
The grey relational coefficient y,,, (k) is given as the following Equation (6):

! i=12--m k=23..n
NCING! (6)

R R,

i

Yoi (k) = sgn(A, (KA, (k)

1+

1 it Aj(b)A;(k)=0
—1 if AJ(K)A, (k) <0
The GRG y,, is given as the following Equation (7) below.

where sgt1<A0<k>Ai<k>)={
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1 n
70i:_27/0i(k) (7
n—1;=

Liu’s Grey Relational Grade Approach. In Liu’s Grey Relational Grade Approach
[23], he assumed that the reference series are represented as x, ={x,(k)|k=12,---n}, and

the comparative series are given as the following Equation (8).
X;={x;(k)|k=12---n}, wherei=12,,m and

A (k)=x(k)—x,(k-1), i=0L2,---m k=23..n

Let |S;| =

Y AK) i=012,--m. and
k=1

‘SJ‘ =

D s (k)=s, (k) i,j=0,12,---m. i # j,then
k=1

1+|sl.|+‘sj‘

Vi = ®

I+ |si| + ‘Sj‘ + ‘slj‘
where 7 is the Grey correlation coefficient of series i and ;.

The Improved Grey Slope Relational Grade Approach. The improved Grey Slope
Relational Grade (GSRG, for short) approach is proposed by Sun [24], he combined
current practical models, and developed his approach with multiple influence factors.

In this model, we assume that the reference series are represented as

Xo={xo(k)|k=12--n} , and the comparative series are given as
X; :{xi(k)lk:I,Z,---,n}, wherei=1,2,---,m,
and A,(k)=x,(k)—x,(k—-1), i=0,12,---m. k=23..n, then the Equation (9) is

presented as below.

Ay (k)

X ‘ X; ‘ X

VoK) = sgn(A (A, (k))/{l +3

_‘L;")H}%u—min(}A‘L(k)‘,}A'(k)‘)/mx(‘AO(k)},}A;fk)})) )

0

According to the above, the model has achieved a certain effect on the application.
Most of the figures reflect the improvements based on the similarity between the data
series. However, the procedure of these methods is too complex for data analysis.
Therefore, the key factors are how to accurately quantify the geometric relationship of
series proximity and similarity and improve the simplicity and practicability of grey
relational analysis model.
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MGSRA Approach: To generate series that show the similarity of the physical
characteristics of speed, acceleration, and the original data series of displacement, three
sets of data X, X/and X are generated as follows:

Step 1: The first set of generating procedure data series:
X ={x, (k)|k =12,---,n} i=0,1,2,---,m as original data series. The second
set of generating procedure data series as below.
X! ={x] (k) =x,(k+ D) — x,(Kk =1,2,---,n—1}, i=012,--,m.

Step2: The third set of generating procedure data series as below.
X! =) =x](k+D)—x/(k|k=12,---,n—-2}, i=0L2--m , where

i =0 are reference series for each set, others i=12,-++,m are compared
series for each set. Each set of series will be pre-processing, respectively.
Step 3: Then, the Deng's GRG y(X?,X?), y(X,,X)),and y(Xx2,X?) are calculated.
Step 4: Calculate that if y(X;,X/)=1 then y(X/,X")=1, t < p<2. Thus, each
original series comparative reference series can generate similar physical
nature of displacement, velocity, acceleration, and three grey relational grades.

By overall considerations, each grey relational grade whichever is greater for
the reference series.

Step 5: Set reference series as )A(O = {max y(X,, X] )|f =012} i=123---m, and the

comparative series are listed as X L= (X, X! )|t =012} i=123---m.

Step 6: Do a second grey relational grade to get the order of the series grey relational
grade. The order considerate data series of the development trend of similarity
and proximity. As a result, more objective and practical, and the calculation
method than are simple.

3.  Multi-Generating and Second Grey Relational Analysis
Approach

Due to Deng [8] only considered the similarity between the two series in the analysis
process, he did not considered the serial oscillation and trend issues. Therefore, in the
analysis of oscillation and distribution of complex data, the results are often not
consistent with the actual serial (i.e. they simply look for each variable by the
correlation calculations result between two adjacent data series). It does not consider the
difference between the changing rate of each variable, and the changes of the relation.
Meanwhile, it does not take full examination the data series, which overlooks the
changing rate of the potential information, as well as the changing difference of
information and oscillation data when there will be a large deviation. Thus, many
GSRG approaches [12, 14, 23, 24] were proposed in order to improve the Deng’s GRG
approach [8]. For example, the use of the grey relational analysis of B-mode approach
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[13] is performed with the concept of similarity and proximity in analyzing the data
series trends. In this paper, the data series focus on the rate of changing of potential
information. The multi-generating and second grey relational analysis (MGSRA
approach, for short) procedure is first proposed in [12], and this paper.

Here, there are three examples calculated by Deng’s GRG model [8], B-mode GRG
[13], Slope GRG [16], Cui’s GRG [16] and MGSRA Approach. At first, the Example 1

is given as below.

Example 1. A comparsion between the data series obtained from the Ref. [12, 16].
Assume that four data series are listed as below.
X,={11325283465 6.4},

X,={11.522533.54 45},
X, ={1.21.53 2.853.18 3.4 5.16 5.6 7.14},
X,={125315276},

where X, is reference series, and X, , X, and X, are comparative series.

The result of the grey relational grade and data in Ref. [12, 16] are compared with
MGSRA Approach in Table 1.

Table 1. Calculated different GRG

Deng's
Models | Model GRG | B-mode GRG [13] | Slope GRG [16] | Cui’s GRG[16] | MGSRA

[8]
Yot 0.739 0.387 0.894 0910 0.643
Yoo 0.878 0.643 0.995 1 1
Vo3 0.568 0.126 0.109 0.053 0.369
Results -7, > -7, - =y, > -y, = -y, -
(Order) YooY 7 Yo | Yo2 = Yor ™ o3 Yoo = Yo1 = Yo | Yo2 ™ Vo1 > Zos Vo2 = Vo1 = Y03

Notel: (X, X;) abbreviatedas ¥,

According to the comparison, these approaches are constructed to meet the behavior
of the GRGs y,, =7y = ¥os » and analysis the trends of X, and X, . The MGSRA

Approach is proved to be fully reflecting its similarity between these series based on the
results of GRG.

Example 2. The comparsion of the data series selected from the Ref. [12, 23]. Assume
that four data series are listed as below.

X,={34569},

X, ={1252547},

X,={13448;},

X,={15433.5},
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where X is reference series; X, X, and X, are comparative series.

The results of calculations of GRG and relation order with Liu’s calculation models
[23] are compiled with MGSRA Approach in Table 2.

Table 2. The comparison of Dang, Cao, Liu and our model [12] for GRG calculations

Models ?12;33)3 [23(]}RG f;;} s GRG | 145 GRG [15] | MGSRA

Vo1 0.962 1 0.9615 0.7693
Yoz 0.880 0.880 0.8906 0.7435
703 0.7642 0.9759 0.7424 0.6615
Results

(Order) Yor ™ Vo2 7 Y03 Yo1 7 Yoz ™ Yo Vo1 = Vo2 ™ Vo3 Yo > Yoz ™ Vo3

The computing model is constructed in this paper, and obtains the results
Yor = Vo > Vo3 - It meets the characteristics of the GRG, and shows this model is

feasibility and effectiveness.

Example 3. A comparsion of the data series chosen from the Ref. [12, 24]. Assume that
four data series are listed as below.
X,={122525356},

X, ={11.8232428485.8},
X,={11.8232234.15.7},

X,=1{12.08252234358},
where X, is reference series; X, , X, and X, are the comparative series.

The results of calculations, in this paper, the GRG and relation order with Sun’s
calculation are compiled with MGSRA Approach in Table 3.

Table 3. The comparison of GRG calculations with Sun and our model

Dang’s Dang’s s
Models GRG(1994) [24] | GRG(2004)[24] Sun’s GRG[24] | MGSRA
Vo1 0.9742 0.9783 0.9867 0.8927
Yoo 0.9295 0.9239 0.8040 0.4057
703 0.9277 0.9238 0.8133 0.5822
i{()ers_(llléis) Yor > Vo2 > Yo3 y01>-702>_703 Yor > Vo3 > Yoz 701>-703>_7/02

In fact, after analyzing the results of the GRG, it can be seen that Dang's GRG cannot

reflect the true closeness of the series curves. Therefore, the MGSRA Approach is
constructed to further compare with Sun’s model [24] in order to improve the validity of
the results. According to the above, the proposed MGSRA Approach is an improved
method in comparison with the previous grey relational analysis methods [8, 16, 23, 24]
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in candidate selection in soft-handover procedure. The existing grey relational analysis
methods can be broadly divided into three categories. One stressed that the absolute
displacement difference between the reference series and comparative series. Another
emphasizes the reference series and comparative series in terms of the relationship of
data change rate. The third one is considering the relation between the aforementioned,
discussing both the absolute displacement difference between the series and the series
itself, and the related change rate. In particular, the last one is a more comprehensive
presentation of the geometric similarity between the data series. However, these
methods increase the complexity and uncertainty of the parameters of the model [25].
To develop a procedure series that also examines the similarity in the velocity and
acceleration of data series, we measure not only the original data, but also two more sets
of series. The applications of traditional Deng’s grey relational grade only do two times
of computing on grey relational grades for comprehensive response. In this paper, we
first propose a new grey relational analysis method, the MGSRA Approach, to discuss
and analyze the problems like requirements on data size, typical distribution pattern, and
small amount of calculations.

Finally, the results of simulation show that this procedure has more feasibility and
effectiveness than others. The grey relational computing model gains the advantages
compared with the previous studies. It is simpler and retains the Deng’s grey relational
grade and meets the four axioms.

4. Approach for Selecting Candidates in Soft-Handover
Procedure Using MGSRA

According to Section 3, MGSRA Approach is better than GRG models [8, 13, 16, 23,
24]. Therefore, in this paper, MGSRA Approach is choice to design a novel soft-
Handover procedure in 3th generation or 4th generation mobile communication
systems. In this proposed approach, it could be performed to select the candidate target
cells by UE instead of eNodeB. However, it adopts an UE’s viewpoint to perform the
candidate target-cells selecting procedure through the innovative approach which
simultaneously considers the following four collected and measured data in 4G
communication environment. Assume that four data are measured by UE, which are
including down-link reference signal received power (RSRP, denoted P), down-link
reference signal received quality (RSRQ, denoted (), down-link received signal
strength indicator RSSI (RSSI, denoted W), idle channel number (ICN, denoted 1),
which are extracted by simulation of cells traffic in real time, in order to reallocate
serving channel of serving eNodeB and candidate cells or channels from neighborhood
eNodeBs. Adopting the ICN, it is a novel idea in order to achieve the UE’s viewpoint.
In this paper, ICNs are assumed that it should be periodically by serving cell and
neighborhood cells via some common channel, and be collected by UE. Further, the
detail of MGSRA candidate target cell selecting for soft-handover procedure is
described in Section 4.1. Finally, the application example of MGSRA candidate-
selection procedure is illustrated in Section 4.2.
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4.1. MGSRA candidate target cell selecting for soft-handover procedure

For the fundamental cellular communication model as shown in the Fig.1, MGSRA
candidate target cell selecting for soft-handover procedure in the proposed scheme is
defined with four factors P, O, W, I, which are presented as the following Equation (10).

Cellx= (P, Q, W, I) (10)

where x = {Al, A2, A3, B2, B3, C2, D3}, and P is the reference signal received power,
which is the power level of the received signal in the mobile station and including the
signals from the current serving cell and neighbor cells; O is the reference signal
received quality; W is the received signal strength indicator, which is the total received
wideband power observed by the UE from all sources; / is real-time idle channel
numbers.

The approach for selecting candidate target cells in soft-handover procedure using
MGSRA Approach (MGSRA Candidate-selecting Procedure, for short) in the 4th
generation mobile communication is described as below.

MGSRA Candidate-selecting Procedure

Input: Cell x= (P, Q, W, 1), where x = {1, 2, 3, 4, 5, 6, 7}, where the reference
signal received power (RSRP, denoted P), reference signal received
quality (RSRQ, denoted Q), received signal strength indicator RSSI
(Distance, denoted W), idle channel number (ICN, denoted I).

Qutput:  The target cell, and candidate cells

Step 1:  Sort the reference signal received powers, where all the results of
reference signal received powers are sorted are from high to low. The
highest one will be chosen to be the next serving cell called target cell,
Cell x’, according to the rule of existing mobile communication system.

Step 2. Perform MGSRA Approach, and generate the result of the grey relational
grades of the series comparing with the Cell x’, which has the highest
received power

Step 3: Sort the result of series via the comparison of grey relational grades.
Step 4: Choose the candidate cells from the series, where the numbers of
candidate cells are depending on the mobile communication system.

4.2. MGSRA candidate target cell selecting for soft-handover procedure

There are 7 cells defined by the fundamental cellular communication model for the soft-
handover decision-making procedure in the 3th or 4th generation mobile
communication. Cell A1 is the serving cell and Cell C2 and B3 are the candidate cells.
The number of candidate cells are depending on the mobile communication system. In
addition, all raw data P, Q, W, except ICN, will be extracted by UE in existing mobile
communications. ICNs are assumed that it should be periodically by serving cell and
neighborhood cells via some common channel, and be also collected by UE. For easy
discussion, each collected value in data set should be normalized firstly in order to
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present as the input for the proposed procedure. In this example, each data is assigned
the equal weight for the initial simulation in the first round. They are discussed in the
following case studies, Case I and Case II. For each case study, the corresponding data
set will be performed by MGSRA Candidate-selecting Procedure, individually.

Fig. 1. Typical cellular communication model (Cel// A1: serving cell)
Case I. The measured data set collected by a UE for Case I is listed as below.

P Q W I
Cell Al= (6.0 >5.0 7.0 > 4.0) - the original serving Cell x for UE
CellC2= (9.0>9.0-8.0°5.0)
Cell B3= (9.0°9.08.0-4.0)
Cell B2= (5.0°3.0°5.0-8.0)
Cell A3= (2.0:1.0>7.0-1.0)
CellD3= (1.0-1.0>4.0-3.0)
Cell A2= (1.0-2.0>1.0-7.0)

To perform MGSRA Candidate-selecting Procedure, the measured data of serving
cell and neighborhood cells are inputted as below.
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P

Q W

I

Cell41= (6.0>5.0>7.0>4.0)
Cell C2= (9.0>9.0-8.0>5.0)
Cell B3= (9.0>9.0 > 8.0>4.0)
Cell B2= (5.0>3.0> 5.0 8.0)
Cell 43= (2.0>1.0>7.0>1.0)
Cell D3= (1.0>1.0>4.0-3.0)
Cell42= (1.0>2.0>1.0>7.0)

Step CI-1: Sort the inputs according to the reference signal received powers. All the
reference signal received power are sorted from high to low. Thus, the Cell
C2 is chosen to be the target cell by UE, and Cell B3, A1, B2 in descending
order for the candidate target cells according to the rule of existing mobile

communication system. The sorted results are listed as below.

Q W
Cell C2= (9.0 9.0 > 8.0 > 5.0) —> the target Cell x’ for UE

P

I

Cell B3= (9.0 > 9.0 > 8.0 > 4.0) —> the first candidate target cell for UE

Cell4l1= (6.0 > 5.0 > 7.0 > 4.0) - the second candidate target cell for UE
Cell B2= (5.0 3.0 5.0 > 8.0) - the third candidate target cell for UE

Cell 43= (2.0-1.0>7.0-1.0)
Cell D3= (1.0-1.0-4.0>3.0)
Cell42= (1.0-2.0-1.0-7.0)
Step CI-2: After Step CI-2, MGSRA Approach is performed. The results of the series of

grey relational grades comparing with Cell C2, the highest received power,
are listed as below.

7(C2,B3)=1;

7(C2,41)=0.6589;
7(C2,B2)=0.6684;
7(C2,43)=0.4607 ;
7(C2,D3)=0.5122;
7(C2,42)=0.4588.

Step CI-3: After calculating the MGSRA Approach, the results are listed in Table 4.

Table 4. The results of the series of grey relational grades comparing with Cell C2, the highest
received power

Grey
relational 7(C2,B3) | y(C2AD) | y(C2,B2) | 7(C2,43) | y(C2,D3) Y(C2,42)
grade
Results 1.0000 | 0.6589 | 0.6684 | 0.4607 0.5122 0.4588
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Step CI-4: The results of candidate series are Cell B3, Cell B2, and Cell Al in
descending order. Thus, UE can choose the Cell B3 and Cell B2 to be the first
candidate cell and the second candidate cell, individually, from Table 5,
where the number of candidate cells is chosen based on the mobile
communication system. The results in Table 5 are sorted and listed in
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descending order as below.

P Q W I

Cell C2= (9.0 9.0 > 8.0 > 5.0) -> the target Cell x’ for UE

Cell B3= (9.0 > 9.0 > 8.0 » 4.0) - the first candidate cell for UE
Cell B2= (5.0 > 3.0 > 5.0 > 8.0) - the second candidate cell for UE
Cell41= (6.0 > 5.0 7.0 > 4.0) -> the third candidate cell for UE

Cell D3= (1.0-1.0>4.0-3.0)
Cell 43= (2.0>1.0>7.0>1.0)
Cell42= (1.0>2.0>1.0-7.0)

Table 5. The sorted results of the series of grey relational grades

Grey
relational | 7(C2,B3)| y(C2,B2)| y(C2,4l) 7(C2,D3) | y(C2,43) 7(C2,42)
grade
Results 1.0000 | 0.6684 | 0.6589 0.5122 0.4607 0.4588

Case II. The measured data set collected by a UE for Case 11 is listed as below.

To perform MGSRA Candidate-selecting Procedure, the measured data of serving
cell and neighborhood cells are inputted as below.

P Q W I

Cell41= (6.0 > 5.0 7.0 > 4.0) > the original serving Cell x for UE

Cell C2= (9.0>9.0>8.0>5.0)
Cell B3= (9.0>9.0 > 8.0 4.0)
Cell B2= (9.0-9.0> 5.0 - 8.0)
Cell43= (2.0-1.0>7.0-1.0)
CellD3= (1.0-1.0>4.0-3.0)
Cell42= (1.0>2.0> 1.0 7.0)

P Q W 1
CellAl= (6.0>5.07.0>4.0)
Cell C2= (9.0 9.0 > 8.0 5.0)
Cell B3= (9.0 9.0+ 8.0 > 4.0)
Cell B2= (9.0 9.0 5.0 » 8.0)
Cell43= (2.0 1.0+ 7.0 1.0)
CellD3= (1.0 1.0 > 4.0 > 3.0)
Cell42= (1.0>2.0°1.0>7.0)
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Step CII-1: Sort the inputs according to the reference signal received powers. All the

Step CII-2:

reference signal received power are sorted from high to low. Thus, the Cell
C2 is chosen to be the target cell by UE, and Cell B3, Cell Al, and Cell B2
in descending order for the candidate target cells according to the rule of
existing mobile communication system. The sorted results are listed as
below.

P Q W I
Cell C2= (9.0 9.0 > 8.0 > 5.0) -> the target Cell x’ for UE
Cell B3= (9.0 > 9.0 > 8.0 » 4.0) - the first candidate target cell for UE
Cell B2= (9.0 > 9.0 > 5.0 > 8.0) —> the second candidate target cell for UE
Cell41= (6.0 5.0 7.0 4.0) - the third candidate target cell for UE
Cell 43= (2.0-1.0>7.0-1.0)
Cell D3= (1.0-1.0-4.0>3.0)
Cell42= (1.0-2.0-1.0-7.0)

After Step CII-1, MGSRA Approach is performed. The results of the series

of grey relational grades comparing with Cell C2, the highest received
power, are listed as below.
7(C2,B3)=1;

7(C2,B2)=0.4908;
7(C2,41)=0.6133;
7(C2,43)=0.4026 ;
7(C2,D3)=0.4578 ;
7(C2,42)=0.3984.

Step CII-3: After calculating the MGSRA Approach, the results are listed in Table 6.

Table 6. The result of series of grey relational grades comparing to the cell which has the highest
received power

Grey
relational | 7(C2,B3) 7(C2,B2) 7(C2,41) 7(C2,43) 7(C2,D3) 7(C2,42)
grade
Results 1.0000 | 0.4908 | 0.6133 0.4026 0.4578 0.3984

Step ClI-4: The results of candidate series are Cell B3, Cell A1, and Cell B2 in

descending order. Thus, UE can choose the Cell B3 to be also the first
candidate cell and Cell A1 to be the second candidate cell from Table 7,
where the number of candidate cells is chosen based on the mobile
communication system. The results in Table 7 are sorted and listed in
descending order as below.
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P Q W I
Cell C2= (9.0 9.0 > 8.0 > 5.0) —> the target Cell x’ for UE
Cell B3= (9.0 > 9.0 > 8.0 » 4.0) —> the first candidate cell for UE
Cell41= (6.0 > 5.0 7.0 > 4.0) -> the second candidate cell for UE
Cell B2= (9.0 9.0 > 5.0 > 8.0) - the third candidate cell for UE
Cell D3= (1.0-1.0>4.0>3.0)
Cell 43= (2.0-1.0>7.0-1.0)
Cell 42= (1.0-2.0-1.0-7.0)

Table 7. The sorted results of the series of grey relational grades

Grey
relational | 7(C2,B3) | y(C2,4) | y(C2,B2) | pc2.D3) | y(C2,43) | 7(C2,42)
grade
Results 1.0000 0.6133 | 0.4908 0.4578 | 0.4026 0.3984

Finally, according to the above Case I and Case 11, after dealing with them, MGSRA
candidate-selection procedure could get the proof that it could accurately and fast find
the candidates out through distinct overall measured data.

5. Conclusions

The MGSRA Candidate-selecting Procedure could find easily the candidates out,
through considering multiple measured factors on the same time instead of the
traditional approach only satisfying one of the conditions in RSRP, RSRQ, and RSSI.
ICNs are assumed that it should be periodically by serving cell and neighborhood cells
via some common channel, and be collected by UE. It is a very special factor that is a
novel idea in order to achieve the UE’s viewpoint. The proposed procedure could be
performed to select the candidate target cells by UE instead of eNodeB. Therefore, it is
the first proposed approach could choose the candidate target cells through comparing
multiple measured data for candidate-selecting with the target cell. Moreover, it could
be easily applied to soft-handover procedure for 3th generation or 4th generation mobile
communication systems. In conclusion, the MGSRA Approach is proved to be an
effective means to apply in selecting candidates in soft-handover procedure for 3th
generation or 4th generation mobile communications. With several simulations are
validated, the approach can be used to select the candidates in soft-handover procedure,
and obtain the best results of feasibility and effectiveness for UE in 4th generation
mobile communications.
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