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A True Random-Number Encryption Method Employing 
Block Cipher and PRNG 
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3. Proposed Authentication Protocol 
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3.4. Privacy Model 
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5. System Analysis 

5.1. Security and privacy analysis 
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MMM IDHSPS �
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Untraceability.

Sophisticated unlinkability.

User accountability.



5.2. Performance Analysis 

Communication Overhead.

Exp TS

Inter-operator Communication Overhead.

Intra-operator Communication Overhead.



Table 2.

Scheme Inter-operator communication overhead Total bits
SAT

Total: 9|G1|+2|G2|+|HMAC|
PPS

Total: 8|G1|+|HMAC|
Note:

Table 3.

Scheme Intra-operator communication overhead Total bits
SAT

Total: 8|G1|+2|G2|+|HMAC|
PPS

Total: 6|G1|+|HMAC|

Table 4.

SM PA BP MG MTP Hash
BLSs
BLSv
HIBSs
HIBSv
IBPSs
IBPSv
HMACs
HMACv
KA

Note:



Computation Overhead.

Inter-operator Computation Overhead.

  

IRCOSAT=4BP+2MTP+1SM+1PA+2MG+1Hash

IRCOPPS=3BP+1MTP+2SM+2PA+3Hash

IRCOSAT IRCOPPS

Table 5.

Scheme BLSs HIBSs HIBSv IBPSv HMACs HMACv KA
SAT
PPS

tBP =2 tMTP =3tSM                                                                  

IRCOPPS IRCOSAT 

 Intra-operator Computation Overhead.

  

IACOSAT=4BP+2MTP+1SM+2MG+1Hash

IACOPPS=3BP+1SM+2PA+3Hash

IACOSAT IACOPPS



Table 6.

Scheme BLSs HIBSs HIBSv IBPSv HMACs HMACv KA
SAT
PPS

IACOPPS IACOSAT

6. Related work 



7. Conclusion 
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Abstract. This paper presents a computer remote control system using speech
recognition technologies of mobile devices and wireless communication technolo-
gies for the blind and physically disabled population as assistive technology. These
people experience difficulty and inconvenience using computers through a keyboard
and/or mouse. The purpose of this system is to provide a way that the blind and
physically disabled population can easily control many functions of a computer
via speech. The configuration of the system consists of a mobile device such as a
smartphone, a PC server, and a Google server that are connected to each other. Users
can command a mobile device to do something via speech; such as writing emails,
checking the weather forecast, or managing a schedule. These commands are then
immediately executed. The proposed system also provides blind people with a func-
tion via TTS(Text To Speech) of the Google server if they want to receive contents
of a document stored in a computer.

Keywords: speech recognition technology, mobile device, Android, wireless com-
munication technique.

1. Introduction

Speech recognition technology, which is able to recognize human speech and change to
text, or to perform a command, has emerged as the ’Next Big Thing’ of the IT indus-
try. Speech recognition is technology that uses desired equipment and a service which
can be controlled through voice without using items such as a mouse or keyboard. It
also appeared as part of ongoing research in progress in 1950s, but was not popularized
until the mid-2000s, with low voice recognition. Presently, related speech recognition
technologies, which have been previously used limitedly for special-purposes, have been
rapidly evolving because of the proliferation of portable computing terminals such as
smartphones interconnected with the expansion of the cloud infrastructure [8].

One of the most prominent examples of a mobile voice interface is Siri, the voice-
activated personal assistant that comes built into the latest iPhone. But voice functionality
is also built into Android, the Windows Phone platform, and most other mobile systems,
as well as many applications. While these interfaces still have considerable limitations,
we are inching closer to machine interfaces we can actually talk to [7].
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This paper presents a computer remote control system using speech recognition tech-
nologies of mobile devices and wireless communication technologies for the blind and
physically disabled population [5], [6], [13]. These people experience difficulty and in-
convenience using computers through a keyboard and/or mouse. The purpose of this sys-
tem is to provide a way the blind and physically disabled population can easily control
many functions of a computer via speech. The configuration of the system consists of a
mobile device such as a smartphone, a PC server, and a Google server that are connected
to each other. Users command a mobile device to do something via speech such as directly
controlling computers, writing emails and documents, calculating numbers, checking the
weather forecast, or managing a schedule. These commands are then immediately exe-
cuted. The proposed system also provides blind people with a function via TTS (Text To
Speech) of the Google server when they want to receive contents of a document stored in
a computer.

In Section 2, a few related works and technologies of the proposed remote computer
control system are discussed. Section 3 describes comparison of speech recognition rates
of current speech recognition systems. Section 4 presents how the proposed system using
speech recognition technologies is designed and implemented, and finally the conclusions
are described in Section 5.

2. Related Works and Technologies

Related works and technologies of the proposed computer remote control system using
speech recognition technologies of mobile devices and wireless communication technolo-
gies are Android, and speech recognition algorithms as follows.

2.1. Android

Android is a Linux-based open mobile platform for mobile devices such as smartphones
and tablet computers. It is composed of not only an operating system, but also middle-
ware, user interface (UI), browser, and application. It also includes C/C++ libraries that
are used in components of various Android systems [3]. Figure 1 shows that Android
system architecture is divided into five hierarchical categories: applications, application
framework, libraries, Android runtime, and Linux kernel [1], [2], [9]. The proposed ap-
plication was designed and developed on Android.

2.2. Speech Recognition Algorithms

Google Speech Recognition. Google uses artificial intelligence algorithms to recognize
spoken sentences, stores voice data anonymously for analysis purposes, and cross matches
spoken data with written queries on the server. Key problems of computational power, data
availability and managing large amounts of information are handled with ease using
android.speech.RecognizerIntent package [1]. Client application starts up
and prompts user to input using Google Speech Recognition. Input data is sent to the
Google server for processing and text is returned to client. Input text is passed to the nat-
ural language processing (NLP) server for processing using HTTP (HperText Transfer
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Fig. 1. Android system architecture.

Fig. 2. Data flow diagram of speech recognition.

Protocol) POST 1. Then the server performs NLP. Data flow diagram of speech recogni-
tion in Figure 2 shows that there are several steps involved in NLP as in the following:

1. Lexical Analysis converts sequence of characters into a sequence of tokens.
2. Morphological Analysis identifies, analyzes, and describes the structure of a given

language’s linguistic units.
1 POST request is used to send data to a server. The string detected by speech recognizer is

passed to the server using this method. It accomplishes this using in-built HttpCore API (i.e.,
org.apache.http package). The server performs processing and returns a JSON (JavaScript
Object Notation) response. JSON is a lightweight data-interchange format, is based on a sub-
set of the JavaScript programming language, and is completely language independent. In Java,
org.json.JSONObject is used to parse strings [1].
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3. Syntactic Analysis analyzes texts, which are made up of a sequence of tokens, to
determine their grammatical structure.

4. Semantic Analysis relates syntactic structures from the levels of phrases and sen-
tences to their language-independent meanings.

Hidden Markov Model. Modern general-purpose speech recognition systems are based
on Hidden Markov Models (HMM). HMM is a doubly stochastic process with an un-
derlying stochastic process that is not observable (it is hidden), but can only be observed
through another set of stochastic processes that produce the sequence of observed symbols
[4], [11]. HMMs are statistical models that output a sequence of symbols or quantities,
and are used in speech recognition because a speech signal can be viewed as a piecewise
stationary signal or a short-time stationary signal. In a short time-scales (e.g., 10 millisec-
onds), speech can be approximated as a stationary process. Speech can be thought of as a
Markov model for many stochastic purposes [15]. Another reason why HMMs are popular
is because they can be trained automatically and are simple and computationally feasible
to use. In speech recognition, the hidden Markov model would output a sequence of n-
dimensional real-valued vectors (with n being a small integer, such as 10), outputting one
of these every 10 milliseconds. The vectors would consist of cepstral coefficients, which
are obtained by taking a Fourier transform of a short time window of speech and de-
correlating the spectrum using a cosine transform, then taking the first (most significant)
coefficients. The hidden Markov model will tend to have in each state a statistical distri-
bution that is a mixture of diagonal covariance Gaussians, which will give a likelihood for
each observed vector. Each word, or (for more general speech recognition systems), each
phoneme, will have a different output distribution; a hidden Markov model for a sequence
of words or phonemes is made by concatenating the individual trained hidden Markov
models for the separate words and phonemes.

The following notations for a discrete observation HMM are defined.
Let T = {1, 2, · · · , T} be the observation sequence (i.e., number of clock times), and T
is length of the observation sequence. Let Q = {q1, q2, · · · , qN} be states, where N is the
number of states, V = {v1, v2, · · · , vM} be discrete set of possible symbol observations,
where M is the number of possible observations, A = {aij} be state transition probability
distribution, where aij = Pr(qi at t + 1|qi at t), B = {bj(k)} be observation symbol
probability distribution in state j, where bj(k) = Pr(vk at t|qj at t), and π = {πi} be
initial state distribution, where πi = Pr(qi at t = 1) [11].

The mechanism of the HMM is explained in the following:

– Step-1. Choose an initial state, i1, according to the initial state distribution, π.
– Step-2. Set t = 1.
– Step-3. Choose Ot, according to bit(k), the symbol probability distribution in state
it.

– Step-4. Choose it+1 according to {aitit+1}, it+1 = 1, 2, · · · , N , the state transition
probability distribution for state it.

– Step-5. Set t = t+ 1; return to Step-3 if t < T ; otherwise terminate the procedure.

We use the compact notation λ = (A,B, π) to represent an HMM. For every fixed
state sequence I = i1i2 · · · iτ , the probability of the observation sequence O is Pr(O|I, λ),
where

Pr(O|I, λ) = bi1(o1)bi2(o2) · · · biτ (oτ ). (1)



A Computer Remote Control System 1005

In other words, the probability of such a state sequence I is

Pr(I|λ) = πi1ai1i2ai2i3 · · · aiτ−1iτ . (2)

The joint probability of O and I is simply the product of the above two terms,

Pr(O, I|λ) = Pr(O|I, λ)Pr(I|λ). (3)

Then the probability of O is obtained by summing this joint probability over all possible
state sequences:

Pr(O|λ) =
∑

allI

Pr(O|I, λ)Pr(I|λ) (4)

=
∑

i1,i2,···,iτ
πi1bi1(o1)ai1i2bi2(o2) · · · aiτ−1iτ biτ (oτ ). (5)

Neural Networks. Neural networks emerged as an attractive acoustic modeling approach
in automatic speech recognition (ASR) in the late 1980s. Since then, neural networks have
been used in many aspects of speech recognition such as phoneme classification, isolated
word recognition, and speaker adaptation [12], [15]. In contrast to HMMs, neural net-
works make no assumptions about feature statistical properties and have several qualities
making them attractive recognition models for speech recognition. When used to estimate
the probabilities of a speech feature segment, neural networks allow discriminative train-
ing in a natural and efficient manner. Few assumptions on the statistics of input features
are made with neural networks. However, in spite of their effectiveness in classifying
short-time units such as individual phones and isolated words, neural networks are rarely
successful for continuous recognition tasks, largely because of their lack of ability to
model temporal dependencies. Thus, one alternative approach is to use neural networks
as a pre-processing e.g. feature transformation, dimensionality reduction, for the HMM
based recognition.

Other Speech Recognition Systems. Modern speech recognition systems use various
combinations of a number of standard techniques in order to improve results over the
basic approach described above. A typical large-vocabulary system would need context
dependency for the phonemes (so phonemes with different left and right context have
different realizations as HMM states). It would use cepstral normalization to normalize for
different speaker and recording conditions. For further speaker normalization it might use
vocal tract length normalization (VTLN) for male-female normalization and maximum
likelihood linear regression (MLLR) for more general speaker adaptation. The features
would have so-called delta and delta-delta coefficients to capture speech dynamics and
in addition might use heteroscedastic linear discriminant analysis (HLDA); or might skip
the delta and delta-delta coefficients and use splicing and a linear discriminant analysis
(LDA)-based projection followed perhaps by heteroscedastic linear discriminant analysis
or a global semi-tied covariance transform (also known as maximum likelihood linear
transform, or MLLT). Many systems use so-called discriminative training techniques that
dispense with a purely statistical approach to HMM parameter estimation and instead
optimize some classification-related measure of the training data. Examples are maximum
mutual information (MMI), minimum classification error (MCE) and minimum phone
error (MPE) [10], [15].
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Fig. 3. Arirang note that is lyrical folk song in the Republic of Korea [14].

3. Comparison of Speech Recognition Rate

We have investigated how much recognition rates of current speech recognition systems,
including Google speech recognition, NHN (Naver), Q Voice, S Voice, and Siri, are with
Arirang 2, lyrical folk song in the Republic of Korea; and also see Arirang note in Figure
3.

One hundred replications in Korean were tested for each speech recognition system.
According to our investigation, Table 1 shows that Google speech recognition system is
the best of five speech recognition systems. Thus, it was used to design and implement
our proposed system.

4. Implementation and Results

Figure 4 shows the architecture of the proposed system and command transmission meth-
ods among a mobile device, a Google server, and a personal computer server. The roles
of each number are in the following:

1. A user commands using the speech recognition application of the mobile device.
2 Arirang is a popular form of Korean folk song and the outcome of collective contributions made

by ordinary Koreans throughout generations. Essentially a simple song, it consists of the refrain
’Arirang, arirang, arariyo’ and two simple lines, which differ from region to region [14].
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Table 1. Comparison of speech recognition rate for speech recognition systems.

Speech recognition Recognition Smartphone Smartphone Techniques used
system rate (%) type version

Google speech 100 Galaxy III Android4.1.2 Google’s own
recognition technology

NHN(Naver) 51 Galaxy III Android4.1.2 Link
Q Voice 98 Optimus G Android4.1.2 1st step: Google

2nd step: Wernicke
S Voice 96 Galaxy III Android4.1.2 Vlingo

Siri 94 IPhone 5 IOS 6.1 Nuance

Fig. 4. Command transmission methods among a mobile device, a Google server, and a
personal computer server.

2. Execute STT (speech to text) through the Google server.
3. Transmit results obtained from STT to the mobile device.
4. Transmit results obtained from STT to the personal computer server via wireless com-

munications such as 3G, WIFI, and Bluetooth.
5. The personal computer server analyzes corresponding commands, and executes to

distinguish between information which is sent to the Google server, and information
which is executed on the personal computer server.

6. Transmit information to the Google server if there is information to use the Google
server among commands.

7. The Google server returns corresponding values after analyzing corresponding ser-
vices.

8. Give the user information received from the Google server with voice messages or
execute.

Figure 5 shows overall use case diagram of the proposed system that contains more
than five main functions such as speech recognition, keyboard control, mouse control,
simple mode, and text transmission.
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Fig. 5. Overall use case diagram of the proposed system.
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Our proposed computer remote control system using speech recognition technologies
of mobile devices and wireless communication technologies was implemented by Java
programming language. The proposed application was designed and developed on An-
droid as well.

4.1. Speech Recognition Mode
The below program code shows Java code of speech recognition for the proposed ap-
plication. startVoiceRecognitionActivity fires an intent to start the speech
recognition activity and onActivityResult handles the results from the recognition
activity.

private void startVoiceRecognitionActivity() {

Intent intent = new Intent(RecognizerIntent.ACTION_RECOGNIZE_SPEECH);

intent.putExtra(RecognizerIntent.EXTRA_LANGUAGE_MODEL,

RecognizerIntent.LANGUAGE_MODEL_FREE_FORM);

intent.putExtra(RecognizerIntent.EXTRA_PROMPT, "Speech recognition demo");

startActivityForResult(intent, VOICE_RECOGNITION_REQUEST_CODE);

}

@Override

protected void onActivityResult(int requestCode, int resultCode, Intent data) {

if (requestCode == VOICE_RECOGNITION_REQUEST_CODE && resultCode == RESULT_OK) {

// Fill the list view with the strings the recognizer thought it could have heard

ArrayList<String> matches =

data.getStringArrayListExtra(RecognizerIntent.EXTRA_RESULTS);

mList.setAdapter(new ArrayAdapter<String>(this, android.R.layout.simple_list_item_1,

matches));

}

super.onActivityResult(requestCode, resultCode, data);

}

Figure 6 shows speech recognition by touching the mobile device screen. When ex-
ecuting speech recognition by touching the top of the mobile device screen, all speech
contents are typed and saved on the computer. When executing speech recognition by
touching the bottom, corresponding service is executed by recognizing all speech con-
tents. For example, a user commands the mobile device to do ’what is today’s weather?’
and then the remote system answers ’Today is 20 degrees Celsius and the weather is fine.’
Another example is that a user from the outside commands his/her mobile device to do
’Send meeting document in the document folder.’ and then the system finds it in the folder
and transmits it to user’s mobile device or a personal computer that he/she wants.

4.2. Keyboard Control Mode
Figure 7 demonstrates computer keyboard control by touching the smartphone screen. A
computer’s keyboard is controlled by a method that the key value entered by the user is
transmitted from smartphone (client) to PC (server) through socket communication. The
QWERTY keyboard, which is the most common modern-day keyboard layout, consists
of XML. Each button has an independent OnClickListener, and depending on the
state of the keyboard, transmitted values are different.

User-entered key values with the specified protocol (”$”) are sent to PC (server). The
received values are stored on the PC (server) using keypress () and keyRelease
() methods of the Robot class in Java.
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Fig. 6. Speech recognition by touching the smartphone screen.

4.3. Mouse Control Mode

Figure 8 presents computer mouse control by touching the smartphone screen. There are
double click, left click, and right click buttons. In order to control the mouse, using the
touch screen of the smartphone (client), with UDP, the remote computer control system
transmits the first coordinate and an actuated coordinate. In case of the mouse control,
with UDP, speed rather than accuracy is prioritized because the system has to quickly
transmit data. Using the mouseMove () method of the Robot class in Java, the system
remotely controls user’s PC mouse pointer on PC (server) that was received the transmit-
ted coordinates.

4.4. Simple Mode

Execution of applications users want on the simple mode is shown in Figure 9. While
using a computer, there are programs that you often use, such as explorer, notepad, Hangul
(Korean) word processor, GOM Player, and messenger. The Simple mode is the mode of
execution that these programs are executed with a single click from a remote location.
When the button is clicked on smartphone (client), the commands will be sent to the
PC (server) through TCP communication. Using the exec () method of the Runtime
class in Java, with the touch of a button, the program that you want will be easily executed
on PC received the commands through the external command.
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(a) Use case diagram of keyboard control

(b) Screenshot of keyboard control

Fig. 7. Computer keyboard control by touching the smartphone screen.

4.5. Sending a Text Message Mode

The existing service method, which has transmitted texts through voice, does not read
texts entered by the user and send back to the user. The proposed system, however, using
the STT technology, provides the function that can correctly deliver the information since
when the user inputs his/her voice on smartphone, it re-reads what you enter through the
TTS function. When you have made all your input through SmsManager, the system
sends a text message to the other party; and also see that Figure 10 shows a flowchart how
to send a text message.
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(a) Use case diagram of mouse control

(b) Screenshot of mouse control

Fig. 8. Computer mouse control by touching the smartphone screen. There are double
click, left click, and right click buttons.

4.6. Other Modes: File Search Mode

File search function is the ability to look at contents in the hard drive of the PC Server on
smartphone. When smartphone users (Client) request a list of files in the PC (server), us-
ing the File class in Java, the proposed system distinguishes files and folders, and sends the
list to the smartphone. This list with the folders and files shows on the smartphone screen
through ListView. When the user clicks a folder, its contents shows in ListView.
When the user clicks a file, the file is run through the exec () method of Robot class
on the PC Server. For example, when requesting to send test.pdf file from your smart-
phone, the test.pdf file, which is sent to your smartphone, can be found.
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(a) Use case diagram of simple mode

(b) Screenshot of simple mode

Fig. 9. Execution of applications that users want to on the simple mode.

4.7. Other Modes: PC Screen Check Mode

When smartphone users request the transfer of your PC screen, the proposed system cap-
tures the current screen using the Robot class on PC, and transmits the screen to the
smartphone through TCP communication. The smartphone receives the file and shows it
on the ImageView screen. The multi-touch is possible, zooming in and out is feasible,
and the system can check what the current PC’s screen is. Commands with speech recog-
nition are available, and a remote control mode in real time is possible by making sure the
PC’s screen.



1014 Hae-Duck J. Jeong et al.

Fig. 10. Flowchart of sending a text message.

5. Conclusion

A computer remote control system using speech recognition technologies of mobile de-
vices and wireless communication technologies for the blind and physically disabled pop-
ulation has been proposed. These people experience difficulty and inconvenience in using
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computers through a keyboard and/or mouse. The major purpose of this system was to
provide a system so that the blind and physically disabled population can easily con-
trol many functions of a computer via speech. The system is very useful for the general
population as well. Users command a mobile device to do something via speech such
as directly controlling computers, writing emails and documents, calculating numbers,
checking the weather forecast, or managing the schedule. These commands are then im-
mediately executed. The proposed system also provides blind people with a function via
TTS (text to speech) of the Google server if they want to receive contents of a document
stored in a computer.
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4.2. The Hybrid Architecture with IBCA 

program IBCA algorithm 
  Parameter definition: 
    S  as the set of the sensor nodes entered into sleep  
      mode; 
    A  as the set of the sensor nodes in active mode; 
    L  as the set of live sensor nodes; 
    Node  as the number of live sensor nodes; 
    iN p  as the set of neighbor nodes of the target  
      sensor node; 
    iD p  as the set of the intersections of ip  and iN p   
      where iD p  must be overlapped by other sensor node  
      at least once; 
  begin 
    All the live nodes belong to A; 
    repeat 
      Locate iN p , where ip L� , i i j sN p p d p p R� ,  
      i jp p�  , jp L� , and jp A� ; 
      Compute the intersections of ip  and neighbor nodes,  
      where j ip N p� ; 
      if ip  is permitted to enter sleep mode. 
        iD p  is an empty set;  
        ip  is a redundant node permitted to sleep; 
        ip S� ; 



      else 
        ip  remain active; 
        ip A� ; 
      end if 
      i ��; 
    until i Node�   
end. 

 

Active node selection. 

Leader node selection. 

Implementing hybrid architecture. 



Fig. 5.
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Abstract. Wireless sensor networks are now widely used in many areas, such as
military, environmental, health and commercial applications. In these environments,
security issues are extremely important since a successful attack can cause great
damage, even threatening human life. However, due to the open nature of wireless
communication, WSNs are liable to be threatened by various attacks, especially de-
structive wormhole attack, in which the network topology is completely destroyed.
Existing some solutions to detect wormhole attacks require special hardware or
strict synchronized clocks or long processing time. Moreover, some solutions can-
not even locate the wormhole. In this paper, a wormhole attack detection method
is proposed based on the transmission range that exploits the local neighborhood
information check without using extra hardware or clock synchronizations. Exten-
sive simulations are conducted under different mobility models. Simulation results
indicate that the proposed method can detect wormhole attacks effectively and effi-
ciently in WSNs.

Keywords: wormhole attacks, wireless sensor network, local neighborhood, net-
work topology.

1. Introduction

Wireless sensor networks (WSNs) consist of a large number of low-cost and resource
constraint sensor nodes to perform distributed sensing tasks. Sensor nodes in WSNs col-
laborate with each other to transmit messages in a multi-hop manner. WSNs are used
for various tasks such as surveillance, widespread environmental sampling, security, and
health monitoring [23][2]. WSNs are characterized by their infrastructure-less nature, ease
of deployment and independence to any pre-existing architecture [24]. Since the open na-
ture of wireless communication, WSNs are prone to be attacked in various ways, such as
Denial of Service (DOS) attack, the wormhole attack, the Sybil attack, selective forward-
ing attack, etc. [22].

In this paper, the wormhole attack [1][5][10] is taken into consideration. The worm-
hole attack is a kind of tunneling attack, which is very dangerous and damaging to defend
against even though the routing information is confidential, authenticated or encrypted
[9]. The adversary doesn’t need to have knowledge about the routing protocols or com-
promise the sensor nodes. In wormhole attack, two malicious nodes are connected through



1128 Guowei Wu et al.

a low-latency link, namely wormhole link. A low latency can be realized through a net-
work cable, other kind of wired link technology or just a long-range out-of-band wireless
transmission [20]. Once the wormhole link is established, the adversary eavesdrops on
packets at one end of the link, tunnels them through the wormhole link and replays the
packets at the other end of the link. This makes the sensor nodes around the two ends of
the wormhole link seem like neighbor nodes as though they are multi-hops away from
each other actually.

Fig. 1. The Minimum Key Set Route

An example of wormhole attack is given in Fig.1. Node A and B are two malicious
nodes placed by the adversary connected via a network cable. So node A and B are the
two end points of the wormhole link. Node A receives packets, tunnels them through the
wormhole link and replays the packets at node B and vice versa. As a result, nodes in the
neighborhood of node A will assume that all nodes in the neighborhood of node B are
their neighbors and vice versa. For example, source node s can take a one-hop path to
send packets to destination node d via the wormhole link instead of a multi-hop path.

A number of protocols have been proposed to defend against wormhole attacks in
wireless networks by adopting synchronized clocks, positioning devices, or directional
antennas [19]. In this paper, we introduce novel approaches for detecting wormhole at-
tacks and propose an efficient wormhole detection algorithm, which is named Transmis-
sion Range based Method (TRM). With the existence of wormhole, the network topol-
ogy is destructed and normal routes are misled. Unlike many existing techniques, it does
not use any specialized hardware, making it extremely useful for real-world scenarios.
Most importantly, however, the algorithm can always prevent wormholes, irrespective of
the large transmission range, by checking the local neighborhood information to decide
whether the network topology is true or faked, while its efficiency is not affected even by
the dynamic topology. We also provide an analytical evaluation of the algorithm’s cor-
rectness through simulation experiments that demonstrates its efficiency in terms of com-
putation complexity and processing delay. The remainder of this paper is organized as
follows. In Section 2, related works are discussed. The wormhole attack detection method
is presented in Section 3. The performance of our method is evaluated through simulation
experiments in Section 4. At last, we conclude our work in Section 5.
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2. Related Works

Wormhole attack is very destructive since the neighborhood information is confused. Any
routing protocol relying on network topology information can’t work normally. Periodic
protocols like Secure Efficient Ad hoc Distance vector routing protocol (SEAD) [6] will
malfunction because the routing table information is different from the real network topol-
ogy due to the wormhole. On-demand protocols like Dynamic Source Routing protocol
(DSR) [11] will have false route establishment because the route quest and route reply
message in the route discovery stage will contain the wormhole link. So all the routes
established by these network routing protocols are attracted to the wormhole and the ad-
versary can launch further attack like selective forwarding attack, black hole attack and
etc. What is worse, the wormhole attack is easily deployed to some extent. The adver-
sary has no need to compromise any node in the network and don’t need to deal with the
cryptographic keys. The integrity, authenticity and confidentiality are still reserved in the
existence of wormhole. All the adversary has to do is to place two malicious nodes in
good positions in the network and make them receive and send packets.

Because of the reason, the detection of wormhole attack has become an essential is-
sue and various methods have been proposed to detect the wormhole. In [7], Hu et al.
introduce the general mechanism of packet leashes to detect wormhole attacks. Two types
of leashes are used: geographic leashes and temporal leashes. A leash is any information
that is added to a packet designed to restrict the packet’s maximum allowed transmission
distance. However, to form a leash, each node must know its own location and have syn-
chronized clocks. In [8], the End-to-end Detection of Wormhole Attack (EDWA) is pro-
posed in wireless ad-hoc networks. The source node estimates the minimum hop count to
the destination and compares the hop count value received from the reply packet to detect
the wormhole. Obviously, each node should measure its geographical location through a
GPS. There are some solutions based on the discovery and maintenance of node neighbor-
hood. For instance, LITEWORP [12] uses secure two-hop neighbor discovery and local
monitoring of control traffic to detect nodes involved in the wormhole attack. It provides
a countermeasure technique that isolates the malicious nodes from the network thereby
removing their ability to cause future damage. MobiWorp [13] is further proposed to com-
plement LITEWORP by introducing some location-aware mobile nodes.

Most existing solutions are based on the network topology. Lazos et al. [14] present
a graph-based framework to tackle wormhole attacks. Making use of geometric random
graphs induced by the communication range constraint of the nodes, the authors present
the necessary and sufficient conditions for detecting and defending against wormholes.
In [16], the authors propose a wormhole detection approach with only local connectiv-
ity information. The algorithm uses only connectivity information to look for forbidden
substructures in the connectivity graph. In [4] a distributed connectivity-based wormhole
detection method is proposed. Each node collects its k-hop neighborhood and checks
whether the boundary of its k-hop neighborhood sub-graph has one or two circles. Its
basic idea is based on the observation that the neighborhood that encloses a wormhole
link will have two cycles and single cycle otherwise. In [3], authors develop a simple dis-
tributed algorithm for wormhole detection in wireless ad hoc and sensor networks, using
only the communication graph, and not making unrealistic assumptions. Their algorithm
works well in relatively dense and regular networks but results in many false positives in
sparse or random networks. In [15], each node locally collects its neighborhood informa-
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tion and reconstructs the neighborhood sub-graph by Multi-Dimensional Scaling (MDS).
Potential wormhole nodes are detected by validating the legality of the reconstruction.
Then, a refinement process is introduced to filter the suspect nodes and to remove false
positives. In the paper [21], wormhole attack detection is proposed based on Round-Trip
Time (RTT) between successive nodes and congestion detection mechanism. If the RTT
between two successive nodes is higher than the threshold value, a wormhole attack is
suspected. If a wormhole is suspected, node’s transitory buffer is probed to determine
whether the long delay between the nodes is due to wormhole or not, as delays can be
caused due to congestion or by queuing delays.

3. Proposed wormhole detection method

Detecting wormholes in WSNs is essential since they can make the routing protocols
malfunction. In this paper, a highly efficient wormhole detection method named TRM is
developed, which uses the local neighborhood information to calculate the transmission
range.

3.1. Network model

In order to prepare for the discussion of the wormhole detection, the network model is
presented first. In the network model, a WSN with N sensor nodes is considered, which
can be denoted by a directed graph G = (V,E). In this graph, V is the set of vertices
indicating the sensor nodes and E is the set of direct edges indicating the wireless links in
the graph. The graph takes a Unit Disk Graph (UDG) [17] as its connectivity model. In
UDG, each node is modeled as a disk of unit radius in the plane, which indicates the trans-
mission range of a single node. Each node is a neighbor of all nodes located in its disk.
Nodes are randomly distributed in the specified area. Two types of nodes are considered in
the network: normal nodes and malicious nodes placed by the adversary. Malicious nodes
differ from normal nodes in their transmission range, power and calculation capability.

3.2. Adversary model

As described in Section 1, one end of the wormhole eavesdrops on packets, tunnels them
through the wormhole and replays them at the other end of the wormhole. The adversary
can place many pairs of malicious nodes to deploy wormholes across the whole network.
The adversary’s goal is to attract as more routes through the wormhole link as possible.
And as long as the wormholes are placed carefully, the majority of the network routes can
be attracted to the wormhole link. To introduce our wormhole detection method, some
assumptions must be made first. These three assumptions following lay a foundation for
our wormhole detection method.

1. The wormhole link is long enough so the regions of the two end points don’t overlap
with each other [17]. For example, A and B in Fig.1 are well separated from each
other, i.e., they are multi-hops away.
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2. There is some time t when the wormhole is absent, so the sensor nodes have enough
time to establish their neighbors.

3. The wormhole is closed [25]. The wormhole attacks are divided into three groups
(closed, half open, and open) according to the format of the tunnel and attacker’s
capability. In this paper, we focus on the closed wormhole attack.

3.3. Principle and analysis

In order to explain our wormhole detection method, its principle analysis is presented
first. In the network, each node pair can establish a link because their distance is less than
or equal to the transmission range r. For any node m, the neighbor set of m is denoted
by N(m). For example, if a node B can receive packets from node A with one hop, node
B is a neighbor of node A and meets B ∈ N(A). The principle is to check the neighbor
topology by using the geometric relationship of nodes’ locations under the constraint of
the communication range of the two involved sensor nodes.

Fig. 2. Neighbor Nodes without Wormhole

The principle is illustrated in Fig.2 by studying the geometric relationship among
nodes in the network without wormholes. Node A and B are two neighbor nodes to be
checked. Node C meets C ∈ N(B) but C �∈ N(A). The transmission range of node A,
B and C is r. When node A adjusts its transmission range to R = 2r in Fig.2, all the
neighbors of node C become neighbors of node A. So it meets that C ∈N(A) and N(B)
⊆ N(A).

The geometric relationship among nodes in the network under wormhole attack is
totally different as shown in Fig.3. Node A and B are two neighbor nodes which are
connected via the wormhole link. Node C and D both meet that C, D ∈ N(B). Node A,
B and D are mutually neighbors due to the wormhole link as described in Section 1.

Node B and D lay in node A’s neighbor list due to the wormhole link. Node C is
far from the wormhole end point and thus free from wormhole attack. The transmission
range of these four nodes is r at first. Then the transmission range of node A is expanded
to R = 2r. Node D is node A’s neighbor connected by the wormhole link. However,
since node A and B are multi-hops away from each other, node C is still not a neighbor
of node A even though the radius of node A is doubled. After increasing the radius of
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Fig. 3. Neighbor Nodes with Wormhole

node A, one of node B’s neighbors is still not a neighbor of node A. So it meets that D ∈
N(A) and C �∈ N(A). As a result, not all the neighbors of node B turn into neighbors of
node A, which meets that N(B) �⊂ N(A). And this can be used to check whether there
exists a wormhole between two sensor nodes.

Fig. 4. Neighbor Nodes with Wormhole

Then we make some calculations to prove that the above principle is feasible. As
shown in Fig.4, the distance between A and B is denoted by d1; the distance between B
and C is denoted by d2, the distance between A and C is denoted by d3. There are two
cases of node-relative position: triangle and line. According to the neighbor relationship
described above and their transmission range r, it is obvious that d1 ≤ r and d2 ≤ r.
In the triangle case, it can be seen that d3 < d1 + d2 ≤ 2r. In the line case, it can be
seen that d3 = d1 + d2 ≤ 2r. So we can get d3 ≤ 2r. Since the radius of node A is
R = 2r, node C is within node A’s transmission range. And it meets that d3 ≤ 2r for
∀C ∈ N(B). Therefore, we can get the formula N(B) ⊆ N(A). When the network is
under the wormhole attack, the actual distance of the two neighbor nodes A and B may be
very far away. It may meet that d3 > 2r for ∀C ∈ N(B). Node C is still not a neighbor
of node A after expanding its radius to 2r. But due to the wormhole, some node like D
in Fig.3 may still be a neighbor of node A, which means that C �∈ N(A), ∃C ∈ N(B).
Therefore, we can get N(B) �⊂ N(A). Now we can get the conclusion that:

1. When there is a wormhole and the transmission range of node A is R, there must
exist a node C ∈ N(B) but C �∈ N(A).
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2. When there is no wormhole and the transmission range of node A is R, all nodes
C ∈ N(B) meet C ∈ N(A).

3.4. Detection procedure

Based on the principle of detecting wormholes, detailed detection procedure will be pre-
sented in this section. Two neighbor nodes such as node A and B are to be checked
which has its neighbor list N(A) and N(B) separately. The neighbor list information
can be exchanged between neighbors through periodic beacon messages. After nodes A
and B exchange the neighbor list information, the detection procedure will begin. Node
A notifies all its neighbors in N(A) through its beacon messages that will increase its
transmission radius. The neighbor nodes receiving this notification will not change their
transmission radius in the next beacon time. Then node A increases its transmission range
to 2r and updates its neighbor list N(A). Finally, node A compares N(A) and N(B):

1. If the neighbor lists N(A) and N(B) satisfy N(B) ⊆ N(A), then there is no worm-
hole link between node A and B.

2. If the neighbor lists N(A) and N(B) satisfy N(B) �⊂ N(A), then there is a worm-
hole link between node A and B.

The node A and B in Fig.4 is used as two tested nodes to describe the main wormhole
detection procedure of TRM algorithm. The flow of wormhole detection is shown in the
Fig.5. In our model, every node has a current list of its neighbors. Moreover, the neighbor
list is regularly updated. Each node can request its neighbors to get their neighbor lists
by transmitting a beacon message to its neighbors. Finally, each node can know one-hop
neighbor information and two-hop neighbors as well. After a node starts the wormhole
detection process, the node first broadcasts a beacon message including a packet to notify
its neighbors, which will increase the transmission range. All nodes receiving this notifi-
cation will not change their transmission range in the next beacon period. After sending
the message, the transmission range of node A is increased to 2r. If the neighbors of node
B are still neighbors of node A, node A will search from the neighbor list in the next
beacon period. If B’s one neighbor, node C, is still not a neighbor of A, a wormhole will
be detected. From Fig.5, we can see that communication links between nodes are required
to establish in the primary stage. Then a node adopts the neighbor discovery mechanism
to establish the link with other node. During the discovery stage, every node will send
its own neighbor list to its neighbors by sending beacon frames. By this way, each node
can get its neighbor information within two hops. Finally, the network topology will be
established. The beacon information will be transmitted at regular intervals. After chang-
ing the radius, a test node will update its neighbor node list in the next beacon time. By
comparing its current neighbor list with the previous list, a test node can find the existence
of false topology that does not exist in a normal network. Then the wormhole is detected.

In some wormhole detection methods based on statistical analysis, the algorithm cal-
culates the link frequency statistics for some time to determine the presence of a worm-
hole. This method must work after the routes are established and transmission is observed
for some time. TRM algorithm can begin execution before the route establishment phase
causing a large number of packets to be transmitted to the base station. In this way, worm-
holes can be detected before the network traffic to be sent. Then the administrator of the



1134 Guowei Wu et al.

network can eliminate the bad effects of wormholes. The description of the algorithm is
shown in Table 1.

Fig. 5. Wormhole Detection Process

3.5. Complexity and feasibility analysis

In order to demonstrate that our algorithm is a lightweight one, the complexity of the
wormhole detection is analyzed from the aspects of time complexity and space complex-
ity. The time complexity is the time consumed by executing the algorithm. In order to
obtain the time complexity, the consumption time of detecting a pair of wormhole nodes
is calculated firstly. Suppose there is a wormhole between node A and node B. The al-
gorithm needs to find a node in N(B) but not in the neighbor list of node A. Since the
number of neighbors is a constant c, the time complexity of wormhole detection is O(C),
i.e., O(1). Secondly, the consumption time of detecting all pairs of wormhole nodes is
calculated. At this time, every node and its neighbors should be checked. When the num-
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Table 1. Transmission Range based Method to Detect Wormholes

Line Description
1 Given: Network N with node radius r, wormhole number c = 0
2 While check every node m in N do
3 Expand radius of m to R = 2r
4 For each node n in N(m) do
5 If there exists once d ∈ N(n) and d �∈ N(m)
6 then c+ 1
7 end for
8 end while

ber of nodes is limited such as n and the number of its neighbors is c, the time complexity
of TRM is O(cn), i.e., O(n).

The space complexity is defined as the storage space. In the TRM, the space com-
plexity is influenced by the number of nodes in the network. According to our algorithm,
except the neighbor list, no extra data structures are required to store in TRM. Suppose
there is a wormhole between node A and node B. Because only neighbor information is
stored, the space complexity is obviously O(1). When all the n nodes in the network are
checked, the space complexity is O(n). The feasibility of the algorithm is that every node
must have its neighbor nodes. Suppose n nodes are distributed in a square region with the
side length d and the transmission radius r. According to TRM algorithm, the number of
nodes in each row is

√
n lying on a line of length d. The distance between two neigh-

bor nodes is d√
n−1

. Every node can communicate with each other as long as the distance
between neighbor nodes is less than the node’s transmission radius. So it should be met

d√
n−1

≤ r, which is easy to implement. However, there may be some particularly isolated
nodes, which doesn’t make sense for the wormhole attacker. In summary, the feasibility
of the proposed algorithm has been verified.

4. Simulation analysis

In order to verify the performance of our wormhole detection method, various experi-
ments have been carried out. In the simulated system scenario, the wireless sensor net-
work consists of 100 sensor nodes. First, we show the great damage of wormhole attack to
the network. Among the entire nodes, ten source nodes and ten destination nodes are se-
lected randomly. Then routes are established between those source and destination nodes.
The routes are set up using the basic Shortest Path Algorithm for simplicity. Then it can
be seen in the simulation as shown in Fig.5 that the routes are badly corrupted due to the
existence of wormhole. The routes are broken since the routes cross the wormhole end
points. In this way, the traffic can be attracted to the wormhole link and the adversary can
mount further attack like sinkhole attack or just eavesdrop on the information:

In the experiments, the nodes are distributed randomly in 5x5, 10x10, 15x15, and
20x20 square separately. The node transmission range is 2 meters and nodes are dis-
tributed randomly, which forms a unit disk graph for universality. The wormholes are also
placed in a random way.
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Fig. 6. The Broken Routes Percent by Wormholes

Fig. 7. Simulation Results of Wormhole Detection Rate
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In Fig.7, the wormhole detection rate is calculated as the number of wormholes in-
creases from 2 to 40. The detection rate is also compared under different system scenario
in which the networks with the same number of wormholes have different node densities.
Network distribution area 5x5 corresponds to the greatest node density. And the node
density decreases as the network distribution area increases to 10x10, 20x20, and 30x30.
It can be seen from Fig.6 that the bigger the node density, the higher the detection rate.
The detection rate is perfectly 100% when the side length of the network is square since
it’s easy to detect wormholes when a node has many neighbors. A node’s detection failure
can be complemented by another neighbor node. The detection rate is not 100% because
some neighbor nodes around the wormhole can’t detect the wormhole link. The detec-
tion may fail because the node has nearly no neighbor to check the local neighborhood
information using our method. This situation, which is of low probability in practical ap-
plication, happens in very spare network or some isolated sensor nodes. Moreover, there
is no worth for the adversary to attack such isolated sensor nodes because little traffic will
be caused to use by the attack.

To compare the performance of TRM with other wormhole detection method, two
other kinds of detection methods are simulated in the experiments. The Transmission
Time based Mechanism (TTM) [13] detects wormhole attacks during the route setup pro-
cedure by computing transmission time between every two successive nodes along the
established path. The Four Way Handshaking algorithm (FWH) [18] uses a simple four-
way handshaking messages to exchange. It can be seen from Fig.8 when the wormhole
length is smaller than 10, our method can achieve the highest detection rate. When the
wormhole length is 2, the transmission time of two neighbor nodes created by wormhole
link is not too long to be detected. The FWH algorithm is also affected by the time. Our
TRM has nothing to do with the time and detect the wormholes according to the geomet-
ric relationship of nodes as described in section 3. So our TRM can have high detection
rate all the time in different network scenarios.

Fig. 8. Detection Rate of Different Detection Methods
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Fig. 9. Detection Time Comparison

In Fig.9, the detection time of TRM and TTM algorithm is compared. The actual
average transmission time between one-hop nodes is ten milliseconds. However in TTM,
the RTT between two nodes connected through the wormhole link is calculated since the
two endpoints of wormholes are far away. In TTM, the detection result is obtained through
calculating transmission time. So the detection time is longer when the wormholes are far
away. It can be seen in Fig.9 that the detection time increases greatly as the length between
wormholes increases. In TRM, however, the wormholes are detected by checking the
false neighbor topology. The wormholes can be found out by calculating the geometrical
relationship between nodes. In this way, the computation is of low complexity and more
quick. At the same time, since the node’s neighbor list has nothing to do with the length of
wormholes, the wormhole length doesn’t affect the detection time. So the detection time
doesn’t increase greatly as the length of wormhole increases.

5. Conclusions

Wormhole attack in WSNs has been drawing more and more attention since it can disrupt
normal network routing protocols. However, in previous work of wormhole detection,
most of them need either extra hardware or clock synchronizations and suffer from high
complexity. In this paper, an efficient wormhole detection method is proposed, which is
based only on local neighborhood information. Through judging the node’s position, we
can determine whether the node is in the local network topology affected by the wormhole
link.

In the detection procedure, the neighborhood information of each node is updated and
exchanged periodically between neighbors along with the increment of the transmission
range. A local topology that has a wormhole link finally reports a mismatch of the neigh-
borhood information between nodes. According to the analysis, the algorithm gives O(n)
for both of the time complexity and the space complexity.

The simulation results also demonstrate that our wormhole detection method can
achieve a high wormhole detection rate. For the simulation, we organized a wireless sen-
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sor network with 100 sensor nodes and deployed up to 40 wormholes in it with different
density. In case of a denser network with more wormholes, the detection rate was getting
higher. In the performance comparison with other detection methods, the proposed TRM
gave much bigger detection rate for wormholes with shorter lengths.

In the future, the proposed algorithm is required to enhance the performance for coarse
networks and consider the separated nodes as well as optimizing the procedure even for
dense networks. Performance of the proposed TRM algorithm also should be evaluated
for various network conditions such as the case that the network has frequent link breaks
between nodes as a common problem in a practical environment.
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