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Abstract. Using reinforcement learning (RL) to support agents in making deci-
sions that consider more than one objective poses challenges. We formulate the
problem of multiple agents learning how to travel from A to B as a reinforcement
learning task modeled as a stochastic game, in which we take into account: (i) more
than one objective, (ii) non-stationarity, (iii) communication of local and non-local
information among the various actors. We use and compare RL algorithms, both
for the single objective (Q-learning), as well as for multiple objectives (Pareto Q-
learning), with and without non-local communication. We evaluate these methods
in a scenario in which hundreds of agents have to learn how to travel from their
origins to their destinations, aiming at minimizing their travel times, as well as the
carbon monoxide vehicles emit. Results show that the use of non-local communi-
cation reduces both travel time and emissions.

Keywords: reinforcement learning, multi-agent systems, multi-objective reinforce-
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1. Introduction

Recent publications in the area of multi-agent systems are showing the value of using
multi-objective reinforcement learning (RL) in agents’ decision making processes. The
rationale here is that many tasks are better dealt with when multiple – possibly conflict-
ing objectives – are considered. Although this poses more challenges to RL, especially
when more than few agents interact, such formulation is useful in real-world problems as
for instance making decision regarding trips in traffic networks. In this domain, multiple
drivers must learn to reach their destinations, starting at their given origins. Depending on
the formulation of the RL task, agents construct their routes by making decisions about
which link to follow, once they find themselves at given locations. Thus, locations are
states and actions are selection of links. This way, agents learn how to construct a route
from their origins to their destinations.

Usually, for such learning task, a single objective is considered, namely minimizing
travel times. However, frequently, there are other objectives to be considered. For instance,
there are works that optimize two objectives – toll and travel time – such as [14, 21, 22].
These works are based on methods that are centralized and do not involve RL.
⋆ Extended version of a paper presented at the ATT 2022 workshop.
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Route choice using travel time and toll by means of RL is addressed by [8]; however
this work deals with agents selecting among k pre-computed routes that take the agents
from their origins to their destinations. This means that the RL task involves only one
state (stateless RL), namely the origin node, where an agent makes a decision (select
one of the k routes). Then the agent follows the selected route without making further
decisions during the trip. For this kind of problem, the work described in [8] extends a
Bandit algorithm like UCB [1], in order to account for multiple objectives and for multiple
learning agents.

In contrast to the aforementioned works, in the present paper, each agent or driver
not only performs its optimization process locally (in a decentralized way), by means
of multi-objective RL (MORL), but also it builds its trip by making decisions at each
intersection (that function as states). Hence, the underlying learning task is state-based.

Other characteristics of the problem we deal with is that it involves many agents com-
peting for resources. This also poses challenges to RL methods, even if only one objective
is considered. Specifically, the fact that there are many agents learning simultaneously
causes the environment to be non-stationary.

As these features make the learning task hard, in this paper we aim at investigating
the benefits of communication among the various actors (vehicles, elements of the road
infrastructure) and, in particular, the role of using non-local information. The rationale
for this research question relates to benefits reported in the area of new communication
technologies such as vehicle to infrastructure (V2I) communication ( [9, 10, 17–19]). We
posit that, by effectively using communication-based approaches, congestion and, conse-
quently, emissions can be reduced.

In short, a decentralized RL-based approach to routing involves the following issues:
(i) agents learning simultaneously result in non-stationarity; (ii) there are potentially two
or more objectives to be optimized; (iii) the underlying learning task is modeled as a
stochastic game, where states (in which decisions about which link to take are made) are
the intersections of the networks; (iv) communication among the various actors in the
road network.

The remainder of this paper is organized as follows. The next section discusses back-
ground concepts and gives an overview on the related work. Section 3 details the proposed
method. Its evaluation in a proof-of-concept scenario is discussed in Section 4. Conclud-
ing remarks and future directions are given in Section 5.

2. Background and Related Work

In this section, we briefly introduce underlying concepts on RL, as well as on traffic
assignment, route choice, and routing (including multi-objective variants), as well as on
V2I and other types of communication that are possible in a road network.

2.1. Reinforcement Learning

In RL, an agent learns how to act in an environment, by receiving a feedback (reward) that
measures how its action has affected the environment. The agent does not a priori know
how its actions affect the environment, hence it has to learn this by trial and error, which
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characterizes an exploration phase. Such phase may be very noisy in multiagent scenar-
ios, given that all agents are learning simultaneously and hence have to adapt to others’
exploration processes. However, agents should not only explore; in order to maximize the
rewards of their actions, they also have to exploit the gained knowledge. Thus, there must
be an exploration-exploitation strategy that is to be followed by the agents. One of these
strategies is ε-greedy, where an action is randomly chosen (exploration) with a probability
ε, or , with probability 1-ε, the best known action is chosen, i.e., the one with the highest
value so far (exploitation).

In the exploitation phase, at each interaction, it is assumed that an agent has sensors to
determine its current state and can then make an action. The reward perceived or received
from the environment is used to update its policy, i.e., a mapping from states to actions.
This policy can be generated or computed in several ways. For the sake of the present
paper, we concentrate on a model-free, off-policy algorithm called Q-learning or QL [23]
and its extensions. In QL, the value of a state st and action at at time t is updated based
on Eq. 1, where α ∈ [0, 1] is the learning rate, γ ∈ [0, 1) is the discount factor, st+1 is
the next state and rt is the reward received when the agent moves from st to st+1 after
selecting action at in state st.

The reason for using QL is based on the fact that it has proven both effective and effi-
cient, i.e., leads to agents learning routes that quickly optimize some quantity (normally,
but not only, travel time). See references in the next section.

Q(st, at)← Q(st, at) + α(rt + γmax
a

(Q(st+1, a))−Q(st, at)) (1)

RL can be employed to compute how drivers learn how to go from A to B in a trans-
portation network. The next section thus introduces this learning task.

2.2. How to Travel from A to B?

In this section, we first discuss the terminology that is related to this problem. Then, we
introduce concepts underlying the definition of an urban network (topology), as well as
the demand side. Finally, we discuss the need for multi-objective approaches.

Given a road network and the demand for its use (number of trips per unit of time),
the task of finding out how each unit of a demand realizes its travel needs can be solved
in different ways, although most of them seek to compute the so-called user equilibrium,
i.e., the condition in which no user is better off by changing its route. We recall that, in the
literature, demand can be expressed as user, trip, traveller, agent, or vehicle, depending on
the community.

In the transportation community this problem is normally known as the traffic as-
signment problem (TAP), which is solved in a centralized fashion, mostly via a macro-
scopic approach using a volume-delay function (VDF), which estimates the travel time
as a function of the volume of trips; see Chapter 10 of [12] for details. In the computer
science community, that task is frequently solved by means of RL in a decentralized way,
in the sense that agents learn how to reach their destinations, by performing experiments
(exploration) until they learn their respective routes (which is equivalent to the condition
under the user equilibrium). This tasks admits two variants: in the first, an agent knows
a set of precomputed routes (or is able to compute them), and its task is to choose a
route among them (again by means of experimenting with several selections of actions
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or routes). Once such choice is done, an agent travels the route, without changes during
the trip. Examples of this approach are [11,15] among others. The second variant departs
from the assumption that agents are given a set of k shortest routes. Instead, agents make
choices during the trip (e.g., at each intersection, or at each important point of decision),
thus building the actual route while traveling, i.e., they decide which link to follow once
they find themselves in each vertex. This is the approach followed in [2, 19] and also in
the present paper.

In terms of RL, these two variants have a key difference. While the latter is a classical
RL task with a set of states (e.g., each decision points), and a set of actions, the former
belongs to the stateless RL front, where agents basically need to select an action at their
respective origin node or state. Moreover, this learning task resembles Bandit algorithms
such as UCB [1]. Henceforth, we refer to the former as route choice (as the agent simply
chooses a route and remain on it), while the latter is referred here as routing to convey the
idea that the trip is built during the actual routing task.

Regarding approaches that were already proposed to tackle this problem, in the lit-
erature, there are various approaches to solve the TAP; here we refer only to those that
address more than one objective such as [5, 14, 21, 22]. Others can be found in [3].

Regarding route choice, the reader is referred to [11,15]; in particular, multi-objective
route choice is tackled by [8]. All these works use a macroscopic approach in the sense
that VDFs are used to provide a reward for each agent based on the flow on a given route.

Routing is less common in the literature but some works appear in [6, 17–19]. While
the former employs a VDF to compute rewards (thus, a macroscopic approach), the last
two use a microscopic simulator, where vehicles realize the actual driving movements.
As such, rewards (e.g., travel times) are given by the simulator itself and correspond to a
more realistic reward (as opposed to the estimation provided by a VDF).

Next we briefly review the concept of transportation network and the demand that
uses it. Formally, a traffic network can be modeled as a graph G = (V,L), where V is
the set of vertices or nodes that represent the intersections, and L, the set of links that
describe the segments connecting a pair of vertices. In the network, trips are distributed
among a set of origin-destination (OD) pairs; each corresponding to a certain demand for
trips. These then translates into flows on the various links.

In all methods it is assumed that agents (drivers) are rational, thus each selects the
route or link with the least perceived individual cost, in order to travel from its origin to
its destination. Several factors may influence this decision, such as travel time, distance,
monetary cost (e.g., toll), fuel consumption, battery, emission of pollutants, etc.

Traditionally, multi-objective traffic assignment is modeled by using a linear combi-
nation of the various objectives, as proposed, for instance, by Dial in [5] for a bi-objective
assignment. Such a linear combination has some drawbacks. For instance, efficient routes
may be missed, as discussed in [21]: in a nutshell, the key point is that algorithms that use
a linear combination only identify supported solutions at extreme points, while there may
be other efficient solutions that are not considered in that group but could be preferred by
some users.

Hence, it is necessary to have alternative solutions. One issue that arises is that, in a
multi-objective scenario, there is a set of efficient solutions rather than just one. Different
solutions have been proposed in the transportation and optimization communities; see for
instance [5,14,21,22]. We remark that all these methods rely on a set of (pre-computed) k
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shortest paths and are centralized. Thus, they are not useful in a multiagent environment
where each agent should learn by its own experience using RL, nor they fit a state-based
RL task, where agents learn at each intersection.

2.3. A Multi-objective Approach to Q-learning

In this section we discuss how to use QL when agents need to deal with more than one
objective. For more details we refer readers to other sources, which also cover other ap-
proaches; see [7, 13].

In order to extend the aformentioned QL algorithm, [20] proposed Pareto Q-learning
(PQL), which integrates the Pareto dominance relation into a MORL approach. PQL con-
siders both the immediate reward vector and the set of expected future discounted reward
vectors in order to compute the so-called Q-sets, which are composed of vectors. In PQL,
the set of expected future discounted reward vectors relies on a function, called ND (from
non-dominated), that finds those vectors that correspond to the possible future states, and
which are not Pareto-dominated.

Eq. 2 shows how Q-sets are calculated. R̄(s, a) denotes the immediate reward vector
and NDt(s, a) is the set of non-dominated vectors in the next state s, which is reached by
performing action a at time step t. R̄(s, a) is added to each element of γ NDt(s, a). When
a is selected at s, both terms are updated. R̄(s, a) is updated according to Eq. 3, where R⃗
is the new reward vector and N(s, a) is the number of times action a was selected in s.
NDt(s, a) is updated as shown in Eq. 4, using the non-dominated vectors in the Q̃set of
every action a′ in the next state s′.

Q̃set(s, a) = R̄(s, a)⊕ γ NDt(s, a) (2)

R̄(s, a) = R̄(s, a) +
R⃗− R̄(s, a)

N(s, a)
(3)

NDt(s, a) = ND(∪a′Q̃set(s
′, a′)) (4)

PQL learns the entire Pareto front, finding multiple Pareto optimal solutions, provided
that each state-action pair is sufficiently sampled. This algorithm is not biased by the
Pareto front shape (algorithms that find a single policy and use scalarization cannot sample
the entire Pareto front if it is non-convex) or a weight vector (it guides the exploration to
specific parts of the search space).

Note that PQL assumes that the environment is deterministic, hence it is not directly
useful for environments in which the presence of multiple agents learning simultaneously
causes non-stationarity, as for instance the route choice domain we discuss ahead. There-
fore, we adapted PQL to deal with multiple objectives and with multiple agents (thus, a
non-stationary environment). Henceforth this adapted algorithm is denoted as aPQL.

2.4. Communication in Road Networks

As aforementioned, communication in road networks (among vehicles, between vehicles
and infrastructure, etc.) has started to receive attention also in the traffic engineering com-
munity. The reader is referred to [9] (focusing on how autonomous vehicles and connected
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vehicles are expected to increase the throughput of highway facilities, as well as improve
the stability of the traffic stream), and to [10] (for applications).

The use of this kind of technology was investigated by us previously in [17–19], where
we have connected it to MARL, in order to investigate how V2I communication could help
drivers in RL-based trip building or routing. In these works, the infrastructure is able to
communicate with the vehicles, both collecting information about their most recent travel
times (on given links), as well as providing them with information that was collected
from other vehicles. However, besides considering a single objective only, links in the
infrastructure only exchange information if they are connected by a junction, i.e., only
local information is considered, whereas in the present paper we also consider that those
links share non-local information that they acquire from links that are similar to them.
For this, as detailed ahead, we employ a virtual graph where nodes are the (road) links
and edges exist between any two links that have similar values in terms of travel time and
emission. This kind of approach was also used by [4]. However, that work left the use of
multiple objectives as an open direction.

3. Methodology

This section details our methods. We start by defining the virtual graph that connects ele-
ments of the road network, thus allowing them to communicate and exchange information
that will then be passed to drivers, to help these to make decisions. These are the topics
presented in the next two subsections. We then formalize the learning task itself, ending
the section recapitulating the main points of the approach.

3.1. Terminology: Road Network and Virtual Graph

We start by stressing that we deal with two sorts of graphs. First, a road network is a
(planar) graph G = (I, L), where I is the set of intersections, and L is the set of links. In
short, G represents the road network and mirrors its topology. For example, as discussed
ahead in more details, in Fig. 2 G is a 5 × 5 grid, in which intersections A4 and B4 are
connected by a link A4<-->B4.

The other graph refers to non-local connections among two (not necessarily physically
close) links l1 ∈ L and l2 ∈ L (as, e.g., A4<-->B4 and C1<-->D1 in Fig. 2). A
connection in this graph arises if both show similar patterns. We call this a virtual graph
denoted by V G = (L,E), where L is the set of links (note that now links act as vertices
in V G), and E is the set of edges that connect two links that have similar patterns, as
described next in more details.

In order to apply non-local communication to share information across the network,
V G connects links in the network that share similar attributes. In V G, every node is a
link l ∈ L at a specific time step. An edge is only created when two of these nodes share
similar attributes. This happens as follows: first of all, data related to some attributes of
the links is gathered along time. This data can either be historical data or be collected
in a simulation. This way, various attributes, such as travel time, link occupancy and CO
(carbon monoxide) emission are collected at each time step. The data is then normalized
and used to compare every link at a time step against every other link, checking if the
absolute difference between the values of their attributes is within a defined threshold ∆.
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If two links have attributes whose values are within ∆, an edge between them is added to
V G.

Fig. 1a shows an instance1 of such a virtual graph (corresponding to the network G
depicted in Fig. 2), whereas, for a better visualization, Fig. 1b shows a zoom of that graph,
where some relationships among similar links can be better seen. The labels of the vertices
are formed by the link ID plus the time interval in which their values were found to be
similar.
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Fig. 1. Instance of a virtual graph VG

3.2. Communication Using the Virtual Graph

The central idea of the communication using the virtual graph is to extend the commu-
nication between driver agents and elements of the road infrastructure (mostly the links
via communication devices installed on them), so that such elements send information
about the status of the links to drivers. For example, assume that l1 and l2 are neighbors
in the V G because, despite not being close, they share similar values for some selected
attributes. This means that they both exchange information, which is then passed to those
driver agents that intend to use such links.

More specifically, an intersection collects information from its incoming links, defined
in the physical road network G. Additionally, given that these incoming links may have
virtual neighbors in the virtual graph V G, information about their virtual neighbors are
also passed to the links. Once an intersection i has collected such information, it updates
a table in which the last 30 entries are kept in a FIFO way, for each attribute. This window
size was used in [18] for the same scenario. In the present paper, an intersection stores
information also about travel time and CO emission.

1 For sake of clarity, we have generated such figure using an arbitrary low number of time steps; the actual
graph is denser than represented in that figure.
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The intersection then communicates to each nearby driver agent an aggregation of
those values kept in the tables, i.e., potential rewards that the driver may obtain if selecting
each action in that particular state. The agent then perceives this information as expected
rewards for the actions available to it.

To summarize, the purpose of the virtual graph V G is to indicate which links in the
road network should exchange information about the network during communication at
various moments throughout the simulation. The V G relates links that share similar pat-
terns, therefore these links will exchange information with each other during the simu-
lation in an effort to accelerate and improve the learning of the agents, given that the
experiences of the agents are widely shared across the network.

3.3. The Learning Task Formalized as a Markov Decision Process

In this section, we discuss how the learning task was formalized as an MDP (see Sec-
tion 2.1).

Recall that driver agents build their routes by making decisions about which link to
follow, when finding themselves in a given intersection. Thus, in this routing learning task,
each intersection i ∈ I within a traffic network G is a state s, and the actions correspond
to the links an agent might take when in s (i.e., links that leave the intersection).

Regarding the environment, the transition model is implemented by a microscopic
traffic simulator, which moves vehicles along the network.

As for the rewards, since we deal with a multi-objective scenario, the rewards returned
by the simulator are assembled in a vector; this way, the reward function definition is
R : S×A→ Rn, where n is the number of objectives. As presented ahead in Section 4.2,
in the present paper we deal with agents aiming at optimizing two objectives: travel time
and carbon monoxide emission. However, the proposed method is general and can be used
if more objectives are taken into account.

At this stage, a note about action selection is necessary. Originally, to deal with reward
being a vector, in the PQL algorithm (i.e., as proposed in [20]), every pair state-action
(s, a) is associated with a set of non-dominated points that represents the Pareto front. Q-
sets are computed as in Eq. 2 and are used to compute a hypervolume of the Pareto front.
This is then used to determine the best action. In our case, this was not effective given
that the Q-sets tend to contain few points only, thus computations based on hypervolume
tend to be ineffective. Therefore, we had to modify the action selection strategy. Instead of
using the hypervolume of the Pareto front to determine the best action, we let each agent
select randomly (with uniform probability, at each decision point, and independently of
one another) which objective is to be optimized at that given step. This seems to be a
fair substitution for the hypervolume and avoids biasing towards one objective. Once a
particular objective is randomly drawn, then an agent uses the ε-greedy strategy to select
an action, given the Q-set. Note that the approach continues to be multi-objective, as all
objectives have their values updated after a given action was selected. To differentiate
from PQL, we refer to our approach as aPQL.

3.4. The Whole Picture

Algorithm 1 shows how our method works for each agent, in terms of how it deals with
learning when getting additional information gain from communication. Each agent trav-



Comparing Reinforcement Learning Algorithms for... 299

Algorithm 1: Main Procedure (for each agent)
Data: M , origin, destination, learningParameters

1 step← 0
2 agent starts trip in its origin
3 while step < M do
4 if agent has reached a decision point then
5 r⃗ ← reward from last link
6 communication agent and infrastructure
7 computation of potential rewards
8 update of knowledge base
9 if reached its destination then

10 agent restarts trip in its origin
11 else
12 agent chooses a new action (link to travel)
13 end
14 end
15 step← step+ 1

16 end

els the links and make decisions at the intersections, until step = M (maximum number
of steps).

Lines 4 through 14 correspond to the behaviour an agent has when it reaches an in-
tersection. It perceives its reward from traveling through a link (Line 5): this reward is
a vector composed by one element per objective (e.g., two objectives for travel time and
CO emission). The agent then communicates with the intersection’s infrastructure element
(IE), informing its perceived reward and retrieving the expected rewards, as discussed in
Section 3.2.

It then uses its own perceived reward, as well as the expected rewards communicated
by the IE (Line 8) in order to update its knowledge base. For our experiments (Section 4),
we compare QL with aPQL. An agent learning using QL thus updates its Q-Table (Eq. 1),
while an agent using aPQL updates its ND set (Eq. 4).

If an agent reaches its destination, it gets reinserted at its corresponding origin to start
a new trip. Otherwise, it chooses which link to travel next. This action selection uses the
ε−greedy strategy, as discussed in Section 3.3. This means the agent will take the action
which maximizes its future gains with a probability of (1 − ε), or take a random action
with a probability of ε.

4. Experiments and Results

4.1. Network and Demand

To test the approach, we used a 5× 5 grid network depicted in Fig. 2. The demand corre-
sponding to the OD (origin-destination) matrix is shown in in Table 1. Each link shown in
Figure 2 is two-way. We recall that both the network and this demand were used in [16].
Simulations were carried out using a microscopic traffic simulator, namely SUMO.
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Fig. 2. 5x5 Grid Network (as in [19])

4.2. Specifying the MDP For This Scenario

In a traditional RL environment, at each time step, each agent finds itself in state s,
chooses action a, receives a reward and transitions to a state s′. In the learning task at
hand, time steps are controlled by the microscopic simulator and correspond to a unit
of time (such as one second). This has important consequences. First, not all time steps
count as decision-making steps; these only happen when an agent is at an intersection.
The rest of the time steps are used (e.g., see plots ahead) just as clock units. Second, dif-
ferent agents find themselves either in decision-making states, or are moving along a link
(thus, not updating their value functions), or have reached their destinations. In the latter
case, an episode is finished for that particular agent. Since travel times and destinations
are different for most of the agents, episodes are not synchronous. Therefore, in general,
we do not refer to episodes; rather, we use the clock units or time steps of the simulator
to depict time. To account for the simulation time, we use the parameter M (maximum
number of steps), as introduced in Section 3.

Next, we detailed how we deal with multiple objectives in the reward function for this
specific scenario.

In the exploration phase, due to uncoordinated action selection by the agents, conges-
tion may occur in the road network, which impacts the reward of the agents, while also
inserting noise in the learning process, which then leads to slow convergence. In order to
speed up this process, and avoid agents wandering around the road network performing
experimentation, two hyper-parameters were used. See [16] for details.

4.3. Parameters and Their Values

The parameters discussed in Section 3 were set as follows: maximum simulation steps
M = 40, 000 and threshold ∆ = 0.005. Two attributes were considered, namely travel
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Table 1. Demand (nb. of trips) per OD-pair

.

OD-Pairs Demand

Bottom0—Top4 51

Top4—Bottom0 51

Bottom4—Top0 51

Top0—Bottom4 51

Bottom1—Top3 43

Bottom3—Top1 43

Top3—Bottom1 43

Top1—Bottom3 43

Left1—Right3 43

Right3—Left1 43

Left3—Right1 43

Right1—Left3 43

Left0—Right4 51

Right4—Left0 51

Left4—Right0 51

Right0—Left4 51

time and CO emission. We remark that these values are provided by the traffic simulator
(SUMO).

The method proposed was compared against: no learning (which means that the driver
agents follow routes given by SUMO’s trip assignment); QL without the use of the virtual
graph VG; QL combined with VG; aPQL without VG; and aPQL combined with VG.
Recall that, when QL was used, the reward was a scalar, i.e., either travel time or CO
emission (but not both together as it is the case with aPQL). Hence, we have run two
distinct simulations: one in which the reward is based on the travel time alone, and another
in which the reward is given by the CO emission. Following values reported in [16], for
QL we have set the parameters – for both QL and aPQL– as follows: learning rate α = 0.5,
discount factor γ = 0.9, and ε = 0.05.

Its is also worth mentioning that, due to the stochastic nature of all methods we used
for comparison, each of them were repeated 10 times. In the plots ahead, we show the
mean values (and their standard deviations, as shadows).

4.4. Discussion of the Results

We first discuss plots that relate to travel time. For the sake of showing some baselines, in
a first group (Fig. 3), we compare plots regarding QL with and without the use of the VG,
and these against the case without learning. The latter is shown in Fig. 3a, where we can
observe an average travel time per link around 50 time steps (or seconds). Note also that
this plot is associated with a high deviation over the 10 repetitions.
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Fig. 3. Travel time (average per link)
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The cases in which QL was used appear in Fig. 3b and Fig. 3c. We can see that in the
former, there is an improvement in performance (compared to the case without learning),
as the travel time decreases to a value slightly over 40 when QL is used without the VG.
When the VG is used, we see a further improvement. We stress that in both these cases,
only travel time is being optimized so the use of the virtual graph is of reduced value.
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(a) aPQL
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(b) aPQL plus virtual graph

Fig. 4. Travel time (continued)

What interests us is indeed the case in which both objectives are considered together,
i.e., the multi-objective approach that is proposed here. This case is shown in two plots in
Fig. 4. Fig. 4a shows results for aPQL without the use of the VG, while Fig. 4b depicts
the case in which VG is used. In both cases we see an improvement when compared with
plots in Fig. 3: now the travel time converges to a value slightly over 30, with the latter
– in which the VG was used – being better, as the travel time is lower and there are less
oscillations.

It may not be completely obvious why in the multi-objective case we also observe
a reduction in the travel time. We have conducted a (not yet extensive) investigation and
concluded that the reason for such behavior is that, by minimizing emissions together with
travel time, certain routes are chosen that distribute the vehicles better in the network
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(as this reduces emissions). This in turn leads to lesser travel times. It remains to be
investigated how correlated these two objectives are.

Similarly, Fig. 5 shows the results that relate to emission of CO. The plot in Fig. 5a
shows the baseline when no learning algorithm was used. One observes a convergence
to an emission of around 600 in mg/s. This value is then decreased when QL is used:
to around 500 (Fig. 5b). When QL is combined with the VG (Fig. 5c), there is a further
improvement.

Then, in Fig. 6, we show the plots for the multi-objective approach, where we can
observe an even higher improvement, with the emission decreasing to values over 400.
Finally, when the VG is combined with aPQL, the values decrease to below 400.

5. Conclusion and Future Work

Using RL to support agents making decisions that consider more than one objective poses
challenges. We formulate the problem of multiple agents learning to travel from A to B
in a traffic network as an RL task in which: (i) agents learning simultaneously result in
non-stationarity; (ii) there are potentially two or more objectives to be optimized; (iii) the
underlying learning task is modeled as a stochastic game, where states are intermediary
locations in the networks (such as intersections), in which decisions are made about which
link to take; (iv) non-local information is shared among elements of the infra-structure,
which is then passed to driver agents.

To solve this task, we propose an adaptation in an existing algorithm, PQL [20]. This
algorithm deals with more than one objective, but it was originally formulated for single-
agent learning tasks, in which the environment is deterministic. In route choice, neither
of these apply. Thus our adaptation addresses them. Moreover, we have combined this
algorithm with a virtual graph that allows non-local communication.

We have applied the proposed method to a scenario in which driver agents compete
for a scarce resource (link usage), and have to learn how to travel from their origins to
their destinations, aiming at minimizing their travel times, as well as the CO vehicles
emit. Results show that the adapted algorithm, combined with the virtual graph is able to
find routes that result both on lower travel times as well as emissions of CO.

As aforementioned, we intend to investigate the effect of a possible correlation be-
tween the two objectives we are using in the learning task.
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