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Recent prompt development in ICT (Information and Communications Technology) has 

caused a great impact to our daily lives. We can use a browser on laptop to access our 

works, an app on phone to chat with our friends, and a pre-deployed sensor at home to 

execute our commands remotely. Almost all of above mentioned instances imply that an 

impartible relation between human beings and ICT services exists. 

Service provision is always a key factor to ensure the success of in ICT as well as the 

web development. In the past, developers, and researchers as well, often provide 

services by predicting what, and how, target users would be expecting. Empirical study, 

e.g., questionnaire, field study, etc., of course, is conducted to achieve the purpose. But 

however, reaction time of services on the web to be updated is way less than 

expectations from users (i.e., human beings). This issue can be formulated as the more 

we can understand the human, the more precise services we can provide to our users. 

Prediction, and/or anticipation, of human beings through the support of artificial 

intelligence techniques thus becomes an emerging topic in order to better develop the 

next-generation web.  

What is the difference between prediction and anticipation in technosocial systems? 

Is there a common anticipatory feature in biological structures, cultural structures, and 

technological ones? Humans remain, either individually or collectively, very poorly 

skilled when it comes to foresee the outcomes of their actions and take inspired 

decisions. The practice of prediction has made effective progress in the last decades in 
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certain disciplines and thanks to intelligent systems, but mostly as a mechanistic and 

probabilistic protocol, based on reactive causation and often keeping the human factor 

out of the loop because of its complexity. Anticipatory system is an implementation to 

compensate disadvantage of the system with the factors from human. In a view of 

computing and engineering, anticipatory system is the one that can effectively make the 

forecasting, where the outcome of the forecasting affects the forecaster, and the one 

whose current states can be influenced by the future states. Effectual anticipation is a 

desired model of the future that acts in the present, a way of acting which does not obey 

the instinct of immediate gratification but uses final causation and deeper aspirations. It 

is a sensibility for destiny ramifications, the capacity to imagine and project into the 

future the consequences of our intentions. 

In order to achieve the goal of anticipation, intelligence, in which we shall look at it 

from both human intelligence and machine intelligence parts, plays an important role. 

The intelligence here defines an integration of different techniques, approaches and 

thoughts to overcome individual limitations and achieve synergistic effects. It has been 

applied to provide human-like expertise embodied by domain knowledge, uncertain 

reasoning and adaptation to complex environments for specific purposes (e.g., human 

supports). It covers a wide areas ranging from science, engineering and business and is 

considered as an essential approach to tackle real-world research problems. Considering 

mentioned phenomenon, a promising shift from system centric to human centric is 

revealed by the growth of technology and related commercial products, such as Apple i-

devices, Google Glass, Tesla electric vehicle, and etc., which dramatically change our 

perspective upon information technology, in recent years. Researchers (and company as 

well) tend to provide tailored and precise solutions wherever and whenever human 

beings are active according to individuals’ needs. Making technology usable by and 

useful to, with interdisciplinary concerns and hybridization of intelligent technologies, 

human beings in ways that were previously unimaginable has becoming an emerging 

issue to explore potential supports in the next era. 

This special issue aims at revealing the fundamental technologies and potential 

research focuses on the web and its potential applications. We especially expect to find 

out the relation between human beings and everyday-growth intelligence. 

Understanding the context is the key to make achievement. The notion of context, in 

fact, is not new but require further explanation. The new scenario of intelligence under 

different types of context is more complicated. The need of multimodality (or 

interdisciplinary) should be defined between different context and different type of 

intelligence. On the other hand, intelligence among a group of people relies on typical 

media, or simply known as the approach that implements the intelligence. Although 

intelligent techniques became a common way to implement smart systems, a wide 

spectrum of issues (e.g., different computing paradigms and their applications) need to 

be taken into deep consideration. How to efficiently use different approaches to design 

an efficient, friendly-accessed, and high-performance hybrid intelligent systems to ease 

users (and their existing environment) remains a challenge. The development of a new 
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style of hybrid intelligence will need sophisticated adaptation techniques for different 

smart devices under different context. 

This special issue received 95 submissions from 16 countries where the 

corresponding authors were majorly counted by the deadline for manuscript submission 

with an open call-for-paper period of 4 months. All these submissions are considered 

significant in the field, but however, only one-third of them passed the pre-screening by 

guest editors. The qualified papers then went through double-blinded peer review based 

on a strict and rigorous review policy. After a totally three-round review, 12 papers 

were accepted for publication. These accepted papers mainly look at our issue from the 

union of human-centric design, machine learning, blockchain techniques, statistical 

methods, ICT-enabled service provision, smart living, social, privacy and security 

related issues for next-generation web which have brought lively discussions to the 

publics. 

A quick overview to the papers in this issue can be revealed below, and we expect 

the content may draw attentions from public readers, and furthermore, prompt the 

society development. 

The first paper titled “A Novel Distant Target Region Detection Method Using 

Hybrid Saliency-Based Attention Model Under Complex Textures”, by Jaepil Ko et al., 

proposes a hybrid visual attention model to effectively detect a distant target. The 

proposed model employs the human visual attention mechanism and consists of two 

models, i.e., the training model, and the detection model. When the image containing 

the target is input into the detection model, a task of selectively promoting only features 

of the target using pre-trained data is performed. The authors found that the desired 

target is detected through the saliency map created as a result of the feature 

combination. In this work, the model has been tested on various images, and the 

experimental results demonstrate that the proposed model detected the target more 

accurately and faster than other previous models.  

The second paper titled “Exploring the Effectiveness of Deep Neural Networks with 

Technical Analysis Applied to Stock Market Prediction”, by Ming-Che Lee et al., 

presents a work that explores the feasibility and efficiency of deep network and 

technical analysis indicators to estimate short-term price movements of stocks. A four-

layer Long Short-Term Memory (LSTM) model was constructed. This work uses well-

known technical indicators such as the KD, RSI, BIAS, Williams% R, and MACD, 

combined with the opening price, closing price, daily high and low prices, etc., to 

predict the trend of stock prices. It shows that the combination of technical indicators 

and the LSTM deep network model can achieve 83.6% accuracy in the three categories 

of rising, fall, and flatness.  

The third paper titled “Text recommendation based on time series and multi-label 

information”, by Yi Yin et al., proposes a novel method to ameliorate the correlation 

analysis issue in the recommendation method using the time series. The authors specify 
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a certain text collection according to the interests of users and integrate the varied label 

values of the text and build the correlation coefficient between text and its related text 

with the differential analysis. Finally, the similarity degree of the text is calculated out 

using the improved cosine similarity correlation matrix to promote a recommendation of 

similar text. The experiments indicate that the proposed method can ensure the quality 

of the text, with an improvement of accuracy by 8.63% as well as an improvement of 

recall rate by 5.25%.  

The fourth paper titled “Message Propagation in DTN Based on Virtual Contact of 

Behavior Model”, by Ho-Hsiang Chan et al., presents a work that simulates message 

propagation in a delay tolerant network (DTN), which is a kind of network structured to 

deliver messages intermittently, using virtual contact of a behavior model. The paper 

considers a scenario in which nodes make virtual contact in cyberspace and incur 

message delivery based on their behavior patterns. The verifying experiment is 

conducted using both survey and simulation that analyzes how messages propagated in 

different behavior pattern groups. It is derived from the simulation that to quicken 

message propagation, directing messages to one of the behavior groups yields the 

maximum benefits. It provides the basis for further research on collecting data of 

desired scenarios to establish respective propagation models.  

The fifth paper titled “Enhanced image preprocessing method for an autonomous 

vehicle agent system”, by Kaisi Huang et al., proposes a deep time-economical Q 

network (DQN) input image preprocessing method to train an autonomous vehicle agent 

in a virtual environment to solve the training cost issue of neural networks. The current 

frame top-view image is combined with the images from the previous two training 

iterations. The DQN model uses this combined image as input. The experimental results 

indicate higher performance and shorter training time for the DQN model trained with 

the preprocessed images compared with that trained without preprocessing.  

The sixth paper titled “A Study of Universal Zero-Knowledge Proof Circuit-based 

Virtual Machines that validate general operations & reduce transaction validation”, by 

Soon Hyeong Jeong et al., studies the zero-knowledge proof algorithm for general 

operation verification in the blockchain network. In this system, the design of a zero-

knowledge circuit generator capable of general operation verification and optimization 

of verifier and prover was also conducted. This work develops an algorithm for 

optimizing key generation. Based on all of these, the zero-knowledge proof algorithm 

was applied to and tested on the virtual machine so that it can be used universally on all 

blockchains.  

The seventh paper titled “Image Target Detection Algorithm Compression and 

Pruning Based on Neural Network”, by Yan Sun et al., optimizes and compresses some 

algorithms by using early image detection algorithms and image detection algorithms 

based on convolutional neural networks to handle the issues of a large number of 

parameters and high storage and computational costs in detected models. This work 

discusses the Faster-RCNN algorithm and the YOLO algorithm. A target detection 
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model based on the Significant area recommendation network is proposed to solve the 

problem that the candidate frame is not significant which is extracted in the Faster-

RCNN algorithm. Experiments show that the image detection algorithm based on 

compressed neural network images has certain feasibility.  

The eighth paper titled “Collaborative Filtering Recommendation Algorithm in cloud 

computing environment”, by Pei Tian, studies the collaborative filtering detection 

algorithm in the cloud computing environment for personalized recommendation 

technology. The algorithm migrates the collaborative filtering detection technology and 

applies it to the cloud computing environment. It shortens the recommendation time by 

using the advantages of clustering. A new recommendation algorithm can improve the 

accuracy of recommendation and proposes a parallel collaborative filtering 

recommendation algorithm based on the project. The algorithm is designed with a 

programming model. The experimental results show that the proposed algorithm has a 

shorter running time and better scalability than the existing parallel algorithm.  

The ninth paper titled “The Application of Virtual Reality Technology in the Digital 

Preservation of Cultural Heritage”, by Hong Zhong et al., mainly studies the application 

research of virtual reality technology in the digital preservation of cultural heritage. 

First, the system creates an immersive environment for users, displays the objects 

realistically in the virtual reality system, thereby digitizing the technical protection of 

cultural heritage. Secondly, it uses the virtual environment model of material cultural 

protection to build and use the terrain to generate and edit. Finally, the radial basis 

function is used to calculate the value in the virtual environment, so that the digital 

preservation of cultural heritage is more accurate. Experimental data shows that 35.54% 

and 64.46% of users are more likely to use the handle to interact with three-dimensional 

objects. This study indicates that the virtual environment reality technology 

specification is more efficient than the original technology in the process of digitizing 

cultural heritage.  

The tenth paper titled “Extraction of Mosaic Regions through Projection and 

Filtering of Features from Image Big Data”, by Seok-Woo Jang, proposes an algorithm 

that detects mosaic regions blurring out certain blocks using the edge projection. The 

proposed algorithm initially detects the edge and uses the horizontal and vertical line 

edge projections to detect the mosaic candidate blocks. Subsequently, geometrical 

features such as size, aspect ratio, and compactness are used to filter the candidate 

mosaic blocks, and the actual mosaic blocks are finally detected. The experiment results 

show that the proposed algorithm detected mosaic blocks more accurately than other 

methods.  

The eleventh paper titled “Network Analysis of Social Awareness of Media 

Education for Primary School Students Studied through Big Data”, by Su-Jeong Jeong 

et al., aims to examine the social debate about media education in Korean society, how 

media education is being conducted in this important primary school period. The data 

was collected in the last 5 years (2014.08.07-2019.08.07) from internet portal sites with 
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keywords of “primary school media education” and “primary school media literacy”.  

Semantic network analysis, CONCOR analysis, and content analysis were used as data 

analysis methodology. This study reveals that it is the right time to provide future 

education that can have a sound digital identity so that media education can be achieved 

in a media-friendly local community and educational environment.  

The twelfth paper titled “Machine Learning Based Distributed Big Data Analysis 

Framework for Next Generation Web in IoT”, by Sushil Kumar Singh et al., introduces 

a machine learning-based distributed big data analysis framework for the next-

generation web in the internet of things (IoT) to solve the issue of latency, accuracy, 

load balancing, centralization, and others in the cloud layer when transferring the IoT 

data. This study utilizes feature extraction and data scaling at the edge layer paradigm 

for processing the data. Extreme learning machine is adopting in the cloud layer for 

classification and big data analysis in IoT. The experimental evaluation demonstrates 

that the proposed distributed framework has a more reliable performance than the 

traditional framework. 
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Abstract. In this paper, a hybrid visual attention model to effectively detect a 

distant target is proposed. The model employs the human visual attention 

mechanism and consists of two models, the training model, and the detection 

model. In the training model, some of the features are selected to train in the 

process of extracting and combining the early visual features from the training 

image of the target by bottom-up manner, and these features are trained and 

accumulated as trained data. When the image containing the target is input into 

the detection model, a task of selectively promoting only features of the target 

using pre-trained data is performed. As a result, the desired target is detected 

through the saliency map created as a result of the feature combination. The 

model has been tested on various images, and the experimental results 

demonstrate that the proposed model detected the target more accurately and 

faster than other previous models. 

Keywords: target, hybrid, saliency, attention 

1. Introduction 

So far, lots of various studies on target detection have been conducted. Many of the 

studies on target detection have shown attempts to use human visual attention 

mechanisms for target detection [1, 2].In particular, in many intelligent robotic systems 

developed to assist humans [3], selecting only information useful for the current task 

from a large number of image information is very important in terms of efficient use of 

information as well as computational efficiency. To select such useful information, a 

various method has been proposed to increase the efficiency of computation by 

adaptively selecting only the high-priority information related to the current work from 

the numerous information of the input image using the selective visual attention 

mechanism of a human being. The mechanism of selective visual attention has long 

been first studied by cognitive scientists and has attracted a lot of interest in the 

computer vision area because this capability helps find conspicuous objects or regions. 

                                                           
* Corresponding author 
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Treisman suggested that the attention region is determined by integrating various 

features in the input image. Based on this feature integration theory [4], visual attention 

studies have been done largely into two approaches, a bottom-up approach, and a top-

down approach. The first computational model for human visual attention was the 

model presented in [4] and was inspired by the feature integration theory [4]. Numerous 

successful bottom-up computational models have been developed based on this model 

[6-10]. This visual attention model has been expanded to be used for videos using 

motion information which is one of the temporal features, as a bottom-up clue [19-22]. 

In addition, a model using depth information was proposed to apply to the 3D image 

[23-26]. The main differences between the most successful computational models 

proposed so far are in methods of extracting features and generating the saliency map 

[27]. The word 'Saliency' means the intensity of a feature of an input image and can be 

described as a difference between a pixel and its surrounding neighborhood [1]. An area 

with high saliency is an area attracting attention. 

Many successful bottom-up visual attention models have been proposed, but these 

models have a limitation that the attention region in the image does not always match 

the desired target. Detecting conspicuous objects or regions still remains a difficult 

issue. Therefore, a number of studies based on the top-down approach have been 

conducted to solve these kinds of issues. The top-down approach is based on the fact 

that a human pays attention to an object or part of an image that he or she already knows 

before another object [28]. This approach extracts and combines the features in the same 

process as the bottom-up approach, but makes the objects that want to be more 

noticeable by applying high-level knowledge to the extracted basic features [29]. High-

level knowledge used here is feature information such as color, shape, and intensity 

learned about the object and can be obtained by human learning function. This learning 

knowledge simplifies information about objects according to certain rules. For example, 

consider the case that we are learning about a beverage can. If the cans of beverages are 

red and blue, and red has a relatively higher visual attention than blue, we do not learn 

both blue and red, but rather simplify them to red. Actually, Coca-Cola cans are mixed 

with white and red, but we just cognize that “Coca-Cola” cans are red because of these 

reasons. 

Although a number of models have been proposed, the fast and accurate detection of 

salient regions remains a challenge in target detection, particularly in cases of complex 

textures. In this paper, a hybrid visual attention model for distant target detection that is 

robust to the color environment is proposed. The model proposed here is designed to 

extend the capabilities of the previous model that uses high-level information on the 

target. It overcomes the limitations of the bottom-up visual attention approach, which 

does not accurately detect the desired object, and the limitation of the top-down visual 

attention approach, which has only the feature values related to the object to be 

detected.  

This paper is organized as follows. In Section 2, previous studies of target detection 

using top-down information that shares the basic frame with the proposed model are 

presented, and the proposed model is presented in Section 3. In Section 4, experimental 

results and discussions were described to evaluate the performance of the model. 

Finally, conclusions were drawn with some general observations and recommendations 

for ongoing work in Section 5. 
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2. Related Works 

Saliency detection technique using a visual attention mechanism is widely used in the 

fields of target detection [30, 31]. However, as mentioned in the previous section, the 

bottom-up model often does not find the desired target. Most conventional detecting 

models are based on training to detect a specific target by the difference of saliency in 

the local context of image [1]. 

The model in [8], a top-down attention model that searches and learns the optimal set 

of linear map weights for a given object in an image was proposed. The model in [32] 

used mixture information of bottom-up and top-down information, but this model has a 

limitation from the fact that these two kinds of information were combined with a fixed 

weight. In addition, if a shape feature (eg, a circle shape) is selected as top-down 

information, other objects of the same shape are difficult to find. In the model of [33], 

features were extracted by the method in [6] to search for the object, and the values of 

the most prominent part of each of the 42 feature maps of the training image were 

learned with the naive Bayesian network. When detecting a specific object, multiple 

features maps were filtered by applying the pre-learned subbands, and then center-

surround operator was applied to feature maps to enhance the region which is much 

different to surroundings. And these multiple maps were simply multiplied to make one 

single saliency map. This model has a limitation that all values other than the learned 

feature values are lost and that the relationship between features cannot be maintained 

because all feature maps are multiplied when generating the saliency map. In [34], a 

top-down attention model for robot navigation was proposed. This model calculates the 

robot's position by learning Gist features and landmarks. The biggest limitation of this 

model is that it is practically impossible to apply because it has to actually visit the 

place and learn. In [35], a top-down attention model that can be applied to finding a 

person's face was proposed, but it needs to select the color of the clothes manually 

whenever a top-down saliency map is generated. The model in [36] extracted the 

attention area by inputting top-down information to the model in [6]. In this model, 

color, direction, and shape features were extracted, the candidate areas were compared 

to the similarity of the target, and the candidate areas were weighted according to the 

results of the similarity comparison. This model does not use learning processing, and 

only the comparison of one specified object by specifying the search object area in the 

image. Xiao [37] stored basic features such as lines, points, and circles that make up a 

target and extracted a target from the input image using them, but it has limitations in 

that the standard of features for representing objects is not accurately presented. 

Recently, deep learning has been successfully utilized in target detection.  Automatic 

feature extraction methods with convolutional neural networks combined with transfer 

learning achieved top level performance on saliency estimation [38-47] have been 

proposed. CNN (Convolutional Neural Networks) capture typical high-level features to 

detect salient objects that are prominent in a particular size and category and achieved 

an advanced performance for saliency detection issues. Though these deep learning 

models have shown preferable results, they extract features on special levels, and all 

levels of information are significant. It also needs a supervised learning process. The 

existing problem is how to choose the network layers, although each network layer is 

significant, nevertheless, full convolution network layers increase workload. The other 

problem is what kind of low-level features to integrate and how to integrate all level 

features into multiple resolutions. Moreover, these models do not produce a temporal 
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sequence of eye movements, which can be very important not only in developing a 

system that deals with video streams, but also in understanding human vision. 

Although lots of models have been proposed, the fast and accurate detection of 

salient regions remains a challenge in target detection, particularly in cases of complex 

textures. Summarizing previous studies that explored objects using the top-down visual 

attention approach discussed so far, there are some limitations in the method of saliency 

map generation and performance evaluation. First, in most models, weight, color, 

intensity, and shape feature maps are integrated with the same weighted without 

considering the relative differences between features. In this case, if a specific feature 

value of the search object is changed in the search image, the search becomes difficult. 

Let's suppose that a red can has been trained, but when the model needs to detect a 

darker red can. When the top-down information is input, the intensity and shape features 

become more prominent than the color feature of the red can. Therefore, if there are 

cans of different colors of the same size in the search image if the intensity and shape 

features are the same, the color features are pushed out to other colors, so that the red 

cans cannot be easily found. Second, in the previous model, a saliency map was made 

by selecting only some feature maps from the extracted feature map such as intensity 

and color.  Since humansHumans take all of the various features into account when 

paying attention, the method of considering only some features does not fully mimic 

human visual processing. Third, the kind of experimental images used in the 

performance evaluation experiments has been very monotonous. If the feature values of 

the training objects are similar when learning, other objects other than the target to be 

searched for may be found. Performance evaluation experiments were performed in 

many models using only experimental images contained only one trained object. 

Therefore, the performance of the interference between the trained objectscannot be 

evaluated. 

In this paper, a model with the following characteristics is proposed in order to 

overcome the above-mentioned limitations of the existing model. To overcome the first 

described limitations, trained data is generated by training the relative differences 

between features. This trained data can be used in a detection model to detect targets 

more efficiently. To overcome the second described limitations, a saliency map that 

takes into account all the features is made. This eliminates the loss of features, allowing 

the proposed model to handle a wider variety of information, and also allow the model 

to have a structure similar to the human visual process. To overcome the third described 

limitation, experiments were performed on images containing a number of trained 

objects. Through these experiments, the proposed model can be shown to detect the 

desired target well in the image containing other trained objects. 

3. The Methodology 

The proposed model was developed to effectively detect a distant target using the top-

down information by expanding the bottom-up visual attention model proposed in [27]. 

To detect targets in the proposed model, the training process is required before 

searching for targets. Pre-trained data causes bias in the feature extraction and 

combining phases to find the desired target. 
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The proposed model consists of the training model and detection model as shown in 

Fig. 1. In the training model, training images for the target are input and processed to 

generate trained data. The training model has two processes, feature extraction, and 

training. Such early visual features such as color, intensity, and form-orientation are 

extracted from the input image, and information of each feature is selectively selected 

and trained, and then trained data is generated. For training, the naive Bayesian network 

was used. In the detection model, a target is detected using the trained data from an 

image containing the target to be detected. In the detection model, the early visual 

feature extraction and saliency map generation process goes through the same process 

as that of the training model. In the training model, the feature values for training are 

newly calculated and selected during this process, but in the detection model, weights 

that are calculated using pre-trained data are given to feature maps. 

 

Fig. 1. The overall process of the proposed model 

3.1. Training Model 

In the training model, the general features of the training image of the target are 

extracted, and the unique attributes of the target are trained. 

Feature extraction and saliency map generation 

The basic bottom-up process of extracting the early visual features and weighting them 

together to produce the saliency map proceeds in the same way as in the model of [27]. 

In the proposed training model, some of the features extracted in this process are 

selected and used for training. The overall process of extracting early visual features and 

integrating them into a saliency map by weighting them is shown in Fig. 2.Feature 

extraction and saliency map generation process in “Training” component can be 

described detail in 5 steps as follows. 
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Fig. 2. Features extracted from the proposed training model 

First, early visual features, R(red), G(green), B(blue), Y(yellow), I+(ON-intensity) 

and I-(OFF-intensity) are extracted by equation (1) from input image.  

𝑅 = 𝑟 −
𝑔 + 𝑏

2
, 𝐺 = 𝑔 −

𝑟 + 𝑔

2
,   𝐵 = 𝑏 −

𝑟 + 𝑔

2
 

𝑌 = 𝑟 + 𝑔 − (2  𝑟 − 𝑔 + 𝑏 ,   𝐼+   =
𝑟 + 𝑔 + 𝑏

3
,    𝐼−  = 1 −

𝑟 + 𝑔 + 𝑏

3
 

(1) 

In equation (1), R is the red channel of the image, G is the green channel, and B is 

the blue channel. Since the intensity features seen by the human eye may have a high 

saliency either on the bright part of the image or on the dark part on the contrary, ON 

intensity features (I+) with high feature values for bright parts and OFF intensity 

features (I-) with high feature values for dark parts are generated. 

Second, early visual features are then reorganized into R+G-, R-G+, B+Y-, B-Y+, 

which are relative color pairs for R/G, B/Y colors extracted based on an opponent-

process theory of color vision [48]. These opposite features are generated by equation 

(2). 

𝑅 + 𝐺−= 𝑅 − 𝐺, 𝑅 − 𝐺+= 𝐺 − 𝑅,   𝐵 + 𝑌−= 𝐵 − 𝑌, 𝐵 − 𝑌+= 𝑌 − 𝐵 (2) 

Through an improved nonlinear combining method shown in equation (3), R+G- and 

R-G+ are combined into F
11

, and B+Y- and B-Y+ are combined into F
12

, and I+ and I- 

features are combined into F
13

.  
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𝐹𝑥,𝑦
𝑘 =

𝐹𝑥,𝑦
𝑘 − 𝑀𝑖𝑛𝐹

𝑀𝑎𝑥𝐹 − 𝑀𝑖𝑛𝐹
,   

𝐹𝑥,𝑦
𝑘 = 𝐹𝑥,𝑦

𝑘 × 𝐷𝑖𝑓𝑓 𝐹𝑘 , 𝐷𝑖𝑓𝑓 𝐹𝑘 =  𝑀𝑎𝑥𝐹𝑘 − 𝐴𝑣𝑒𝐿𝐹𝑘 2 

𝑀𝑎𝑥𝐹𝑘 = max 𝐹𝑥,𝑦
𝑘  , 𝐴𝑣𝑒𝐿𝐹𝑘 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 local max 𝐹𝑥,𝑦

𝑘   , 

𝑀𝑎𝑥𝐹 = max 𝐹𝑥,𝑦
1 , … , 𝐹𝑥,𝑦

𝑘  ,𝑀𝑖𝑛𝐹 = min 𝐹𝑥,𝑦
1 , … , 𝐹𝑥,𝑦

𝑘   

(3) 

In equation (3), k is the number of imput map, and Diff(F
k
) is the relatvive activity 

value of F
k
. At this point, 'activity' is a unit that indicates the intensity of attention of the 

input image, which means that the higher the amount of activity, the more noticeable 

features are included than the surroundings. 

Third, three form-orientation feature maps (F
21

 for R/G color, F
22

 for B/Y color, F
23

 

for intensity) are generated by extracting form-orientation features (F
21n

, F
22n

, F
23n

, 

n=1~8) that have eight orientations from the extracted two color features (F
11

, F
12

) and 

intensity feature (F
13

) respectively. Center-surround computations with 8 orientations 

(0π/8, 1 π /8, … 7π/8) [27] are used as form-orientation filter.and combining them using 

an improved nonlinear combining method.  

Fourth, achieved form-orientations are combined by nonlinear combination method 

into of F
31

, F
32

, and F
33

.  

Finally, saliency map (S) is generated by weighted combination method by equation 

(4). In each process, all input images are normalized between 0 and 1.In equation (5) k 

is the number of feature maps, W
k
 is the weight of feature map, and Diff(F

k
) is the 

relative activity value of F
k
.  

𝑆 = 𝑊1 × 𝐹31 + 𝑊2 × 𝐹32 + 𝑊3 × 𝐹33 ,  

𝑊𝑘 =
 𝐷𝑖𝑓𝑓(𝐹𝑖)𝑛

𝑖=1

 𝐷𝑖𝑓𝑓(𝐹𝑖)𝑛
𝑖=1 − 𝐷𝑖𝑓𝑓(𝐹𝑘)

 
(4) 

Selected feature values for training  

In the proposed training model, various feature values were involved in training to learn 

the unique features of the object. The feature values in the various feature maps 

generated from the training image and the relative feature values between the feature 

maps were all considered, and the following four types of feature values shown in Table 

1 were calculated and participated in the training.  
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Table 1. Selected feature values for training 

Selected feature value Reason 

R, G, B, Y, I +, I- feature map values 

corresponding to maximum saliency 

location of F
11

, F
12

, F
13

 feature map 

To find out the intensities of the unique 

colors of the target. 

Relative activity amount of each pair of 

R+ G-, R-G+, B+Y-, B-Y+, I+, and I- 

feature maps 

To find out which features of the input 

map were reflected in creating  F
11

, F
12

, 

and F
13

 feature maps. 

Relative activity amount of each of F
21n

, 

F
22n

, F
23n

 feature maps. 

To find out which features of the input 

map were reflected in creating F
21

, F
22

, 

F
23 

feature maps. 

Weights given to the F
21

, F
22

, F
23 

feature 

maps used when generating the saliency 

map (S) 

To find out which features of the input 

map were reflected in creating a saliency 

map. 
 

Fig. 3 shows the example of a training feature selection mechanism considering the 

features in the various feature maps and Fig. 4. shows the example of a training feature 

selection mechanism considering the features between the various feature maps. In Fig. 

3, R, G feature map values corresponding to maximum saliency location of F
11

 feature 

map were selected, and in Fig. 4, the relative activity amount of orientation feature 

maps of  F
21n

 was selected. 
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Fig. 3. The example of a training feature selection mechanism considering the features in the  

various feature maps 

 

Fig. 4. The example of a training feature selection mechanism considering the features between 

the various feature maps 

Trained Data  

The features extracted and selected from each category's training images were stored as 

mean(𝝁) and standard deviation(𝝈𝟐) as shown in equation (5) through naive bayesian. 

In equation (1), is the value of input data and is the number of data input. In this way, a 

plurality of images is trained to construct trained data. The trained data is represented by 

a probability equation as shown in equation (6), where N() is a normal distribution 

curve, p() is a probability, and n is the total number of features to be trained.  That is, 

the probability that the value '𝜽' emerges from the feature 'F' is the result value when 
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'theta' is input into a normal distribution curve composed of the mean(𝝁) and standard 

deviation(𝝈𝟐) of the trained 'F'. 

𝜇 =
1

𝑁
 𝑥𝑖

𝑁

𝑖=1

, 𝜎2 =
1

𝑁 − 1
 (𝑥𝑖 − 𝜇)2

𝑁

𝑖=1

. (5) 

 𝑝(𝐹𝑗 |

𝑛

𝑗 =1

𝜃𝑗 ) ∝ 𝑁 𝐹𝑗 ; 𝜇𝑗 ; 𝜎𝑗  . (6) 

3.2. Detection Model 

In the detection model, trained data is used to detect the target object. The early visual 

feature extraction and saliency map generation process goes through the same process 

as that of the training model. In the training model, the feature values for training are 

newly calculated and selected during this process, but in the detection model, weights 

that are calculated using pre-trained data are given to feature maps. 

Biasing the feature values of R, G, B, Y, I+, I- 

 In order to make the region corresponding to target in the extracted R, G, B, Y, I +, I- 

feature maps to have high feature values, high weight is assigned to each feature map 

that is similar to the maximum feature values of R, G, B, Y, I+, and I- of the trained 

data. The weighting method is as follows. First, a Gaussian distribution curve is drawn 

using the mean (𝝁) and standard deviation (𝝈𝟐) of the trained data. And then the values 

of the feature map are increased by the result value of passing each value of the feature 

map through a gaussian distribution curve sd shown in equation (7). In equation (7), x 

means the feature values in the feature map, and y means the value of the results when 

the x was inputted to the gaussian distribution curve. Feature value x is modified by 

adding the result value y with x itself. This adjusts the value of the feature similar to the 

target to a higher value. 

𝑦 = 𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑥 , 𝑥 = 𝑥 + 𝑦 (7) 

At this time, the value of the curve is adjusted to match the maximum value of the y-

axis of the gaussian distribution curve with the maximum value of the feature map so 

that the feature values similar to the trained data in the output feature map should be the 

maximum feature values. 

Biasing in nonlinear combination process for generation of F
11

, F
12

, and F
13

 

When top-down information is input to the R, G, B, Y, I+, and I- feature maps, F
11

, F
 12

, 

and F
13

 are generated with an improved nonlinear combination. In the nonlinear 

combination process, additional activity amount of trained data is input to select the 
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salient feature map. Fig, 5 shows the basic mechanism of biasing activity values of 

feature maps. In Fig, 5, the biggest of the calculated activity values of the input maps is 

15 of the first map, but in trained data, the third of the input maps has the largest value 

of 9. So, it is biased by the value of the third map of the input maps. 

 

Fig. 5. The basic mechanism of biasing activity values of feature maps 

The nonlinear combination reflecting the top-down information can be expressed as 

equation (8). In equation (8), C means input map, CN means a map with assigned 

weight, and Ta means activity amount of C map in the trained data. 

𝐶𝑁𝑥,𝑦
𝑘 = 𝐶𝑥,𝑦

𝑘 × 𝑇𝑎
𝑘 . (8) 

Biasing in nonlinear combination process for generation of F
31

, F
32

, and F
33

 

The eight form-orientation feature maps F
21n

, F
22n

, F
23n

are generated for each color and 

intensity feature by performing a center-surround operation that mimics the cellular 

reactivity seen in the "ON-centered, OFF-surround" receptive field of humans [5]. The 

eight form-orientation feature maps are integrated into the orientation with the largest 

response because one feature was divided into eight orientations. At this time, in the 

nonlinear combining process, the top-down information is input to the form-orientation 

activity of each direction in the trained data as the top-down information to generate an 

output map having the prominent direction of the target. 

Biasing in weighted combination process for generation of the saliency map  

When weighted combining is performed, the weight of trained data is added as top-

down information to generate a saliency map that has the relationship between the color 

and intensity of the target. The saliency map is generated by equation (9) and L1, L2,L3 

is the weight corresponding to each map in the trained data. The maximum salient 

location of the saliency map generated by the weighted combination is the portion that 

matches the target.  

𝑆 = 𝐿1 × 𝐹31 + 𝐿2 × 𝐹32 + 𝐿3 × 𝐹33 . (9) 
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4. Experiments and the results 

To evaluate the performance of the model, the model was applied to the problem of 

detecting targets, such as a pen, triangle-shaped safety sign, and beverage can. In 

addition, to carry out a quantitative evaluation, the proposed model was compared with 

the model in [5], [7], and [26].  

Most models that use top-down information are difficult to compare because of the 

lack of training and test images. However, because the model of [8] provides both 

training image, test image, and general evaluation criteria, it is possible to compare the 

performance with the proposed model. The proposed model was also compared with 

previous bottom-up models in [6] and [27]. The model of  [6] is the most frequently 

referred to in the bottom-up model studies, and it was selected for the performance 

comparison with other models in the future. The model in [27] was selected because it 

has the same feature extraction method as the proposed model, but not use top-down 

information. 

4.1. Training images 

For 3 types of detection experiments and robustness experiments of color and 

brightness, images of red, blue, and black pens with strong color and orientation 

features commonly found in the real-world were created as training images. In addition, 

32 triangle-shaped safety signs and 45 red beverage cans taken at random campus 

locations and times were used as training images. The training image was made by 8 

angular changes for one training image for one object, and 12 brightness changes and 10 

step size changes for each angular change. The brightness change was changed in 5 

steps from -30 to +30, and the change in size was changed in 0.2 steps from 1.2 to 3.0 

times. In summary, as shown in Table 2, a total of 176 training images was created for 

the training image for one object. 

Table 2. Number of newly Selected feature values for training 

composition of 

training images 

for each object 

variation1 variation2 Total No. 

rotation 8 
brightness 12 96 

size 10 80 

 176 

4.2. Test images 

Test images used in specific pen detection experiments. Test images used in the 

experiment for detecting a specific pen is a scene containing the one, two, and three red, 

blue, and black pens that are trained as shown in Table 3. A total of 147 test images 

were used. Test images used in triangular-shaped safety signs and beverage can 

detection experiments. 32 triangular-shaped safety signs and 59 red cans were used as 

test images in triangular-shaped safety signs and beverage can detection experiments. 

An example of the test image used in the detection experiment is shown in Fig. 6. 
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Table 3. Test image used in specific pen detection experiments 

 1 trained object 2 trained object 3 trained object Total 

Total 63 63 21 147 

Test images used in color robustness experiments 

The robustness test for color is to see how the color of distractors and the background of 

the scene with the object effects the target detection. The images with a red, blue, gray, 

sky blue, and brown background and the images with red, blue, and green distractors 

among images used in specific pen detection experiments were used as the Test images 

used in color robustness experiments. A total of 100 images were used. 

Test images used in brightness robustness experiments 

The robustness test for brightness is to check the effect of brightness change on target 

detection. 294 images with brightness variation from +30 to –30 applied to the original 

test images used in specific pen detection experiments were used as test images in 

brightness robustness experiments.  
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Fig. 6. An example of the test image used in the detection experiment 

4.3. Performance Evaluation Criteria 

Two performance evaluation criteria, i) The successful target detection rate (p) using 

equation (10) for the images detected within the specified number of times in the test 

image, ii) the average viewpoint variation number until the target found, were used. 

𝑝 =
𝑟

𝑟 + 𝑞
 

(10) 

In equation (10), r is the number of images that successfully detected the target, q is 

the number of images that failed at detecting the target. If a model detects a target in 3 

images out of 5 test images, the successful target detection rate (p) is 0.6. Among 

successfully detected images, if this model detected the target in the third search from 

the first image, the third search from the second image, the second-search in the third 

image, then the average viewpoint variation number until target found is 2.6. The 

successful target detection rate (p) can be used to evaluate the detection efficiency in the 

entire test image, and the average viewpoint variation number until target found can be 

used to evaluate how fast the model detected the target. The higher the successful target 

detection rate, the lower the viewpoint variation number until the target found, the better 

the performance. 
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4.4. Results 

Fig. 7 shows an example of the result of a saliency map of the proposed model using 

top-down information and the result that is not. The target to be detected in the input 

image is a blue pen. Without using trained data, with only bottom-up features, the 

proposed model detects the red pen at first-search. The saliency map on the left side of 

Fig. 7 shows that the red pen is the most salient object. But what if we want to detect a 

blue pen, not a red pen? The proposed model allows you to find blue pens at once. The 

saliency map on the right side of Fig. 7 was made using trained data, showing that the 

blue pen, not the red one, is the most salient object. 

 

 

Fig. 7. Example of the result of the saliency map without top-down information (left) and the 

result with top-down information (right) 

Fig. 8 demonstrates the example of detection results for 3 types of target detection 

experiments in the proposed method. The three images on the left side of Fig. 8 are 

examples of results from specific pen detection experiments. The image on the first line 

is an image where two trained objects (red and blue pens) are placed on a bookshelf 

with several books. The target is a blue pen. The proposed model detected the target 

after the second-search but the other models failed at detecting the target within the 

specified number of search-times. The image in the second row on the left of Fig. 8 

shows a yellow alarm clock on a light brown table, two trained objects (a red pen and a 

blue pen), and a gray digital clock. The target is a blue pen. The proposed model and the 

models of [6] and [8] detected the target at once, but the model of [27] failed at 

detecting the target within the specified number of search-times. The image in the third 

row on the left of Fig. 8 is a test image with a military uniform on a brown table and 

three trained objects (red pen, blue pen, and black pen) placed on the uniform. The 
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target is a red pen. The proposed model detected the target at once, but the other models 

failed at detecting the target within the specified number of search-times. 

The three images in the middle of Fig. 8 are examples of the results from triangular-

shaped safety sign detection experiments, and the three images on the right are 

examples of the results from beverage can detection experiments. We can see that the 

proposed model detects the target in various environments in the first-search. 

 

Fig. 8. Example results on 3 types of detection experiments: pen detection (left), triangular-

shaped safety sign detection (middle), beverage can detection (right) 

Table 4 and Table 5 summarizes the performance evaluation result of the proposed 

model with the comparison result of 3 models. Overall, the proposed model achieved 

the successful target detection rate with an average of 94.33% on 3 types of target 

detection experiments, and 97% on color and brightness robustness experiments. An 

average viewpoint variation number until the target found from the proposed model is 

1.37 on 3 types of target detection experiments, and 1.33 on color and brightness 

robustness experiments. And these results are the best performance among other 

comparison models. 

The proposed model detected the target almost at first-search, but other models 

didn’t. The model in [8] has the best performance except for the proposed model, and it 

detected the target on average 1.67th search on 3 types of target detection experiments 

and 1.87th search on color and brightness robustness experiments. However, the 

proposed model has better performance with 1.37 on 3 types of target detection and 1.33 

on color and brightness robustness experiments. Even the successful target detection 

rate is superior to that of [8]. 
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These results demonstrate that the proposed model outperforms other previous 

models. The color robustness test and the brightness robustness test were experiments to 

confirm how robust the proposed model was for the brightness variation and the 

disturbing color. Previous models were difficult to secure versatility only by 

experimenting on the images of the monotonous environment. The color robustness test 

results and the brightness robustness test results demonstrate that the proposed model is 

very robust to color and brightness. In particular, even if the background color of the 

test image is similar to the target and there are some distractors, the performance of the 

model did not deteriorate much.  

Table 4. Overall results on 3 types of target detection experiments 

 
The successful  

target detection rate 

Viewpoint variation number 

until the target found 

 
This 

Model 
[8] [27] [6] 

This 

Model 
[8] [27] [6] 

Pen 89 75 67 60 1.21 1.8 3.57 4.31 

Safty sign 99 90 79 75 1.59 1.8 4.02 5.6 

Beverage can 95 89 82 67 1.31 1.35 5.3 6.5 

average 94.33 84.67 76 67.33 1.37 1.67 4.3 5.47 

Table 5. Results on color and brightness robustness experiments 

  
The successful  

target detection rate 

viewpoint variation 

number until the target found 

  
This 

Model 
[8] [27] [6] 

This 

Model 
[8] [27] [6] 

Color 

Red 

background 
100 100 92 75 1 1.25 2.5 2.13 

Bluebackgrou

nd 
100 100 83 50 1 1.40 2.2 2.80 

Gray 

background 
100 100 75 67 1 1.14 3.0 2.28 

Sky blue 

Background 
100 92 83 83 1 2.25 2.38 2.25 

Brown 

background 
100 92 75 75 1 1.43 2.5 2.29 

Red distractor 100 100 83 75 1.14 2.14 3.71 3.29 

Blue 

distractor 
100 100 100 100 1.67 1.83 4.08 3.42 

Green 

distractor 
100 100 92 83 1.11 1.67 2.5 3.11 

Bright

-ness 

+30 89 75 65 63 2.06 2.9 4.15 4.12 

-30 91 73 60 61 2.27 2.73 4.95 4.19 

average 97 93.2 80.8 73.2 1.33 1.87 3.20 2.99 
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5. Conclusions 

In this paper, a robust distant target detection model employing the human visual 

attention mechanism was proposed. The proposed model consisted of a training model 

for training top-down information and a searching model for detecting targets using top-

down information. In the training model, some primitive features of training objects 

extracted in a bottom-up manner were selected and trained. The detection model biases 

feature maps and adjust the saliency map to detect desired targets. In the process of 

detecting, the bottom-up saliency and top-down saliency were both considered.  The 

proposed model trained the relationship information between color, intensity, form-

orientation features in order to overcome the limitations of the previous training model 

that could not accurately express the features of an object because of the relationship 

between color and brightness was not considered. Also, all training images with 

changes under certain criteria were used for training in order to overcome the 

limitations of the previous model which did not produce reliable results by selectively 

using the training images. The proposed model detected the target using all features in 

order to overcome the limitations of previous detection models which used only a few 

features to detect targets which could cause detection failures due to loss of information. 

The entire process of the proposed detection model is similar to that of the training 

model, but instead of training selected features, top-down information was input and 

biased. Top-down information is input in three phases: first, the color and brightness 

values of the trained data were input in the process of generating early visual feature 

maps of color and intensity. Among the early feature values of the color and brightness 

feature maps, the values similar to the color and brightness values in the trained data 

were modified to be more salient. In addition, the activity information of the trained 

data is used in a nonlinear combination process, and it leads to making features of the 

target objects more salient. Second, relative activity values of feature maps in the 

trained data were input in the nonlinear combination process of form-orientation feature 

maps. The detailed process of the nonlinear combination method was modified by 

trained data. Finally, the weights of the form-orientation feature maps in the trained data 

were input in the weighted combination process. 

To evaluate the performance of the proposed model, experiments were conducted to 

apply the proposed model to detection problems such as detecting a specific pen, 

triangular safety objects, and can. Also, color robustness and brightness robustness 

experiments were additionally performed. To evaluate the performance of the proposed 

model, experiments were conducted to apply the proposed model to detection problems 

such as detecting a specific pen, triangular safety objects, and can. Also, color 

robustness and brightness robustness experiments were additionally performed. In 

addition, to carry out a quantitative evaluation, the proposed model was compared with 

the previous model. The previous model only used the images contains only one trained 

object so that they failed to evaluate performance considering the effects between 

different trained objects. In this experiment, to overcome these limitations of the 

previous model, an image containing several trained objects was used as the 

experimental image. The color robustness test and the brightness robustness test are 

experiments to confirm how robust the proposed model is for the brightness variation 

and the disturbing color. Existing models were difficult to secure versatility only by 

experimenting on the images of the monotonous environment. These experiments were 

conducted to confirm whether the proposed model overcomes the limitations of these 
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existing models. Quantitative and qualitative analyses of the experimental results 

showed that the proposed model outperformed the traditional model in target detection 

and was comparable to the state-of-the-art models. 
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Abstract. The sustainable development of the national economy depends on the 

continuous growth and growth of the capital market, and the stock market is an 

important factor of the capital market. The growth of the stock market can 

generate a huge positive force for the country's economic strength, and the steady 

growth of the stock market also plays a pivotal role in the overall economic 

pulsation and is very helpful to the country's high economic development. There 

are different views on whether the technical analysis of the stock market is 

efficient. This study aims to explore the feasibility and efficiency of using deep 

network and technical analysis indicators to estimate short-term price movements 

of stocks. The subject of this study is TWSE 0050, which is the most traded ETF 

in Taiwan's stock exchange, and the experimental transaction range is 2017/01 ~ 

2019 Q3. A four layer Long Short-Term Memory (LSTM) model was 

constructed. This research uses well-known technical indicators such as the KD, 

RSI, BIAS, Williams% R, and MACD, combined with the opening price, closing 

price, daily high and low prices, etc., to predict the trend of stock prices. The 

results show that the combination of technical indicators and the LSTM deep 

network model can achieve 83.6% accuracy in the three categories of rise, fall, 

and flatness. 

Keywords: deep neural network, long short-term memory, technical analysis, 

fintech. 

1. Introduction 

How to make good use of the funds at hand for investment and financial management 

and financial planning is often the most concerned topic for modern people. Common 

investment and financial management methods include the purchase and sale of 

derivative financial commodities such as stock trading, funds, futures, and options, 

foreign currency investment, fund investment, and insurance planning. The variety of 
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financial commodities in the market has different characteristics, and investment returns 

and risks also vary. In recent years, the popularity of financial digitization and the 

vigorous development of artificial intelligence have also driven the future trend of 

mobile finance and new types of Financial Technology (FinTech). The development of 

the stock market has been under the influence of liberalization and internationalization. 

With the advancement of Internet technology and the growing popularity of financial 

knowledge, stock investment has become a part of investment and management in life 

[1], [2]. Investors' funds will not be confined to this class of stocks, and the spread of 

buying and selling stocks to earn changes in stock prices is also one of the favorite 

operations of retail investors [3]. Investment and financial management are closely 

related to the pulse of social development, and it is also the topic of most concern for 

young people entering the society. However, investors who do not have professional 

financial background or knowledge may be vulnerable to losses due to opaque market 

information [4], [5]. At the same time, due to the huge market information, the variety 

of financial products and the diversity of technical analysis indicators, novice 

investment and financial management faced with a wealth of information and could not 

absorb and judge [6], [7]. 

In recent years, Deep Neural Network [8] and various Deep Learning algorithms 

have shined in the major competitions of Pattern Recognition and Machine Learning. 

The rapid development of deep neural networks has not only opened up new areas of 

machine learning research, but also various applications have gradually appeared 

around people's lives, such as speech recognition, emotion recognition, natural language 

processing and image recognition [9], [10], [11]. In the field of deep learning, Recurrent 

Neural Network (RNN) [12], Long Short Term Memory (LSTM) [13] are particularly 

suitable for processing time-series data, such as natural language processing, machine 

translation, speech recognition, and financial index prediction. At present, the 

mainstream financial commodity analysis and decision tools are mainly based on 

fundamental analysis, chip analysis and technical index analysis. The main purpose of 

this research is to explore the feasibility and effectiveness of the application of technical 

analysis indicators in deep networks. The remainder of this paper is as follows: section 

2 is the literature and techniques review; section 3 is the methodology of this research; 

section 4 is the experimental design, results and discussion, and the last section is 

conclusion and future research. 

2. Literature Review 

Stock analysis tools can be divided into 'Fundamental Analysis' and 'Technical Indicator 

Analysis' in essence. Fundamental analysis is a method of valuation of securities or 

stocks, which uses financial analysis and economics research to evaluate corporate 

value or predict securities (such as stocks or bonds) [14], [15].  

The fundamental analysis is to study the reasons for price changes, including 

economic factors, non-economic factors, internal market factors, current industrial 

conditions, domestic and foreign economic conditions, etc [16], [17], [18]. The data to 

be collected for the fundamental analysis is huge, and not every relationship with the 

stock price is equally important. There are many parts that need to be judged by 

individuals. In addition, some information may be hidden by the company. If investors 

do not have strong financial and economic analysis capabilities and internal 
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information, they may suffer losses [19]. Technical analysis, also known as trend 

analysis or market analysis, is to analyze the data of past prices and trading volumes and 

convert them into graphs or indicators. It uses statistical methods to analyze historical 

data to predict future prices [18], [20]. From the perspective of technical analysis, 

changes in stock prices and trading volume will affect the behavioral decision-making 

patterns of investors [21]. As long as the changes in stock prices and trading volumes 

are used to predict trends, excess returns will be obtained. Technical analysis mostly 

shows the behavior of investors in the past with graphics, and analyzes the past behavior 

of investors to predict the future trend of the market [22], [23], [24]. The basic theory of 

technical analysis is that stock price fluctuations and trends change mainly from market 

supply and demand, and are determined by the transaction behavior of all investors after 

integrating all relevant economic factors and information, resulting in stocks rising or 

falling to form a trend [25]. Based on past experience, the stock market or stock price 

usually leads the economic fundamentals by half a year to nine months, that is, the stock 

market or stock will rise or fall first, and then economic data will appear [26]. Based on 

this, researchers believe that technical analysis not only has the function of leading 

indicators, but also reflects the future trend of stock prices. Investment stocks can select 

individual stocks that have the potential to rise as long as the technical indicators are 

used properly, and sell at a high point of the swing to increase capital returns [27]. 

Technical analysis originated from "Dow Theory" published by Dow in 1930 [28]. 

Dow Theory assumes that all information will be reflected in stock prices. The main 

method of Dow theory is to divide market fluctuations into three trends according to the 

time period-long-term trends that last for 1 to several years, secondary movements that 

last for weeks to months, and short-term fluctuations at the intraday level. Based on the 

characteristics of "high point refresh, low point rise", it is judged as a bull market (or a 

bear market on the contrary) as a basis for buying and selling to capture the long-term 

trend of the market [29]. Then Elliott 1871 [30] proposed the "Elliott wave principle" to 

further improve the entire technical analysis system. The theory believes that the stock 

market behaves like the waves of the sea will rise and fall. There should be five upward 

waves in a complete cycle and three downward waves.  

Subsequently Malkiel [31] proposed the efficient market hypothesis, assuming that 

the stock market is an efficient market, all the stock market information is immediately 

and completely reflected on the stock price, and it is concluded that the technical 

analysis of the stock market is invalid. Malkiel's [32] empirical research indicates that 

the return on the use of technical analysis is inferior to the buy and hold trading 

strategy. Hudson et al. [33] used empirical models to study the UK stock price from 

1935 to 1994, and the results showed that there was no excess return. However, in 

subsequent research, Bohan used the S&P 500 weekly data to apply RSI stock market 

technical indicators to prove the validity of technical analysis [34]. Hinich and Peterson 

pointing out that the stock price series exhibits a non-linear change, and empirical 

evidence shows that the Moving Average (MA) technical indicator has a significant 

performance in predicting the US Dow Jones Industrial Average Index (DJIA) [35]. 

Pruitt [36] combined three technical indicators: cumulative trading volume, relative 

strength and weakness, and moving averages to develop an investment strategy called 

CRISMA (Cumulative Volume Relative Strength Moving 10 Average). The research 

period and objects were 1976 to 1985. For 204 stocks of the years, empirical results 

found that its trading strategy is better than the buy and hold strategy. Lo, Mamaysky, 
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and Wang [37] automatically identify patterns in technical analysis using non-major 

kernel regression methods. During the study period and objects were the stock prices of 

NYSE / AMEX and NASDAQ in the United States from 1962 to 1996. Empirical 

evidence shows that according to the technical analysis, the proposed pattern-based 

approach can get excess returns and beat buy-and-hold strategies. In addition, recent 

studies have shown that technical analysis indicators can obtain excess returns 

compared to the broader market in investment trading strategies [38], [39], [40], [41], 

[42]. 

In recent years, due to improvements in deep learning algorithms, computing 

efficiency, and excellent fault tolerance, deep neural networks have been widely used in 

the fields of stock price prediction and many derivative financial commodities such as 

futures, options and even house prices. Yu et al. [43] used a hybrid AI neural model 

combined with WTM text exploration technology to predict monthly WTI crude oil 

prices from 2000 to 2002 by collecting specific vocabulary and monthly WTI crude oil 

closing prices in monthly news from 1970 to 1999. The result confirms that the 

prediction accuracy in the case of ANN alone is 61%, while the accuracy of the hybrid 

AI neural model can reach 80%. Zhuge et al. [44] used semantic analysis to substitute 

the data of the community's opinions and comments on the Internet into the LSTM 

model for prediction. Compared with the traditional time series model and ANN model, 

the prediction of the Shanghai Stock Exchange's comprehensive stock price index has 

better accuracy. Nelson et al. [45] used the LSTM model to predict stock prices on the 

Brazilian Stock Exchange. The study period was from 2008 to 2015, and compared with 

traditional models and strategies, and found that the LSTM model has higher returns 

and lower risks. Soon [46] compared the performance of Feed-forward Neural Network 

(FFNN) and RNN when predicting the closing price of Commerce International 

Merchant Bank (CIMB) Kuala Lumpur Stock Exchange (KLSE), and its model used 

opening price, closing price and exchange rate information. The results show that both 

FFNN and RNN models can reach 90% prediction accuracy. Chen and Wei [47] 

proposed a Convolutional Neural Network (CNN) prediction model based on a 

company relationship graph. The experimental data uses the CSI 300 Index (CSI 300), 

which is close to 3,000 companies, traded between April 29, 2017 and December 31, 

2017, with an average accuracy of approximately 60%. Many subsequent studies have 

also shown that machine learning and deep neural networks have superior performance 

when applied to the trend of time series data such as stock market trends [48], [49], 

[50], [51], [52], [53], [54], [55]. 

3. Methodology 

3.1. Recurrent Neural Network, Long Short-Term Memory and System Model 

General neural networks, such as Deep Convolutional Neural Network (DCNN) [56], 

processed samples are Independent and Identically Distributed (IID), and the problem 

solved is also a classification problem, a regression problem or a feature expression 

problem. However, more real problems are not satisfying IID, such as language 

translation, automatic text generation. They are a sequence of problems, including time 

series and spatial sequences. Compared to DCNN, sequence data or time series data is 
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more suitable for processing with Recurrent Neural Network (RNN) [57]. The reason 

that RNN is recurrent is that it performs the same operation on every element of a 

sequence, and the subsequent output depends on the previous calculation. 

 

Fig. 1. Technical analysis and the proposed RNN-LSTM model 

Another way to look at RNN is to think that it has some "Memory" that captures 

some of the previously calculated information. Long Short-Term Memory (LSTM) [58] 

is a special RNN, mainly to solve the gradient disappearance and gradient explosion 

problems in long sequence training. Because LSTM has the characteristics of 

remembering long-term trends and forgetting short-term fluctuations and errors, and can 

handle non-linear function problems, it is quite suitable for forecasting non-linear events 

that are easily affected by investors' mentality. This research uses LSTM neural network 

as the target stock price prediction model, the proposed model is shown as Fig. 1. 

In our architecture, the LSTM is composed of two sets of RNNs, Encoder and 

Decoder. The input of the network is the filtered technical indicator features and basic 

information of individual stocks, and the output is the trend category, future trends and 

regression values. The LSTM model uses the gradient descent method to continuously 

transfer the training error to the neuron training and minimize the error. During the 

training process, the weights of each time will be continuously modified according to 

the errors found during the training. The weight update and error minimization are as 

follows: 

𝐸 =   
1

2
𝑗

(𝑡𝑗 − 𝑦𝑗 )2 (1) 

In equation (1), E is the error function of the network, tj is the target output, and yj is 

the prediction. Then find the partial derivatives for each weight 𝜔𝑗𝑖 : 

𝜕𝐸

𝜕𝜔𝑗𝑖

 =  
𝜕  

1
2

(𝑡𝑗 − 𝑦𝑗 )2 

𝜕𝑦𝑗

𝜕𝑦𝑗

𝜕𝜔𝑗𝑖

 (2) 
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𝜕𝐸

𝜕𝜔𝑗𝑖

 =  −(𝑡𝑗 − 𝑦𝑗 )
𝜕𝑦𝑗

𝜕𝜔𝑗𝑖

 (3) 

Then use Chain Rule to expand the activation function of each neuron: 

𝜕𝐸

𝜕𝜔𝑗𝑖

 =  −(𝑡𝑗 − 𝑦𝑗 )𝑔′(ℎ𝑗 )
𝜕ℎ𝑗

𝜕𝜔𝑗𝑖

 (4) 

∆𝜔𝑗𝑖 = 𝛼 𝑡𝑗 − 𝑦𝑗  
𝜕𝑔

𝜕ℎ𝑗
∙ 𝑥𝑖  (5) 

𝛼 is the learning rate, 𝑔 is the activation function of each neuron, and 𝑔′ is the 

corresponding first derivative. 

RNN-LSTM is a network in which nodes are connected along a sequence to form a 

directed graph, showing temporal dynamic behavior of time series. The feedforward 

calculation is as follows:  

ℎ 𝑡 =  𝑉𝑥 𝑡 + 𝑈ℎ 𝑡 − 1  

𝑂 𝑡  = 𝑊 𝑉𝑥 𝑡 + 𝑈ℎ 𝑡 − 1  ,∀𝑡 
(6) 

where 𝑥 𝑡  is the input of time t, ℎ 𝑡  is the output of the hidden layer at time t, and 

𝑂 𝑡  is the output at time t. 𝑈, 𝑉, 𝑊 are the weight matrices for input layer to hidden 

layer, hidden layer to output layer, and hidden layer to the next time point hidden layer, 

respectively. In a time series recursive network, the gradient error will be passed back 

and forth along the time series layer by layer (back-propagation through time): 

∆𝑊 =
𝜕𝐸(𝑡)

𝜕𝑊
, ∆𝑉 =

𝜕𝐸(𝑡)

𝜕𝑉
, ∆𝑈 =

𝜕𝐸(𝑡)

𝜕𝑈
 (7) 

3.2. Technical Analysis and Strategy 

Technical analysis is a quantitative analysis of the price of a commodity based on 

statistics, and the signals of buying and selling are obtained through changes in 

technical indicators. There are many related discussions on the validity of technical 

analysis. From the past literature, the technical indicators, calculation methods, sample 

data or sample period used will affect the research results. This paper aims to explore 

the effectiveness of the Simple Moving Average (SMA), Stochastic Oscillator (KD), 

relative strength index (RSI), and Moving Average Convergence/Divergence (MACD) 

indicators as the effectiveness of deep learning training attributes, and test whether the 

technical analysis method is feasible in deep network architecture. According to the 

characteristics of individual financial indicators, this study converts them into 

appropriate normalized input values. The meaning of each indicator is as follows: 

Simple Moving Average (SAM)  

The concept of a moving average (MA) can be said to be the earliest and most basic 

method in technical analysis tools. Its theoretical basis is to average prices over a period 
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of time according to the concept of "Average Cost" by Dow Jones. When the bulls are 

moving, the moving average is showing an upward trend due to higher and higher 

prices. Conversely, when the market is showing a short pattern, the moving average is 

showing a downward trend due to lower and lower prices. Most people in the market are 

profitable and easy to get out of the “long” trend. In turn, the long-term moving average 

is driven upwards, which makes the trend of the trend upward. The equation of SAM is 

shown below: 

𝑆𝐴𝑀 =
𝑝1 + 𝑝2 + 𝑝3 + ⋯+ 𝑝𝑛

𝑛
 (8) 

when calculating continuous values, one can directly use the original SAM increment: 

𝑆𝐴𝑀𝑡1,𝑛 = 𝑆𝐴𝑀𝑡0,𝑛 −
𝑝1

𝑛
+
𝑝𝑛+1

𝑛
 

        

(9) 

KD Line 

The stochastic index, also known as the KD line [59], measures the position of the 

closing price at the highest and lowest price ranges to determine trends and entry and 

exit points. The random exponential coordinates are in the range of 0-100. The K line 

represents the closing price and the highest price within a certain period of time, the 

percentage of the lowest price. When the K line is higher than the D line, but the D line 

is broken in the overbought area, it is a sell signal (dead cross). When the K line is 

lower than the D line, but breaks through the D line in the oversold area, it is a buy 

signal (golden cross). To calculate the KD value, one must first obtain the RSV 

indicator: 

𝑅𝑆𝑉 =  
𝐶𝑛 − 𝐿𝑛
𝐻𝑛 − 𝐿𝑛

× 100% 
   

(10) 

where n is the ttransaction date interval, 𝐶𝑛  is the closing price of the n-th day, 𝐻𝑛  is the 

highest price in the past n days and 𝐿𝑛  is the lowest price in the past n days, and 

𝐾𝑛 =  𝛼 × 𝑅𝑆𝑉𝑛 +  1 − 𝛼 × 𝐾𝑛−1 
   

(11) 

𝐷𝑛 =  𝛼 × 𝑅𝑆𝑉𝑛 +  1 − 𝛼 × 𝐷𝑛−1 (12) 

If there is no K value or D value of the previous day, 50% can be substituted. In total, 

The K value is the 3-day smoothing moving average of the RSV value, and the D-value 

is the 3-day smoothing moving average of the K value. 

Relative Strength Index (RSI).  

The Relative Strength Index (RSI) [60] is a relative strength index, an indicator of the 

strength of the market's rise and fall. RSI is a technical indicator based on the strength 

of market fluctuations. This indicator can indicate the change in the strength of bullish 
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and bearish forces. When the RSI value rises, it means that the bullishness of the market 

is greater than the bearish force. Conversely when RSI falling, it means that the market 

is more bearish than bullish. Then, the average value of the uptrend during the period is 

used as a percentage of the sum of the rise and the average of the downtrend to 

represent the RSI of the relative strength of the buyer and the seller. The equation is 

shown below: 

𝑅𝑆𝐼 =  
𝐸𝑀𝐴 𝑈,𝑛 

𝐸𝑀𝐴 𝑈,𝑛 + 𝐸𝑀𝐴 𝐷,𝑛 
 

   

(13) 

suppose the price changes upwards is U and downward is D. In the day when prices 

rise, U = Today's closing price minus yesterday's closing price and D = 0. In the days 

when prices fell, U = 0 and D = yesterday's closing price minus today's closing price. 

EMA 𝑈,𝑛  is the U average in n days, and EMA 𝐷,𝑛  is the D average in n days. 

Bias Ratio (BIAS) 

BIAS [61] represents the gap between the stock closing price and the moving average of 

the day to analyze the degree of stock price deviation. Its function is mainly to measure 

the degree of deviation of the stock price from the moving average during the 

fluctuation process. When the stock price fluctuates sharply, it deviates from the moving 

average trend. As a result, possible retracements or rebounds, as well as the movement 

of stock prices within the normal fluctuation range, form the credibility of continuing 

the original trend. 

𝐵𝐼𝐴𝑆𝑛 =  
𝐶𝑙𝑜𝑠𝑒 − 𝑀𝐴𝑛

𝑀𝐴𝑛

× 100% 
   

(14) 

𝐵𝐼𝐴𝑆𝑛  indicates the deviation rate of the past n days, Close is the closing price of the 

nth day, and 𝑀𝐴𝑛  is the moving average of the past n days. Positive BIAS implied price 

may fall, otherwise it may rise. 

William’s Oscillator (Williams%R)  

The William indicator [62] is an oscillator that measures the ratio of the peak (highest 

price) created by both long and short sides to the daily closing price and the ratio of 

stock price fluctuations within a certain period of time, providing a signal that the stock 

market trend is reversed. The William%R uses the pendulum principle to discern 

overbought or oversold stocks, discriminates highs and lows, and proposes effective 

investment signals. 

𝑊𝑖𝑙𝑙𝑖𝑎𝑚𝑠%𝑅 =  
𝐻𝑛 − 𝐶𝑛
𝐻𝑛 − 𝐿𝑛

× 100% (15) 

where 𝐶𝑛  is the closing price on the nth day, and 𝐻𝑛  and 𝐿𝑛  are the highest and lowest 

prices for the past n days. 
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Moving Average Convergence / Divergence (MACD)  

The MACD [63] was proposed by Gerald Appel in the 1970s to study the strength, 

direction, energy, and trend cycle of stock price changes in order to capture the timing 

of stock buy and sell. The MACD uses the difference between the 12-days EMA and the 

26-days EMA as a signal to determine the operation. 

𝐷𝐼𝐹𝑡  =  𝐸𝑀𝐴𝑡(𝑐𝑙𝑜𝑠𝑒 ,12) − 𝐸𝑀𝐴𝑡(𝑐𝑙𝑜𝑠𝑒 ,26) 

9𝑀𝐴𝐶𝐷𝑡  =  𝑀𝐴𝐶𝐷𝑡−1 ×
8

10
+ 𝐷𝐼𝐹𝑡 ×

2

10
 

(16) 

where 𝐸𝑀𝐴𝑡(𝑐𝑙𝑜𝑠𝑒 ,12/26) is the exponential moving average of the closing price on day t 

(12/26), and9𝑀𝐴𝐶𝐷𝑡  is a 9-day exponentially smooth moving average 

4. Experiments 

4.1. Experimental Setup 

This study uses the FTSE TWSE Taiwan 50 (TWSE 0050) Index as the research sample 

[64]. Most mutual funds are stock funds. These funds use stocks as the main investment 

target and can also be traded according to the professional judgment of the fund 

manager. ETFs are mutual funds that passively track the performance of an index and 

are listed in a centralized market. ETFs combine the trading characteristics of closed-

end funds and open-end funds in trading methods. They can be traded on exchanges, 

and can also be purchased and redeemed. The main difference between ETFs and stocks 

is that buying an ETF is equivalent to buying securities that are tracked during the 

purchase period, effectively dispersing the risk of a single target and avoiding the price 

of a single target. The ETF operation aims to replicate the performance of the index, the 

investment portfolio is also consistent with the index constituent stocks, and the 

shareholding is also quite transparent. The TWSE0050 selected in this study has both 

the characteristics of stocks and ETFs. Investors can buy this stock at the market value 

in the stock exchange market, or they can invest in a fixed amount through banks. 

TWSE 0050 constituents include the top 50 listed companies on the Taiwan Stock 

Exchange, accounting for more than 70% of the total market capitalization of the 

Taiwan Stock Exchange. The data required for this study was obtained through the 

Taiwan Stock Exchange, and the transaction date used was 2017/1/4 ~ 2019/10/15 Q3, a 

total of 684 records. The first 2/3 of the data is set as training data, and the last 1/3 is 

test data. Each experiment features include daily opening price, closing price, highest 

price, lowest price, ups and downs, volume and turnover, and the normalized indicators. 
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Fig. 2. The proposed LSTM layered architecture 

The proposed LSTM layered architecture is set as Fig. 2. The model contains 4 

LSTM layers and a full-connected layer. The experiments in this study were trained by 

ASUS ESC8000 G3, with Intel Xeon processor E5-2600 v3, NVIDIA GeForce GTX 

1080ti GPU×8, and 64GB RAM. In the classification case, the data label is adjusted as 

follows: 

1. Trend up: 𝐶𝑙𝑜𝑠𝑒𝑡+1-𝐶𝑙𝑜𝑠𝑒𝑡 > 𝐶𝑙𝑜𝑠𝑒𝑡 × α 

2. Flat trend: 𝐶𝑙𝑜𝑠𝑒𝑡 × α > 𝐶𝑙𝑜𝑠𝑒𝑡+1-𝐶𝑙𝑜𝑠𝑒𝑡 >−𝐶𝑙𝑜𝑠𝑒𝑡 × α 

3. Trend down: 𝐶𝑙𝑜𝑠𝑒𝑡+1-𝐶𝑙𝑜𝑠𝑒𝑡 < −𝐶𝑙𝑜𝑠𝑒𝑡 × α 

where  𝐶𝑙𝑜𝑠𝑒𝑡  is the closing price of day t, 𝐶𝑙𝑜𝑠𝑒𝑡+1 is the closing price of day t+1, 

and α is an adjustable parameter. In subsequent experiments,  is set to 1.0%. Deep 

network model uses four layers of LSTM with cross-entropy loss function, and the 

LSTM input timestamp is 20 days. The dropout rate was set to 0.5. The learning model 

is trained with a batch size 16 for 30~100 epochs using the inverse decay learning rate 

policy, which de-fined as follows: 

ℓ =
ℓ0

1 + (𝑟 × 𝑡)
  (17) 

where ℓ0  is the initial learning rate at epoch 0, t is the number of current epochs, r is a 

hyperparameters to be tuned. The learning rate started at 0.01 and reduced every epoch 

with r = 0.1.  
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4.2. Technical Index Attribute Setting 

As mentioned in the previous section, the technical analysis indicators used in this 

research are KD, RSI, BIAS, William%R and MACD. The financial range given by 

each indicator has different financial significance. In this study, each value of technical 

indicators is classified into three categories A, B, and C according to their financial 

significance, indicating that the future stock price may rise, stay flat, and fall. 

KD Normalization  

The cross breakthrough of the K line and the D line is more accurate when it is above 80 

or below 20. When the cross is around 50, it means that the market trend is caught in the 

market. At this time, the trading signals provided by the cross breakthrough are invalid. 

When the K line is higher than the D line but the next day K falls below the D value, it 

is a sell signal (death cross); when the K line is lower than the D line but the next day K 

breaks the D value upward, it is a buy signal (gold cross). In this experiment, the KD 

indicator is converted into the following attributes and input into the model: 

 
𝐴: 𝐾𝑡−1 < 𝐷𝑡−1, 𝐷𝑡 < 𝐾𝑡 , and (20 < 𝐾𝑡−2 < 80 or 20 < 𝐾𝑡−1 < 80 or 20 < 𝐾𝑡 < 80) 
𝐵: 𝐾𝑡−1 > 𝐷𝑡−1, 𝐷𝑡 > 𝐾𝑡  and (20 < 𝐾𝑡−2 < 80 or  20 < 𝐾𝑡−1 < 80 or 20 < 𝐾𝑡 < 80)
𝐶: Otherwise

  (18) 

RSI Normalization 

RSI defines the value of relative strength between 0 and 100. When the indicator rises to 

80, it indicates that the stock market has been overbought. If it continues to rise, if it 

exceeds 90, it means that it has reached the warning zone of severe overbought. The 

stock price has formed a head. Conversely, if it is lower than 20, it indicates that the 

market is oversold, and the stock price may enter the bottom. Therefore, the RSI 

numerical threshold for this study is set to 20 and 80: 

 

𝐴: 𝑅𝑆𝐼𝑡 ≤ 20 
𝐵: 20 < 𝑅𝑆𝐼𝑡 < 80
𝐶: 𝑅𝑆𝐼𝑡 ≥ 80

  (19) 

BIAS Normalization  

A positive BIAS is called a positive deviation, and a value of more than 3.5% may have 

a price drop correction, and the stock price may fall; a negative BIAS is called a 

negative deviation, and a value of -3% or less may have a price increase correction. In 

order to make the value of the attribute more concise and easy to understand, we convert 

the BIAS value into the following value, where t is a trading day: 
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𝐴:   𝐵𝐼𝐴𝑆𝑡 ≤ −0.03 
𝐵: − 0.03 < 𝐵𝐼𝐴𝑆𝑡 < 0.035
𝐶: 𝐵𝐼𝐴𝑆𝑡 ≥ 0.035

  (20) 

W%R Normalization 

When the value of the W%R is greater than 80, it is oversold, and the stock price trend 

will bottom out; when the value of the W%R is less than 20, it is overbought and will 

recommend selling. This study converts W%R into the following categories, where t is 

a trading day: 

 

𝐴:𝑊%𝑅𝑡 ≥ 80 
𝐵: 20 < 𝑊%𝑅𝑡 < 80
𝐶: 𝑊%𝑅𝑡 ≤ 20

  (21) 

MACD Normalization  

When DIF is higher than MACD but the next day DIF falls below the MACD value, it 

is a sell signal and indicating that the stock price may fall in the future; While DIF is 

lower than MACD but the next day DIF breaks the MACD value, a buy signal 

indicating that the future stock price may rise. We convert the MACD value into the 

following categories, where t is a trading day: 

 
𝐴: 𝐷𝐼𝐹𝑡−1 < 9𝑀𝐴𝐶𝐷𝑡−1 𝑎𝑛𝑑 9𝑀𝐴𝐶𝐷𝑡 < 𝐷𝐼𝐹𝑡  
𝐵: 𝐷𝐼𝐹𝑡−1 > 9𝑀𝐴𝐶𝐷𝑡−1 𝑎𝑛𝑑 9𝑀𝐴𝐶𝐷𝑡 > 𝐷𝐼𝐹𝑡
𝐶: Otherwise

  (22) 

4.3. Experimental Results 

In this experiment, the number of epoch ranges from 30 to 100 until convergence. The 

test uses basic features plus technical analysis indicators, including normalized KD, 

RSI, BIAS, Williams%R and MACD. The experimental results are shown in Figs. 3-5. 
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Fig. 3. Technical analysis indicator accuracy 

 

        (a) 

 

             (b) 

Fig. 4. Training Loss and Accuracy (a) with epochs 30 and (b) with epochs 100 
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Fig. 5. Regression Results 

The experimental results show that the accuracy of individual KD, RSI, BIAS, 

Williams%R, and MACD are 0.74, 0.75, 0.74, 0.74, and 0.76, respectively. The average 

accuracy of all indicators is 0.75. Among all the indicators, MACD obtained the highest 

estimation accuracy. Observation shows that the MACD indicator smoothes the closing 

price of the stock price according to the moving average and calculates the arithmetic 

average before integrating. The indicator uses the signs of the short-term and long-term 

moving average trends and performs double smoothing. Compared to other basic 

moving average-based indicators, MACD can provide more learnable information on 

the time series deep neural network. Further observations show that the current 

mainstream financial technology indicators are highly correlated with the moving 

average, therefore the network may automatically smooth out the differences in its deep 

structure. In addition, if all technical indicators are combined, the accuracy can reach 

83.6%, and reach convergence in about 50 epochs. Fig. 5 is the regression results. The 

green line is the original data, the red line is the regression prediction result of the 

training data, and the blue line is the prediction result of the test data. The results show 

that our proposed model can accurately predict the trend and turn of the stock price in 

most cases. 

5. Conclusions 

Differs from previous studies [65], [66], this research constructs a four-layer LSTM 

deep neural network and explores the effectiveness of technical indicators in the deep 

network. The experimental data uses TWSE0050 transaction data from 2017 to 2019 

Q3. The research results show the prediction accuracy combined with comprehensive 

technical indicators can up to 83%. The use of individual indicators can also achieve an 
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average accuracy of 75%. The results of this study demonstrate that the use of technical 

analysis to the prediction of stock prices in the deep network is indeed feasible and 

effective. The indicators used in this research are general-purpose technical analysis 

indicators. The nature and calculation methods are applicable to all daily volatile 

financial commodities, such as exchange rate indexes, crude oil prices, futures and other 

derivative financial commodities. Therefore, the effectiveness of this study can be 

applied to different financial commodity transactions. 

The focus of future research is to improve the accuracy of model estimates. In 

addition to technical analysis indicators, the fundamentals of individual stocks, chip 

analysis, financing/securities lending, etc., are also important reference indicators and 

this study will further examine how these important business factors can be added to the 

deep model. 
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Abstract. One of the key functions of the method of text recommendation is to 

build a correlation analysis to all the text collection. At present, most of the text 

recommendation methods use the citation network, but less to consider the 

internal relations, which has become a challenge and an opportunity for the 

research of text recommendation. Therefore, we propose a new method to 

ameliorate the above problem based on the time series in this paper. We specify a 

certain text collection according to the interests of users and integrate the varied 

label values of the text, then we build the correlation coefficient between text and 

its related text with the differential analysis, finally the similarity degree of the 

text is calculated out by using the improved cosine similarity correlation matrix to 

promote a recommendation of similar text. Our experiments indicate that we are 

able to ensure the quality of text, with an improvement of accuracy by 8.63% as 

well as an improvement of recall rate by 5.25%. 

Keywords: time series; label value; correlation coefficient; similarity degree 

1. Introduction 

Nowadays it’s becoming a dogma that more and more dates have been connected 

together as a colossal directed network with a common case of cited node [1, 2]. In the 

directed network, the latest data squint to achieve their own functions in view of the 

original data. One of the most typical applications is the processing of text data, for 

instance, the new text customarily needs to cite the original ones to achieve its own 

research and innovation.  

That may easily lead to some ineluctable similarity of these mutually referred texts, 

the association analysis of these similarity texts has become one of the main ideals of the 

text recommendation to meet the needs of different users. Many previous text 
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recommendations have been used to take the citation relationship as the main approach 

to achieve their function, which means, if the text 1 cited the text 2, they are related. 

However, these methods are too simple to get the useful information [3]. Therefore, 

more and more researches of text recommendation have been indulged in exploring the 

label value on this basis, a variety of recommendation methods have been put forward 

according to the multi-attributes of the text [4, 5], like the keyword, research field as 

well as citation times and so on.  

Still, we should pay attention to these ubiquitous problems hidden in the application 

of the label value in the text recommendation. (1) The label value is quite abstract, that 

is to say, there are still unfathomed symptoms, the user will not get the accurate text 

easily through these tags and he is more likely to capture the text in vain. (2) The label 

value analysis of the existing methods of text recommendation usually adopts an 

extensive weighted average, which ignores the individual differences. That model built 

with this method cannot reflect the different characteristics of the global data. (3) 

Generally speaking, there have been two accesses to the label value for the user, one 

way is based on the explicit formulation of the user himself, the other way is to utilize 

the helpful information of text to capture the label value covertly. However, both 

methods get the problem of how to extract information and give a standard 

measurement, which results in a waste of the user’s time and a lower expectation of the 

recommendation system [6]. At the meantime, these two problems should be the main 

reason of people being not satisfied with many existing methods of text 

recommendation. (4) Most of the existing text recommendation methods only use a 

single scoring model extensively to mark the label value one by one and they would 

default to be independent of each other, which might be ignoring of these multitudinous 

label values.  

In order to solve the problems mentioned above, we propose a new text 

recommendation method based on the time series, which is combined with the multi-

label value. This method imports the time series into the label value. What the time 

series denotes was a set of statistical data which can be arranged in order of time. In this 

paper, the statistical index of time series is exactly the varied of label value of the text, 

the value of label value is directly related to the length of time, and the label value can 

usually be obtained through continuous summary in the time series. When the time 

series is introduced into the label value, the label value can be dynamically extracted and 

created. Thus, we can capture a set of ideal recommendable texts with time-validity. 

So far, there have been some researches on the applying of the time series in text 

analysis. ZR Jiang et al. had applied the time series to subject analysis. S Bjork et al. [7] 

analysed the pattern of innovation cycle time of the economy knowledge that the French 

Nobel Prize winner from 1930 to 2005 had kept to base on the time series. A Lercher et 

al. [8] gave a research of correlation rule of text with the time series analysis, etc. 

However, there has been always a pity that scarcely any researcher had taken the 

combination of time series and label value into consideration in the area of text 

recommendation. 

There are several benefits for the combined utilization of time series and multi-label 

value in text recommendation method: (1) the text data is one kind of fairly detailed 

data, and the thoughts attached on text data always have limitations. In order to give a 

response to the specific needs of users, it is always necessary to carry out a full range of 

multi-angle analysis of the text, so here may be a large number of label values that can 
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meet the needs of different users [9], as label value is one of the attributes of the text 

itself. (2) For the text recommendation, the time of a text is a key factor that cannot be 

ignored by the user. This is because the information content of the text is timeliness. For 

example, the timeliness of a news text is very strong; its time interval needs to be 

accurate to day or even less, as for academic texts, although their timeliness is not 

strong, it is still necessary to meet the need of users according to the time series. The 

reason of a text being arranged in the order of time is that the latter text is based on the 

development of society and science, and especially the previous text. (3) There is 

citation relationship between a text and its reference, which takes time of each text as the 

premise, that is to say, the recent text can cite the earlier text well but not on the contrary 

as data are time ordered. If we ignore the text sequence, the research such as text citation 

times and references relationship will be out of the question, the time series is the 

prerequisite, the citation of a text is the need to be guaranteed with very strong time 

series.    

Based on the introduction above, the main contributions of our work in this paper 

include the following aspects: (1) Quantify the multi-label value of the text, which is 

more flexible than the previous method of obtaining information through the subject of 

the text and citation times monolithically. (2) Establish a combination model of a time 

series with multi-label information to capture the correlation coefficient between texts 

by the method of differential cryptanalysis, and carry out the similarities between texts 

[10]. (3) Consider the evaluation value of a text to the user, the practicability of the 

proposed method is verified on a large-scale real data set.  

Our ground work in this paper is elaborated as follow. We introduce the related work 

in the second chapter and describe the concrete form of a time series and process of the 

label value in the third chapter. The basic definition and the assignment of label value, 

along with the computer realization method are mentioned to obtain the correlation 

coefficient of a text by a difference equation in the chapter four, while the fifth chapter 

demonstrates our method of text recommendation, then we conclude our work in section 

6. 

2. Current Practice and Research 

At present, some text recommendation algorithms based on time series usually extract 

some label information in the text shared by the users, and then generate the algorithm 

by making the label information connected through statistical learning method. When 

extracting label information, the algorithm generally pays attention to the importance of 

a part of label information in common knowledge. For example, focusing on keyword 

label indicates that the algorithm wants to recommend more relevant text to users, or 

focusing on the authoritative label indicates that the algorithm wants to recommend 

more classic text to users, etc. Different label information and models reflect different 

emphases of the algorithm. The analysis of the cited text usually use the graph model to 

represent the relationship between texts, and a large amount of text recommendation 

researches have adopted the method of extracting label value.  

Gupta S et al. came up with a recommendation method based on the theme and the 

core idea of the text [11], in their method, the user had to provide a full text (including 
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title, abstract, text and reference) for extracting the core idea. Similarly, Tellez E S et al. 

introduced an independent framework to recommend the useful text [12], in which users 

also had to enter a full academic literature text to generate some different information, 

and then submitted it to the existing network information resources to realize the 

recommendation. Mäntylä M V et al. took the cited text abstract, introduction and 

conclusion to obtain better recommendation results [13], however, these methods not 

only actually increased the user's burden, but also could not be able to provide extra 

information on the basis of a section of the user’s interested information in the real 

environment. Caruccio L et al. studied the problem of how to use references to 

recommend based on the user's query without an additional reference list [14], they 

designed a non-parametric probability model, and calculated the correlation between the 

two texts by using the reference information. There were some other studies focusing on 

improving the topic similarities of the cited texts. Huang S et al. found out that in the 

topic clustering of citation, using references could effectively avoid the "drifting" [15]. 

Harman D et al. had verified the different extraction methods of references, which would 

have an influence on the quality of information retrieval [16]. All of these researches are 

effective methods for text recommendation.  

At the same time, there also have been some researches on the single role of a time 

series in the text. For example, the generation of timing [17], timing based clustering 

and classification [18], information retrieval for future [19], etc. 

According to the above analysis, a large number of recommendation algorithms based 

on shared text have the problems of independence of label information of default text or 

simplification of calculation method. That is to say, the same method is used in the 

quantitative calculation of label. Such a label extraction method is not comprehensive in 

the expression of text content. 

3. Time Series and Multi-Label Value 

This chapter does a quantitative analysis of label value. Each access of the user is 

determined by a variety of label value. Therefore, the co-analysis of multi-label value 

denotes the relationship between the texts, which has benefit of finding the similar text 

to recommend to the user. 

3.1. Defined Variable 

We supposed u as an arbitrary user, and text set as X  {x1, x2,  , xi, , xn}. The 

whole label value of X can be denoted by g(X),  
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Here, there were a number of m of label values for each xi, label value of xi g(xi) 

should be g(xi)  (g1(xi), g2(xi), , gm(xi)). If xi cited a set of text xi, we would like to 
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mark this text set as xi  {x
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i ,      x
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As xi  cite this set of text xi, xi  {x
1 

i , x
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i , , x
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i }, the correlation coefficient of xi and xi 

should be,  
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The first equation represents a set of importance relationships between xi and xi, and 

the second equation represents the correlation coefficient which every text had referred 

by xi.  

Figure 1 showed the basic frame structure of a text reference and the relevant 

parameters.  
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Fig. 1. Citation structure of text. 

Figure 1 includes the citation correlation, label value, a time series, the correlation 

coefficient between the text and their correlation diagram. As we can see from this 

figure, for the text xi and xj, they have the same cited text x
l 

i or x
k 

j , and we can estimate 



424           Yi Yin, Dan Feng, Zhan Shi and Lin Ouyang 

 

the similarity of xi and xj according to the comparison of two correlation coefficients 

between 
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.  

Among the variants defined in this paper, if the text xi is cited by xi, which is also the 

text in set X, that means xiX. In this paper, we adopted these two different recording 

ways to make it easier to discuss the text, for example, the text x
l 

i  in the figure 2, it was 

not only cited by xi, but also cited by xj, so x
l 

i  could be marked as   x
k 

j . The text x
2 

i  can be 

cited by x
k 

j  as well as xi, {xi, xj, x
1 

i , x
2 

i , x
l 

i , x
k 

j } all came from the set of X.  

3.2. Definition and Exposition of Time Series 

The role of a time series in text recommendation is very important [20]. For text 

recommendation, there are two kinds of time, one is the published time of the text, the 

other is the user’ access date to the text. The text published time usually reflects the 

existence of the text; the access time reflects the need dateline of the user for text 

information. In this paper, the text denoted to be the published time. If the label 

information comes from text, the label is a kind of special word information. If the label 

information comes from other statistics information, the label is not word information. 

Therefore, label information cannot be a part of word. 

Here, t is used to represent the time parameter. For the time parameter t, there are 

several properties. First, as we have mentioned in chapter 1, all the texts xi are cited by xi 

arranged in chronological order of time t. Second, in view of the fact that text 

information is of timeliness, this paper makes a restriction on the publication time, 

which limits its minimum number of years. In this paper, we had to restrict the 

publication time of the text by limiting t to the minimum year in view of the timeliness 

of text. There will be a difference between the publication time and the minimum 

number of years, the minimum year denoted the initial time, let the text of the initial 

time or before as 0, then for all the text after this time node could be: the time parameter 

t  publication time  the initial time. For instance, when xi is cited by xi, the time 

parameter of text xi can be arranged from small to large. If there is time span between 

text 
1l

ix 
and x

l 

i , the time span of these two texts is also retained. Third, we can use the 

limitation of the publication time to avoid the multiple citation, and to reduce the 

amount of calculation. For example, xi cites x
l 

i , and x
l 

i  cites the other texts, after many 

such citations, some published time of papers here are less than the minimum year, so 

we can discard them. In other word, there is no need to calculate the correlation 

coefficient between these discard texts with x
l 

i . If the text is sorted according to different 

time series, it may have an impact on the final classification result. However, this paper 

assumes that they are arranged according to the chronological order of natural years, 

forming a unified sorting order. This paper only discusses the correlation coefficients 

arranged according to this chronological order. Fourth, the correlation coefficient and 

label values are functions of time parameters, which are defined the similarity of the 

texts by using the difference. As for the definition and physical significance of difference 
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equations, the change would reflect on timeline, and we would be able to calculate the 

correlation coefficient of xi and xi with the difference equations. Fifth, for the texts in xi, 

there may be a number of the same time value. To solve this problem, we can do a 

secondary arrangement according to the value of keywords, from large to small. Which 

means, when 
1( ) ( ) 0l l

i it x t x    and t(x
l 

i )
1( ) 0l

it x   , the sequence of 
1l

ix 
and x

l 

i  can be 

arranged from large to small according to one of the element value in g(xi). Sixth, 

consideration of the timeliness of the text is necessary, text information would generally 

show a process of decay with the increase of time, for instance, the near-term text would 

be more important than the older ones. 

Last but not the least, texts has a citation relationship, and the citation relationship 

had to take time as a prerequisite, that means, the near time text can cite the earlier text 

well but not on the contrary. Therefore, text citation should to be guaranteed with a 

strong time order.  

3.3. Establish the Correlation Coefficient 

Based on above definition, we discussed the value of correlation coefficient s(xix
i
) 

between xi and xi. Assumed that the time series t as all the cited text xi of xi, t  {0, 1, 

2, ,m}. That means, t from 1 to m. When t 0 , the corresponding text denoted the 

most distal one of xi, on the contrary, when t m , the corresponding text denoted the 

most proximal one of xi. For the correlation coefficient, since it represents the 

relationship between xi and xi, we can establish a connection between them. At a given 

time, the influence degree of x
l 

i  to xi is denoted as 

1
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
. Since the 

importance of text exhibits attenuation over time, and the whole process is discrete, 

therefore, the influence of xi on xi is 
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. The connection between xi 

and xi is the superposition of the influence of xi on xi in the whole time 

{1,2, , }T   .Then, the correlation of xi and xi could be: 
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                          (1) 

Which can be converted to: 
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Each element in the equation set (2) is arranged in chronological order. We build a 

frame diagram of discrete system according to the equation set (2), which is shown in 

figure2.  
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Fig. 2. System chart of the correlation function. 

It shows the whole situation of text association, which is composed of n simple 

subsystems connected in a loop way. If the final association between texts is regarded as 

a steady state, figure 2 shows the state diagram of the whole association state. From this 

graph, the correlation equation can be established, that is the state equation, and then get 

the correlation coefficient between different texts by solving the state equation. 

As we can see in figure2, the equation set (2) can be described as difference equation 

set, it was actually a linear time-invariant system and a zero state response system. By 

solving the difference equation, we carried out all of the correlation coefficient of xi and 

{x
1 

i , x
2 

i ,  , x
l 

i }. There were m l  solutions of this equation set:  
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Then we simplified the above function as: 
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Related to the equation set (2), D = (D1, D2, , Dm)' could be able to denote as the 

solutions of s(xix
i
), and V = (V1, V2, ,Vm)' denoted the characteristic root of each 

equation, and C = (C1, C2, ,Cm)' denoted the coefficient of the characteristic root of 

each equation. 

Here, the initial conditions of equation set (2) should be  
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                                         (7) 

Therefore, the values of D, V and C can be carried out, and then the correlation 

coefficient s(xix
i
) was obtained. 

In the same way, we could also get the correlation coefficient between xj and xj, so 

that all the text X and their cited text can eventually be carried out as a value of 

correlation coefficient.  

3.4. Comparison of Correlation Coefficient 

If the user u wants to obtain a series of texts related to the xi, it is necessary to compare 

the correlation coefficient of the text that related to the xi. For example, in Figure 1,  

{x
1 

i , x
2 

i , , x
l 

i } are directly related to xi, and xj is indirectly related to xi. Both the 

similarity of xi and {x
1 

i , x
2 

i , , x
l 

i }and the similarity of xi and xj, we had to compare their 

correlation coefficient. As the correlation coefficients are actually m vectors that 

composed with a set of label value, so we had to find out a method that was able to 

compare the vectors. We eventually came up with an improved cosine similarity to 

restrain the impact resulted from the m label value. 
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To obtain the similarity of xi and xj, we adopted an improved cosine similarity 

formula as below: 
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            (8) 

Here, {α1, α2, , αm}was applied to subtly adjust s(xix
l 

i ) and s(xjx
1 

j ) into a more 

adaptive similarity. Parameter α  {α1, α2, , αm} is an important role, it controlled the 

rate of the m label values in the whole recommendation process, which denoted the 

restraint degree of label value.  

Through this method, we can obtained a series of similar texts related to xi, so we are 

able to offer the texts with high similarity to the user. 

4. Label Value 

For the research of text recommendation, there have been some relatively standard text 

libraries at home and abroad, we can compare different recommendation methods and 

system performance in the common text library. And we can also adjust the function 

parameters, allowing users more flexible access to the text label information [21].  

4.1. Selection of Label Value 

We have selected a part of texts from Web of Science
†
 (WOS) to test our method in this 

paper. There were 31393 texts in the area of recommendation system according to the 

searching keywords “recommendation system” (RS). Web of Science is a product of 

Thomson Scientific in the United States, which is omnibus multi-disciplinary core 

journal citation index database and includes three famous citation databases (SCI, SSCI 

and A&HCI) and two major chemical information database (CCR&IC), as well as the 

three of SCIE, CPCI-S and CPCI-SSH Citation Database. In virtue of the 

recommendation method, the date from the search platform of ISI Web of Knowledge 

have been classified to five major kinds and 151 secondary classifications based on the 

subject category, and we have obtained an universal network file format (*.net) date set 

                                                           
† http://isiknowledge.com/ 
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to do the citation analysis by the analytical tool of Web of Science [22]. Thus, we could 

not only effectively reveal the relationship between the internal connection and the texts 

(which provides the intrinsic link of scientific research), but also could find out the 

opportune ones to recommend to the user through a multi-tier analytical approach with 

the help of the provided analytical tool.   

The main contents of label value were shown below. We could capture lots of 

meaningful label value by searching the keyword “text mining” on the WOS. 

As can be seen in the figure3, these contents, like the same keyword, similar 

keywords, author name, journal name, publication time, number of citations, other text 

references, etc. can be selected as label value. These label value were the key factors in 

the composition of the text that is needed for an appropriate extraction in text 

recommendation. 

 

Fig. 3. Example of label value. 

4.2. Classification of Label Value 

For all of the text, we choose four kinds of label value as the valuable parameters and 

establish the weight for each type of label values. These four kinds of label value 

respectively named {keyword, the subject category, text authority, cited degree}, which 

could reflect the value of a text to the user as a four-dimensional vector. This paper 

considers the different needs of users, and the needs of users are comprehensive from 

the perspective of the paper data. Therefore, this article combines the type description 

method of statistical data to quantify the label information. The theoretical basis for the 

selection of the label content of the paper is that its selection method is based on 

statistical principles, and combined with the "statistical data type description" method to 

select the label. 

(1) Keywords. It is the most important criteria for users to obtain the text, as well as 

the most important label in the method of text recommendation [23]. For the search of 

texts, the more detailed keywords are, the more accurate the results are. However, for 
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the text recommendation, less keywords may lead to a large number of irrelevant texts 

and an unstable accuracy at mean time, while too many keywords may result in missing 

some texts and a reduced recall rate. Therefore, the choice of the type and the number of 

keywords would have a direct impact on the text mining. In general, the role of 

secondary keywords is more important. We specified that there must be at least one 

keyword, whether it was a primary or secondary keyword, it must be presented in the 

title, summary, or keywords columns. In our work, we divided the keywords into three 

types according to the contents of the text: primary keywords, secondary keywords and 

non- keywords. As shown in Figure3, “text mining” was the main keyword, but for the 

first two texts in Figure3, “bi-text mining” and “discovery knowledge” are the secondary 

keywords. It is easy to see that there might be a completely different recommendation if 

we ignore the impact of secondary keywords. For example, although the keyword like 

“web mining” was totally different with the keyword “text mining”, they can express 

some similar meaning. We converted the keyword into numeric variable, which is 

generally covered by the title, abstract, author's name, address and so on.    

(2) Subject category. Since “WOS” has covered almost all the fields of discipline, the 

retrieved texts according to one certain keyword may belong to more than one subject 

category. For instance, if we use “text mining” as the keyword to search, besides of the 

computer science [24], the retrieved texts can be distributed in linguistics, psychology, 

Communication Sciences and the related subjects, and so on. What’s more, it could be 

divided into a subject which has little to do with “text mining”, like physics and 

neuroscience, if there is some blend of text mining related algorithm and the subject 

itself. So we need to label the subject of a text with three different types:  original 

disciplines, related disciplines and other disciplines. Subject categories can be obtained 

directly from the publishing organization to which the text belongs, and it is easily 

distinguishable.  

(3) Text authority. It is generally believed that there is a very important criterion to 

judge whether the authority of scientific research texts is in the level of publication of 

journals or conferences. There are many methods for the classification of publications at 

home and abroad. For the experimental data of text, we classified the texts in “WOS” 

into five kinds according to the authority of the texts, which is based on the commonly 

used classification methods of the academic journals in China, namely core A, core B, 

core C, regular D and the others.  

(4) Cited time. The number of citations per text is easily available. The data of this 

parameter should be bigger. But if the difference between the two texts is small, the 

importance of these two texts is hard to determine. Moreover, the number of citations is 

also relative value, in which there is no uniform unit. For numerical variable, the date 

should be processed with the discrete way according to width and frequency or another 

settled method, as the cited times can be processed basing on the times rank 0, 1~10, 

11~15 and >15. We could also use Gaussian distribution to set out a mean of the cited 

number, and then divided the cited degree according to the variance. However, we 

should mention that there was not enough theoretical foundation for this method. In this 

paper, we used the cited degree to distinguish the cited times, and divided the cited 

degree into four grades basing on the cited times: strong the citation intensity, medium 

citation intensity, week citation intensity and no citation intensity. 
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4.3. Classification of label value 

As mentioned above, the label value of texts can be divided into four categories, but 

these four types of label information need to be converted to numerical data. This 

section discussed the assignment of the four categories of label value. As we have 

defined the label value {keyword, subject category, text authority, citation degree} as 

{g1(X), g2(X), g3(X), g4(X)}.  

(1) Assignment of keywords. For the importance of keywords, we uses tf-idf method 

to assign this label value. Using ri to express the key word of xi, when the number of 

keywords is R, the label value of the keyword is expressed as 

1( ) tf ( ) idf ( )i i

R

r r g X , and the label value of the keyword between 0 and 1. Here, 

we assume that there is only one primary keyword in the text. The purpose of this 

processing is to find the recommendable text in a wider scope.  

(2) Assignment of subject category. For the subject category, in general, most texts 

have gotten a clear distinction. We could use the “rule of thumb”‡ to assign this 

parameter, which means, we could define the connection of two variables as the 

correlation strength. If the value of correlation strength equaled 0-0.05, it means non-

correlation; if the value of correlation strength equaled 0.05-0.25, it means week 

correlation; if the value of correlation strength equaled 025-0.60, it means medium 

correlation; if the value of correlation strength equaled 0.6-1, it means strong 

correlation. According to the definition of the subject category, referring to the thumb 

rule, the text is related to the subject, the intensity of which is as follows: the original 

disciplines  0.60; the related disciplines   0.25; and other disciplines  0.05. Under a 

special circumstance, some texts will appear in two or even three categories in the same 

time, then we should accumulate all of the related categories strength.  

(3) Assignment of authority parameter. There was long-hold dogma that the definition 

of authoritative parameters had a strict standard and with no ambiguity. Therefore, we 

had directly assigned it with accurate numerical data. We also use the thumb rule to do 

the assignment. Based on the connection of the text and its authority of affiliated 

institutions, the correlation strength should be assigned as, core A  1, core B  0.65, 

core C  0.25, general D  0.05 and other  0. What needs to be considered is that the 

authority of the text would change over time, that means, for two texts xi and xi+1, even 

though they had the same authority parameters, when the published time of xi was earlier 

than xi+1, then generally came to a authority value comparison as xi  xi+1 . Here, let the 

original authority parameter xi to be 
i , after adjusting the time parameter, its 

authoritative value should be 3 3( ) ( ) ( )t g X g X X , here t(X) / ( 1)t t  .  

(4) Assignment of cited time. The four levels of citations can also correspond to the 

strength of the four categories of thumb rules. Assuming that the four levels of texts are 

denoted as {Π1, Π2, Π3, Π4}, they denoted respectively the {strong citation intensity, 

medium citation intensity, week citation intensity and non-citation intensity}. After 

disposing the grade of Π4, the correlation coefficient of three remaining categories can 

be adjusted according to their mutual citation intensity. Specifically, according to the 

law of the famous economics budget allocation, namely the law of 60:30:10, we could 

                                                           
‡ https://en.wikipedia.org/wiki/Rule_of_thumb 



432           Yi Yin, Dan Feng, Zhan Shi and Lin Ouyang 

 

distribute the correlation strength according to this law and then adjust the citation 

correlation strength basing on the citation condition. The number of the strong 

correlation text accounts for 10% of the total number, and the number of the medium 

correlation text accounts for about 30% of the total number, and the number of the weak 

correlation text is 60%.  

The citation intensity is adjusted as follows: when P1 refers to P2, P2 is adjusted to a 

strong citation intensity from the medium citation intensity, when P1 refers to P3, P3 is 

adjusted by the weak citation intensity to the medium citation intensity; when P2 refers 

to P3, then the weak correlation strength value of P3, then the weak correlation strength 

value of P3 is multiplied by P2. In this way, the citation intensity is assigned according 

to this law, and then the existing citation intensity is adjusted and assigned according to 

the citation situation of the text. 

5. Experiment 

In this chapter, we first calculate the correlation coefficient of the text through the 

experiment, and then analyze the influence of our methods on the text recommendation. 

At last, we compare the difference between our method and other methods in text 

recommendation. Here, the method in this paper is abbreviated as TSLI method. 

5.1. Data Pre-Processing 

Firstly, basing on the introduction in section 4.3, we use the tf-idf method to obtain the 

similarity of similar keywords. To save the calculation time, tf(ri) should be limited to 

the extraction of titles and abstracts for each text xi, at the same time, we obtained the 

value of keywords R  4. The value of each R would be discussed in the next section. 

Moreover, we should calculate the values of g2(X), g3(X), g4(X) with the method 

mentioned in section 4.3. Among the more than 30 thousands selected texts, there was a 

total of 26993 ones with no correlation, and these texts would not be considered in the 

TSLI method. For the rest texts, after being arranged in the descending order of citation 

degree, the rest qualified texts could be divided into strong, medium and weak 

correlation according to the 60:30:10 rules and their citation degrees were shown in 

figure 4.  

As shown in figure 4, the degree of the correlation has been subject to a long tailed 

distribution, which indicted that some week correlation texts might also meet the 

preferences of users, so it was necessary to take these three kinds of correlation degrees 

into consideration all time. Therefore, we carried out the label values of more than 4 

thousands texts to obtain the value they have brought to the user through the correlation 

analysis. Basing on the above condition, we randomly selected a text xi, and we obtained 

the label value of its 31 cited text’s original value and normalization value. The result of 

this experiment is shown in figure 5. This figure is the set of four kinds of label value of 

{g1(X), g2(X), g3(X), g4(X)}. Figure 6 showed the label value of xi. As all the four 

vectors {g1(X),g2(X),g3(X),g4(X)} have different metrics and units, and that would 
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always lead to an impact on the results of data analysis. In order to eliminate the 

dimensional effect between the indexes, it is necessary to standardize the data and make  
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Fig. 4. The citation times of the three kinds of efficient citation degree 

the comparability between the data indexes. After the original label information being 

standardized by the data, the indexes are in the same order of magnitude, so that the 

whole citation network can be operated and compared comprehensively. 

In this paper, we used the Z-score standardization method. We have given the mean 

and standard deviation of the original data, and carried out the standardization of the 

data.  

The processed data are in accordance with the standard normal distribution, with 

mean  0 and variance  1. The transformation function is: 
( ) ( )

( )=
( )

i i

i

i





 g x x
g x

x
 

μ is the sample mean, σ is the sample standard deviation. The converted xi is shown in 

figure 6. 
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Fig. 5. The label value of text xi 
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Fig. 6. Standardization of label value of text xi 

The reason why we had used the Z-score instead of using other standard methods is 

that the standardized data were subject to the standard normal distribution, after using 

this method for normalization, the vast majority of samples would be concentrated near 

to the average, which was conducive to the selection of samples. So with the same 

method, we could also select the text xj referred by xj. In our experiment, we selected out 

16 qualified texts from the whole cited texts of xj, these 16 texts contained some texts in 

xi at the same time. The label value of xj is shown in figure 7. 

In this way, we finally found out all of the correlation coefficients between the text 

and its references. After we obtaining the values of g(xi) and g(xj), we could 

subsequently calculate the values of s(xixi) and s(xjxj) according to the formulas (6) and 

(8).  

5.2. Calculation of Similarity 

We have discussed the method of obtaining correlation coefficient above, but there 

should be uncertain parameters also needed to be discussed, which included the number 

of the keywords R, the constraint parameter of label value α and the number of the 

recommendable texts k. 

First, consider the case where the number of keywords R and the parameter α affect 

each of the importance coefficients. The influence of the keyword is more important 

than other factors in the text recommendation method, which can be seen from most of 

the pretreatment process. In this paper, we had defined the influence degree of those 

four types of label value {g1(X), g2(X), g3(X), g4(X)} as {α1, α2, α3, α4}, which was 

exactly the parameter α in formula (8), and with α1  max {α2, α3, α4}. Besides of the α1, 

we unified the constraint parameters of the other three parameter as α2  α3  α4, and 

then we converted {α1·g1(X), α2·g2(X), α3·g3(X), α4·g4(X)} into{α1·g1(X), α2·g2(X), 

α2·g3(X), α2·g4(X)} and assuming α1  α2  1. This assumption is to highlight the key 

words in the label value of the significant position, which is also in accordance with the 

existing traditional recommend- ation method. In addition, as for the influence of 
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keywords, the number of keyword R is also a non-negligible parameter, it would directly 

affect the assignment of keywords. 
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Fig. 7. Standardization of label value of text xj 

Next, we compared the correlation coefficient of xi and its references x
l 

i  with the 

correlation coefficient of xj and its references xj. Then we were able to determine the 

value of R and α based on the cosine similarity calculated with formula (8). We 

respectively valued (α1, α2) as {(0.9, 0.1), (0.8, 0.2), (0.7, 0.3), (0.6, 0.4)}, R as {2, 3, 4, 

5, 6} to do the test and obtain the similarity value, the results were shown in figure 8. 

The value of (α1, α2) is {(0.9, 0.1), (0.8, 0.2), (0.7, 0.3), (0.6, 0.4)}, and the value of R is 

{2, 3, 4, 5, 6}, which is the empirical value to verify the validity of the experiment. 

Considering that the values of (α1, α2) and R have been defined in the theory of the 

previous chapter, only these three parameters need to be taken as the values in the paper. 

Figure 8 showed the effects of the different parameters (α1, α2) and R on the sim 

value. When R=2 and R=5, for any value of (α1, α2), the sim value seemed more 

decentralized than the other three distribution results. When (α1, α2) are valued as (0.9, 

0.1) and (0.8, 0.2), their sim values also appeared decentralized, which indicated that 

both of the R=2 and R=5 were not the high discernible parameter in determining the 

recommendable text. As for R=7, the change of standard deviation became fairly 

obvious corresponding to the different value of (α1, α2). These results manifested that 

once the value of (α1, α2) or R do not completely adapt to certain types of samples, the 

recommendation method would be very unstable. As shown in the figure, when R  4, no 

matter what the value of (α1, α2) was, the cosine similarity value has changed 

significantly, moreover, the change of standard deviation was still obvious when 

compared with other values of R. When (α1, α2) = (0.6, 0.4), which showed that the 

obtained cosine similarity values were concentrated, all of the standard deviation of 

different R value could be differentiated obviously. Therefore, in this paper we valued 

(α1, α2, R) as (0.6, 0.4, 4) to do the recommendation. 

The similarity measure in text recommendation refers to calculating the similarity 

between texts. The larger the similarity value, the smaller the difference of text. There 

are many methods to calculate the similarity, cosine similarity is a mature method. For 

many different texts to calculate the similarity between them, a good way is to map the 
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labels in these texts to the vector space, form the mapping relationship between the 

labels and the vector data, and judge the similarity of the text by calculating the 

difference value of one or more different vectors. 

 

Fig. 8. The influence of different (α1, α2) and Ron the sim value. 

5.3. Comparison of Methods 

In order to verify the correlation between the recommended texts, we compared our 

method with other five text recommendation methods. Firstly, we defined: 

@
Precision : @ 100%C

T

R k
P k

R
=  

@
Recall : @ 100%C

T

R k
R k

k
   

@ @ 2
F-measure : 1@ 100%

@ @

P k R k
F k

P k R k

 
 


 

Here, RC is the number of recommendable texts, RT is the total number of texts 

obtained by the user, kT is the number of recommended texts.  

The KMR [25] method is a keyword matching method that can only recommend 

articles with similar keywords to users by comparing the keywords of different articles. 

The SoREC [26] method uses the shared user feature space to combine the social 

relations with the score information. By combining the two pieces of information, the 

SoREC identifies the users who are similar in the score and have social relations to 

make recommendations. 

The SARSP [27] method divides users with similar interests into one class, and then 

the users in this class recommend each other. 
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The ItemKNN [28] method is to use the item's content / attributes as a vector to find a 

similar relationship between the users to realize the recommendation process 

All this adds up to a true that our method got the most significant advantages. As 

mentioned before we defined the parameters as: α1=0.6, α2=0.4, R=4. The result is 

shown in figure 9, there were 5-50 texts in this experiment, our TSLI method has 

showed a better precision rate and recall rate than other methods. At mean time, for the 

average precision rate and average recall rate, there are respectively an improvement of 

8.63% and 5.25%, moreover, their maximum appreciation have come to 12.76% and 

7.25%. These results indicated that TSLI was able to carry out a better recommendation 

result for different number of texts.   
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Fig. 9. Comparison of accuracy rate, recall rate and F1 value for different quantity of text. 

6. Conclusion 

The correlation analysis of these similarity texts has become one of the main ideal of the 

text recommendation to meet the needs of different users. When the user has captured a 

certain text of his interest, he would like to get a series of similar texts related to it rather 

than searching for a large number of texts. We always capture the content of the text 

information basing on a number of label values, such as the research area, keywords, 

cited time, etc. 

However, these data are very abstract, it is not easy for users to obtain the text they 

want through this information, and the user needs the text of its label information to be 

no overlap. 

Basing on the information mentioned above, to model the recommendation process 

better and to reveal the potential influences of the text correlation on the result of the 

recommendation, this paper analyzed the similarity between texts and elaborated the 

recommendation processes from three aspects. (1) Defined and classified the label value 

of text. Each type of label information is introduced into the timing relationship and 

assigned. (2) Using the difference method to arrange the label value of a text xi and its 

cited text in a chronological order, then a set of correlation coefficients is formed for the 

text xi and the label information for each text is cited by xi. (3) After setting the 

parameters of correlation coefficient, the consistent text was recommendable to the user 

basing on the comparison of the citation relationship of the text. Our experimental have 

effectively testified the quality of the recommended text by our reliable method. 
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Abstract. Delay Tolerant Network (DTN) is a kind of network structured to 

deliver message intermittently. Network connections are not persistent between 

nodes, instead they must rely on nodes making geographic location movements to 

incur contact with other nodes and establish intermittent communication sessions 

to allow messages delivery. We will refer to encounters via geographic location 

movements as “physical contact.” Many DTN researches mainly focus on 

message delivery via physical contact. However, this paper believes that in a 

realistic environment, encounters between nodes not only happen geographically 

in nature, but also occur virtually in cyberspace. When both nodes go online on 

the same social media platform, it is an encounter we refer as virtual contact. How 

messages deliver for virtual contact is store-post-and-forward, just like what 

happens in a DTN, but it is no longer restrained by geographical locations. This 

paper considers a scenario in which nodes make virtual contact in cyberspace and 

incur message delivery based on their own behavior patterns. The verifying 

experiment is conducted using both survey and simulation. First of all, we handed 

out questionnaires for students to fill out. The questionnaire inquired them to rank 

their most frequent activities performed on social media platforms. According to 

the responses, we conclude the top 3 frequent activities when the students use 

social media platforms and classify them into 3 groups according to a weighted 

behavior pattern scheme. The classification includes Social Group, Read-Only 

Group and Interest Group. It does not matter which group a student is assigned to. 

In the simulation, he or she will get to decide whether to deliver/receive messages 

or not based on a randomized selection on 3 behavior pattern. Finally, we analyze 

the simulation result to determine how messages propagated in different behavior 

pattern groups. It is derived from the simulation that to quicken message 

propagation, directing messages to one of the behavior groups yields the 

maximize benefits. This provides the basis for further researches on collecting 

data of desired scenarios to establish respective propagation models. 

Keywords: Delay Tolerant Network, physical contact, virtual contact, behavior 

pattern 
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1. Introduction 

1.1 Background 

Nowadays the Internet is flooded with information, and it comes in different flavors. As 

different kinds of information spread across the world each day, people are busy 

receiving in and sending out information on various social platforms. For example, 

economic news, political comments, and sport coverage are among the most covered 

ones and get forwarded repetitively. To understand how quickly information is 

dispersed, it is necessary to evaluate the number of forwards/shares made and the 

frequency of forwarding done by each social platform user. As cellular network 

progresses and mobile smart devices popularizes, people can log in to social platforms 

to forward messages agilely whenever they can and wherever they want. Consequently, 

if there are urgent messages that must be known by the masses in a short time, 

transferring them through other users on social platforms or on the Internet will likely to 

induce higher probability of quick message propagation. 

Delay Tolerant Network (DTN) is an instance of Opportunistic Network 

Environment, in which no single route serves as a persistent end-to-end connection, and 

it requires users carrying smart mobile devices to move between same geographic 

locations to have the opportunities of sending out messages. The majority of previous 

researches focus on exploring methods of message delivery and forwarding via 

geographic location encounters. We have also proposedan approach, NCCU Trace Data 

[16] which involves collecting the data of students’ real geographical location 

movements in campus environment. When a student meets with other students, there are 

opportunities of forwarding messages further. However, this paper believes that current 

DTN researches’ focuses on physical encounter scenarios rely on people’s move to 

triggering encounters with other peoples, which no long conforms with the real-world 

environment. 

With the advancements of Information and Communication Technology, we can 

easily connect to social media platforms (i.e. Facebook, Twitter, Whatsapp, etc.) via 

mobile networks to share information with other users. This way of transferring 

messages is similar to the case of DTN. The further messages are delivered, the less 

likely for receiving users to be online. Thus, if a user sends out messages when others 

happen to be online at the same time, he or she still needs to transfer messages to social 

media platforms before these messages are delivered. However, even if receiving users 

are offline, messages still remain on social media platforms waiting to be transmitted to 

the currently offline users when they get online. 

1.2 Virtual Contact 

This research believes that above-mentioned scenario is a case of virtual contact, as 

described by Figure 1 below. As illustrated by the figure, virtual contacts happen when 

social media users are physically located in distant locations where physical contacts are 

not possible, yet they can achieve virtual space encounters in cyberspace constructed on 

the Internet disregarding the boundaries of space and time as long as they were once 
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online on common social medias. Virtual contact on social platform align with one of 

the characteristics of DTN, store-carry-and-forward. Because users are likely to get 

online at different time, they are able to deliver messages on social media platforms 

when online, and other receiving users will accept the messages once online. If both the 

message-sending user and the message-receiving user are online at the same time, real-

time transferring will be carried out. Message delivery is no longer limited to the classic 

scenario that users must be located in the same geographic region. Owing to the 

convenience of social media platforms, users can make virtual contact with each other 

at different geographic locations, so that the message-carrying users will be able to 

deliver them to the others. 

 

Fig.1. Overview of the virtual contact diagram 

1.3 Motivation 

Previous works on message delivery mostly neglect to consider message senders’ 

delivering behavior. In a real-world environment, everyone acts out of his or her own 

free will and reacts to forward or receive messages. For example, some users tend to 

passively accept messages without any intent to share or forward them, while other 

users are more likely to share received messages in the hopes that even more people 

know about them.  

This paper believes that the scenario of virtual contact is just like the characteristic of 

store-carry-and-forward. When users become online on social media platforms, the 

message-carrying users are granted with the opportunities of meeting other users, and 

making direct message delivery. Besides, we think people would behave differently 

according to their current moods and environments. For instance, one may prefer 

browsing messages to sharing them; one may also desire to share interesting messages 

to other internet users of similar interests, etc. Thus, this paper investigates how users’ 

daily behavior patterns can influence the way messages are delivered. Considering a 

message delivery scenario, when an urgent message shall be sent in a way that the more 

people learn the better it is, we suggest a better accommodating message propagation 

scheme: transmitting messages in accordance with messages’ properties or users’ 

behaviors when using social media platforms. 
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1.4 Purpose 

This research proposes an approach that message delivery should be determined based 

on users’ individual behaviors in a network environment. Regardless of the message 

delivery and acceptance, everyone will ultimately choose to deliver or receive messages 

based on their own interests, which aligns with the real-world scenario on message 

propagation. Furthermore, messages categorized to be of similar interests would make 

carriers behave alike. This paper attempts to resolve the problem of finding the most 

appropriate person to propagate messages with interests in respective fields, thus 

allowing them to be received by as many people as possible within a fixed amount of 

time. Lastly, we utilize message propagation behaviors to conduct clustering, and, 

therefore, are able to efficiently find a model for fast message propagation. When there 

is a certain type of messages needed to be dispersed quickly, we can find groups most 

suitable for fast message propagation via the above-mentioned message propagation 

model based on behavior clustering to achieve better efficiency. 

2. Related Work 

Previous social network researches based on DTN define social community according 

nodal geographic locations and chances of making encounters with other nodes to 

decide their closeness in terms of social network distances, then develop strategies of 

message delivery based on it. SimBet[4] utilizes nodal betweenness to computer 

centrality and similarity for each node to help making decision on which nodes to 

deliver messages.  

This article believes that nodes make frequent encounters in terms of geographical 

locations, then there exists a social network relationship between them. It further 

proposes the more mobile nodes are, the nodes with better utilities can be to help deliver 

message. However, one drawback of such design is that messages are likely to be 

centralized on nodes with better utilities. If there exists less active nodes in the network, 

they, in the worst case scenario, might never get any message. Bubble rap[12] thinks it 

is better to take a prolonged observation on each node’s encounters via geographical 

location and turn the observation results into a simulated social network. Each node 

should belong to at least one community or multiple communities, and each node 

should have information on global ranking and local ranking of the whole network 

system. Routing algorithm then utilizes estimated community and centrality of the 

social network. According the ranking done by the global community, messages are 

forwarded to the node with highest centrality in the community until the target node and 

the forwarding node belong to the same community. SANE routing [8] depends 

otherwise on interests and similarities as estimation basis for message delivery. The 

author believes that nodes with similar interests are likely to make encounters with each 

other. If a message is to be forwarded to the target node, forwarding the message to the 

nodes with similar interests will yield a better transmission efficiency. A previous 

research by us, NCCU Trace Data[16] is about collecting students’ movements in a 

campus. As a laboratory collective effort, we develop a APP which can be utilized to 

track students’ movement traces when attending classes at school, as showed in Figure 

2, and propose a message delivery method via similarities between people’s interests in 
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a real-world campus environment. This method performs better than traditional routing 

algorithms. 

 

Fig.2. NCCU Trace Data of the screenshot 

Besides, our previous research [17] also suggests that people will often move, 

according to their interests, to buildings of similar interest properties. It may happen that 

people with similar interests are likely to have similar routes of geographical location 

displacements. The message delivery method based on interest properties has a better 

performance compared to other routing algorithms. 

The aforementioned works are all about investigating the fact that when nodes make 

frequent encounters via geographical location movements, there may exist social 

network relation and exhibit close betweenness among nodes. If a message is to be 

delivered, this leads to better message delivery ratio. However, this kind of social 

network estimation method tends to be shallow. Frequent encounters via geographical 

location might not necessarily mean close betweenness, but only show that nodes 

happen to be neighbors or have the same moving directions. This paper believes that 

personal information should be utilized to confirm whether there exists social network 

relationships between nodes, then making estimates of nodes’ social network 

relationships to develop a method of message delivery that aligns better with real-world 

environments. Table 1 is the comparison among different strategies adopted by 

referenced works. 

In a conventional Delay Tolerant Network environment, encounters via geographical 

locations introduce opportunities for message propagation or dispersion. Compared to 

the conventional methods, this paper is different in the way that opportunities for 

message dissemination, as we proposed, occur in cyberspace, so methods suggested by 

previous works are merely inspirations for our approach for that there is temporarily no 

similar method comparable to this research. 
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Table 1. Comparison table of the related work 

Related work Forward Strategy Mobility Model Characteristic 

SimBet[4] Node Utility MIT Reality betweenness 

Centrality 

Bubble rap[12] Node Utility MIT Reality 

Cambridge 

Infocom06 

ego-central 

SANE [8] Node Utility Infocom06 Social-aware 

NCCU Trace Data [16] Message Interest 

Utility 

NCCU Trace Data Interest-aware 

3. Proposed Approach 

We are continuing a previously proposed work, NCCU Trace Data [16]. This research is 

part of the project responsible of NCCU Trace Data collection from 115 participants’ 

Facebook online histories and friend lists, except that we were unable to collect online 

histories properly from 11 of them. This makes a total of 104 participants’ online 

histories, all of whom were notified and agreed with how we handle their data. 

Moreover, we asked each of the 104 experiment participants to fill out a questionnaire 

aiming to collect personal information, interests, and rankings of frequent Facebook 

activities, etc. These activities include: (1) sharing messages with friends on social 

media platforms (referred it as Social); (2) sharing articles in the groups on social media 

platforms (referred as Interest); (3) refusing to share messages while only receiving 

them (referred as Read Only). According the rankings done by the participants, we 

would assign the most frequent activities a weight of 3, the second most frequent one a 

weight of 2, and the lease frequent one a weight of 1. Each participant is required to fill 

out at least 1 frequent activity. Part of the original data are presented by Table 2. 

Table 2.Behavioral ordering 

User_ID Social Interest Read Only 

1 3 1 1 

2 3 1 1 

3 3 2 1 

4 3 1 1 

5 3 1 1 

6 3 1 2 

7 3 2 1 

8 3 1 1 

9 1 1 3 

10 3 1 2 

11 3 1 3 

12 3 1 1 

 



 Message Propagation in DTN…           447 

 

According to the answers filled by the participants, this research would utilize K-

means algorithm to achieve clustering based on each one’s behavior weights, divide 

them into 3 groups, and derive the classification scheme from each group’s behavior 

weight features. The results are presented in Table 3. 

Table 3.K-means algorithm classification 

User_ID Group Distance Social Interest Read Only 

1 0 1.337 3 1 1 

2 0 1.337 3 1 1 

3 0 1.669 3 2 1 

4 0 1.337 3 1 1 

5 0 1.337 3 1 1 

6 0 0.492 3 1 2 

7 0 1.669 3 2 1 

8 0 1.337 3 1 1 

9 1 2.642 1 1 3 

10 0 0.492 3 1 2 

11 1 2.717 2 1 3 

12 0 1.337 3 1 1 

13 0 1.669 3 2 1 

14 2 2.492 1 3 1 
 

K-means algorithm classifies the participants into 3 different groups. The first group 

numbered with 0 consists of 88 people. The second group numbered with 1 consists of 6 

people. The third group numbered with 2 consists of 10 people. Table 4 below displays 

part of the data for Group 0. 

Table 4. K-means algorithm classification 

User_ID Group Distance Social Interest Read Only 

1 0 1.337 3 1 1 

2 0 1.337 3 1 1 

3 0 1.669 3 2 1 

4 0 1.337 3 1 1 

5 0 1.337 3 1 1 

6 0 0.492 3 1 2 

7 0 1.669 3 2 1 

8 0 1.337 3 1 1 

10 0 0.492 3 1 2 
 

As the data K-means algorithm classified to be group 0 show, participants prefer to 

share messages on social media platforms, described by their responses to the 

questionnaires.  Thus, this research defines the first group as Social Group. Although 

classified as part of the Social Group, participants would obviously engage in activities 

other than sharing messages with friends on social media platforms. They could also 

choose to share articles in their groups or simply receive messages without sharing 

them. The second group classified by K-means algorithm, as showed by their responses 

to the questionnaires, all prefer to only receive messages without sharing, so they are 
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defined as Read Only Group. The third group classified by K-means algorithm stated in 

their questionnaire responses that they all prefer to share articles in their groups, so they 

are defined as Interest Group. 

Figure 3 below is a visualization of Social Group which this research attempts to 

represent with a tree diagram. Each route consists of three nodes representing different 

behavior preferences, as the participants can only engage in one certain activity during a 

fixed amount of time. The weights of the activity nodes would change according to the 

routes connecting them. The first route shows that 88 of the participants would 

prioritize to share messages with friends on social media platforms, 37 of them would 

secondly prioritize to share messages with their groups, and these 37 people are least 

likely to only receive messages without sharing on social media platforms. The chance 

of traveling along the first route is 42%. The second route shows that 88 of the 

participants would prioritize to share messages with friends on social media platforms, 

51 of them are least likely to share messages with groups on social media platforms, and 

16 of them secondly prioritize to receive messages without sharing them on social 

media platforms. The chance of traveling along the second route is 18%. The third route 

shows that 88 of the participants would prioritize to share messages with friends on 

social media platforms, 51 of them are least likely to share message with groups on 

social media platforms, and 35 of them are also least likely to only receive messages 

without sharing on social media platforms. The chance of traveling along the third route 

is 40%. Based on the descriptions above, we can conclude that if there is a message to 

be received or delivered, users would have 42% chance to choose the first route, 18% 

chance to choose the second route, and 40% chance to choose the third route while each 

route has different weights according to the activity preferences it represents. Each 

activity carries a weight. The higher the weight it is, the more likely the corresponding 

activity to be performed. The actual resulting route will randomly select one of the 

activities to be the basis of propagating or receiving messages.  Figure 4 and Figure 5 

are the visualizations of Read Only Group and Interest Group, respectively. 

 

Fig.3. Social Group 



 Message Propagation in DTN…           449 

 

 

Fig.4. Read Only Group 

 

Fig.5. Interest Group 

Like explained above, this research classifies the behavior patterns into three 

categories: (1) receiving messages from or propagating messages to social media 

friends, referred as Social Behavior; (2) receiving interest-provoking messages or 

propagate messages to interested users, referred as Interested Behavior; (3) only 

receiving messages without sharing to other users, referred as Read-Only Behavior. 

(1) Message receiving and propagating for Social Behavior: users log into social media 

platforms, gain access to their friend lists of respective platforms, and invoke 

actions to receive or deliver messages according to the lists. This behavior pattern 

captures the scenario that whether users are interested at the messages or not, they 

will receive messages from their friends and propagate received messages to others. 

Such scenario is visualized by Figure 6. 
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Fig.6. Message receiving and propagating for Social Behavior 

(2) Message receiving and propagating for Interested Behavior: When a user UX gets 

online on social media platforms, this behavior pattern captures the scenario that no 

matter users are friends of each other or not, they would receive interested 

messages or deliver interested messages to other users. Possible interest properties 

include: sports, reading, social activities, artistic events, community services. When 

a user receives messages, he or she will determine whether messages’ interest 

properties MK(IV) correlate with his or her own interests. To calculate its correlation 

with the interests, we rely on Cosine similarity as the basis. On the other hand, 

message delivery also depends on Cosine similarity as the basis to calculate its 

correlation with the interests. As shown in formula (1) below: 

Cos 𝑈𝑋 𝐼𝑉 , 𝑀𝐾 𝐼𝑉  =  
𝑈𝑋  𝐼𝑉  ∙𝑀𝐾 𝐼𝑉  

| 𝑈𝑋  𝐼𝑉   |∙||𝑀𝐾  𝐼𝑉  ||
 .                            (1) 

(3) Message receiving and propagating for Read-Only Behavior: When users of this 

behavior pattern gets online on social media platforms, they will receive messages 

delivered from their friends or interested messages, but they would not deliver any 

message at all to others. 

This research summarizes the mechanism of how virtual contact on social media 

platforms triggering receiving and delivering message as showed by Figure 7. It is 

further explained below: 

(1) A user Ux relies on his or her hobby when using social media platforms to decide 

the moment of time he or she gets online. 

(2) The user then confirms he or she shall be categorized as social group, interest 

group, or read-only group. 

(3) At the message-receiving stage, the user will decide the action to be taken at this 

point of time according to a randomized probability. 
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(4) After receiving a message, the users then switches to the message-propagating 

stage. 

(5) At the message-propagating stage, the user will decide again the action to be taken 

at this point of time according to a randomized probability. 

(6) After executing both message-receiving and message-propagating stages, the users 

then gets offline on the social media platform. 

 

Fig.7. The Approach 

In this research, we propose a message receiving and propagating mechanism 

constructed using the user behavior algorithm described below. When user goes online, 

the user will decide the action to be taken at this point of time according to a 

randomized probability, which is described by Algorithm 1. Message receiving and 

propagating mechanism is presented in Algorithm 2: 
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Algorithm 1 Checkout the Behavior. 

Input: a dataset of User U={u1 , … , un}, Behavior B={b1 , … , b3}, User Behavior Tree 

T={t1 , … , t3}, Group G ={g1, … , g3}  

Output: User Behavior  

1. foreach uiUdo    /* Receive Message*/  

2.  for (x, 1 to |G |)   

3. if uigx  

4.  select one of route from Tby 

5.  if random(1,n)<tgx
r1 . leaf ∨ 

6. switch (random(1,j)) 

7.   case <tgx
r1 . weightofb1 

8.    ui  belongs to (tgx
r1 . behaviorofb1)  

9.   case <tgx
r1 . weightofbx + tgx

r1 . weightofb2 

10.    ui  belongs to (tgx
r1 . behaviorofb2) 

11.  case <tgx
r1 . weightofb1 + ⋯ +tgx

r1 . weightofb3 

12.    ui  belongs to (tgx
r1 . behaviorofb3) 

13.   else if random(1,n) <=tgx
r1 . leaf ∨ +tgx

r2 . leaf ∨ 

14. switch (random(1,j)) 

15.     case <tgx
r2 . weightofb2 

16.    ui  belongs to (tgx
r2 . behaviorofb2) 

17.  case <tgx
r2 . weightofb2 + tgx

r2 . weightofb1 

18.    ui  belongs to (tgx
r2 . behaviorofb1)   

19.   case <tgx
r2 . weightofb2 + … + tgx

r2 . weightofb3 

20.   ui  belongs to (tgx
r2 . behaviorofb3) 

21. elseif random(1,n) <=tgx
r1 . leaf +tgx

r2 . leaf + tgx
r3 . leaf ∨ 

22. switch (random(1,j)) 

23.  case <tgx
r3 . weightof(tgx

r3 . behaviorofb3) 

24.   ui  belongs to (tgx
r3 . behaviorofb3) 

25.  case <tgx
r3 . weightofb3 + tgx

r3 . weightofb1 

26.    ui  belongs to (tgx
r3 . behaviorofb1) 

27.   case <tgx
r3 . weightofb3 + … + tgx

r3 . weightofb2 

28.    ui  belongs to (tgx
r3 . behaviorofb2) 
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Algorithm 2 Proposed Algorithm. 

Input: a dataset of User Behavior U={𝑢1 , … , 𝑢𝑛 }, a message M with Interest i 

M={𝑚1
𝑖 , … , 𝑚𝑗

𝑖}, Behavior B={𝑏1 , … , 𝑏3}, Group G={𝑔1 , … , 𝑔3} 

Output: send and receive message behavior 

1. Initial: 

2.  Checkout the BehaviorB={𝑏1 , … , 𝑏3} , for all User U={𝑢1 , … , 𝑢𝑛} 

3.  

4. foreach𝑢𝑖𝑈do    /* Receive Message*/ 

5.  while check all message 𝑚𝑗
𝑖from source node 

6.   if 𝑢𝑖𝑏1 

7.      if source in the friend list of 𝑢𝑖  

8.  receive the message 𝑚𝑗
𝑖  to user 𝑢𝑖  

9.   if 𝑢𝑖𝑏2 

10.       if 𝑆𝑐 𝑚𝑗
𝑖 , 𝑢1 > Threshold Constant  

11.   receive the message 𝑚𝑗
𝑖  to user 𝑢𝑖  

12.   if 𝑢𝑖𝑏3 

13.   receive the message 𝑚𝑗
𝑖  to user 𝑢𝑖  

14. foreach𝑢𝑖𝑈do    /* Send Message*/ 

15.  while check all received message 𝑚𝑙
𝑖from source  

16.   if 𝑢𝑖𝑏1 

17.       if source in the friend list of 𝑢𝑖  

18.   send the message 𝑚𝑙
𝑖  to source node 

19.   if 𝑢𝑖𝑏2 

20.       if 𝑆𝑐 𝑚𝑙
𝑖 , 𝑢1 >Threshold Constant 

21.   send the message 𝑚𝑙
𝑖  to source node 

22.   if 𝑢𝑖𝑏3 

23.         do nothing 

   

4. SimulationResult 

4.1. Simulation Setting 

The simulation conducted by this research has been run in a campus environment, by 

importing students’ online histories on social media platforms and utilizing those as 

inputs a program written to realize the probabilistic model of students’ daily behavior 

pattern on the platforms. This adopts The ONE Simulator to simulate the number of the 

actual experiment participants as show in Figure 8:  
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Fig.8. The ONESimulator 

Using 104 nodes as the representation. The simulation duration is set to be one day, 

and only one message to be delivered during the session. The message is to be generated 

by randomly choose one node from the three groups including Social Group, Interest 

Group, and Read-Only Group. Nodes and message are attached with properties of 

interests. Each node has a friend list from collected participant data. The experiment 

parameters set are listed in Table 5 below: 

Table 5. Simulation setting 

Simulation parameters Description 

Simulation times 86400 sec 

Number of nodes 104 

Message Size 500K~1MB 

Number of message creation 1 

Buffer size 500MB 

Time To Live Unlimited 

Virtual Contact The Users behavior 
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4.2. Simulation Results 

This research adopts K-means clustering as the method to conduct clustering based on 

behavior patterns. In the experimental simulation, we aim to incorporate different 

clustering algorithms to repeat behavior pattern clustering, which allows us to compare 

and analyze performances achieved by varied clustering algorithms. Furthermore, the 

result will help us to evaluate whether using a different clustering algorithm impacts the 

performance of message propagation. The final simulation result will include results 

obtained from employing Gaussian mixture model and Mean shift clustering algorithms 

in respective experiments. 

The simulation result is presented in Figure 9. We can clearly interpret the message 

dissemination speeds from the graph that the result suggests the fastest one is Interest 

Group, the second fastest one is Social Group, and the last one is Read-Only Group. In 

the result, it is easy to find out no matter which group a student node is part of, the 

message propagation ratio is steadily increasing. Of the three groups, Interest Group has 

a better dissemination ratio because messages contain properties of interests. When a 

message is interesting to most people, it is easily disseminated at a speed even faster 

than between friends. This kind of situation resembles how the masses utilize social 

media platforms as we tend to join groups or follow fan pages according to our 

interests, such as star chasing, group buying, technical news, etc. Thus, when obtaining 

information about relevant interests, we are more likely to share articles in those groups. 

If friends of us happen to share similar interests, it is possible for us to share those 

messages to them.  

In Read-Only Group, the students assigned to this group tend to passively accept 

messages without sharing. This type of behavior is called by the general public as 

“Lurker.” It is relatively easy to infer from the simulation result that the message 

propagation for the Lurker group was not as active. We can conclude that in order for a 

message to be disseminated within a short amount of time, it is necessary to forward it 

first to the students highly favoring the message’s interest property, thus speeding up 

the message dissemination. 

Figure 10 is the visualization obtained from behavior pattern clustering by Gaussian 

mixture model (GMM) algorithm. We can tell from the simulation result that Interest 

Group still achieves the best dissemination message ratio, close to 80 % of people 

received the message. Read Only Group remains the most poorly performed one, 

gaining nearly 40% of people receiving the message. After message propagation lasted 

for about a day, Social Group and Interest Group eventually share very similar final 

dissemination ratios, which shows that adopting Gaussian mixture model algorithm as 

the approach for clustering would make it more difficult to highlight the obvious gap 

among different message dissemination ratios. However, employing K-means algorithm 

as the approach for behavior pattern clustering will make it easier to tell Interest Group 

has a significantly better message dissemination ratio when compared to Social Group 

and Read Only Group. 

Figure 11 shows behavior pattern clustering by Mean shift algorithm. The simulation 

result indicates that Interest Group has the best message dissemination ratio, close to 

70% of people received the message. Social Group has a message dissemination ratio 

slightly lower than Interest Group, and Read Only Group remains the worst performed 

one. The simulation result suggests that no matter which clustering algorithm is used, 

the behavior pattern of Read Only Group is comparatively the most difficult one for 
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facilitate fast message propagation. As respective simulation results obtained from three 

different clustering algorithms adopted for behavior clustering, if there is a message 

characterized by multiple interest properties to be quickly dispersed, K-means clustering 

algorithm is a better option to distinguish clearly the differences of message 

dissemination ratios achieved by each behavior pattern clustering, thus identifying the 

most appropriate group for fast message propagation. 

Fig.9. Dissemination Rate (K-means) 

 

Fig.10. Dissemination Rate (GMM) 
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Fig.11. Dissemination Rate (Mean shift) 

The simulation results from three different clustering algorithms indicate that people 

classified as Interest Group tend to have a faster dissemination rate. The major reason is 

probably due to the fact that multiple interest properties carried by messages will attract 

more people into dispersing and receiving, and every one’s friend list shall have a limit. 

If a person wanting to disperse messages has few friends, the propagation speed of 

messages will tend to be slower when compared to messages interested the masses. This 

simulation result aligns very closely with the real scenario, in which messages are 

quickly dispersed because either receivers follow commonly interested community 

groups or fan pages rather than simply shared by friends. 

We can compare utilizing different clustering algorithms on behavior patterns to 

evaluate the simulation of message propagation. From the simulation result, it can be 

told that people classified as Interest Group will achieve the best dissemination ratio 

when engaging in message propagation. This indicates the if there is a message carrying 

multiple interest properties to be quickly dispersed that most of the others obtain 

information, we can easily target people classified as Interest Group to initiate 

dispersion, therefore achieve great message dissemination ratio. 

The simulation scenario mentioned above requires randomly assigning 5 different 

interest properties for each dispersed message. Consider another simulation scenario as 

described by Figure 12, the simulation result is conducted by dispersing messages 

whose interest properties are characterized as only few of the masses may pay attention 

to. The simulation result indicates that message dissemination ratio for Social Group is 

much better compared to Interest Group. We think it may be attributed to that messages’ 

interest properties are not concerned by the masses, thus these messages cannot be 

easily dispersed for Interest Group. In this simulation scenario, the message 

dissemination ratio for Interest Group tends to be worse, while the message 
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dissemination ratio for Social Group maintains approximately similar efficiency like the 

above-mentioned simulation result.  Based on this simulation result, we can tell that if 

messages carrying obvious interest properties are to be dispersed, finding a member of 

Interest Group to disperse messages will result in a better message dissemination ratio. 

On the other hand, if messages are of implicit interest properties, finding a member of 

Social Group to disperse messages will yield a more stable message dissemination ratio. 

 

Fig.12. Dissemination Rate 

We utilize different clustering algorithms to perform clustering on message 

dissemination behaviors. It can be told from the simulation result that when dispersing 

messages with clear interest properties, the message dissemination model obtained from 

behavior clustering shows that finding Interest Group to perform message propagation 

will yield better message dissemination ratio. In contrast, when messages’ interest 

properties are not as clear, having Social Group to perform message propagation will 

result better efficiencies compared to Interest Group.  The simulation result shows the 

method this paper proposed will be able to find an appropriate message dissemination 

group for messages being dispersed, achieving a satisfactory message dissemination 

ratio. Further, if the data collected were any different, situations describing message 

propagation in different environments would be possible. This paper proposed a 

message propagation model based on virtual contact of personal behavior in DTN. 

Future work can focus on models developed with other behavior pattern groups in 

varied environments. 

5. Conclusions and Future work  

This research, as the continuation of previous work of NCCU TRACE DATA, proposes 

an approach to propagate messages via user behaviors in a virtual environment. We 

believe users’ encounters on social media platforms are just like the case of Delay 
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Tolerant Network. Both of them depend the mechanism of store-carry-and-forward. 

This research takes users’ online histories on social media platforms and their hobbies 

when using the platforms into consideration. By conducting a simulation resembling 

users’ real-world activities on social media platforms, it can be clearly told from the 

simulation result that if a message is to be propagated in a campus, relying on a group 

of people sharing similar interests to disperse them will surely result in more effective 

coverages. 

We also point out two future research directions. The first is the integration of 

message propagation via physical and virtual contact. In addition to users’ geographical 

location encounters with other users, it is possible to adopt users’ message exchanges 

with other users on social media platform in a way that both physical and virtual contact 

are employed are the same time to propagate messages in a more realistic way. The 

second is to upscale the simulation model of message propagation. So far this paper has 

come up with a message propagation model in a campus. If the dissemination model is 

to be verified in different environments, only the data of to-be-verified environment are 

required to be collected as input of the presented simulation in order to find out the 

dissemination model for users in different environments. 
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Abstract. Excessive training time is a major issue face when training autonomous 

vehicle agents with neural networks by using images as input. This paper 

proposes a deep time-economical Q network (DQN) input image preprocessing 

method to train an autonomous vehicle agent in a virtual environment. The 

environmental information is extracted from the virtual environment. A top-view 

image of the entire environment is then redrawn according to the environmental 

information. During training of the DQN model, the top-view image is cropped to 

place the vehicle agent at the center of the cropped image. The current frame top-

view image is combined with the images from the previous two training iterations. 

The DQN model use this combined image as input. The experimental results 

indicate higher performance and shorter training time for the DQN model trained 

with the preprocessed images compared with that trained without preprocessing.  

Keywords: Image preprocessing, Reinforcement learning, Deep Q learning. 
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1. Introduction 

Recently, for predicting traffic and training novice drivers, transportation simulation 

systems have been utilized. It is necessary for such systems to be designed with as much 

similarity to the real world as possible. For example, autonomous driving vehicle 

simulations, which can advance research in automotive safety, require highly realistic 

transportation simulation systems. 

Recently, human-driven agent systems have been issued for automatic systems. Most 

approaches for learning autonomous driving with neural networks use images as input. 

Neural networks are excellent image classifier algorithms, that perform well when large 

amounts of data are provided. Reinforcement learning [1] and supervised learning [2] 

utilize image input for model training. 

Deshpande proposed a deep reinforcement learning approach to train autonomous 

driving vehicles [1]. This approach utilizes environment images, agent speeds, distances 

to road centers and angles of the heading vectors with respect to direction of the road as 

the network inputs. To reduce the redundant features that don’t affect decision-making 

of network and make the training converge faster, image preprocessing is necessary. 

To reduce the training time and achieve a higher performance training result, this 

paper proposes a method to preprocess input images for training an autonomous driving 

vehicle agent with a deep Q network (DQN). In the proposed method, all the 

information about the roads and junctions that are related to driving a vehicle agent in a 

virtual environment are first extracted and recorded in an environment information file. 

A whole top-view image of the virtual environment is redrawn and the vehicle agent is 

added to this image. This top-view image is then cropped according to the vehicle 

agent's surrounding environment and utilized to create an input image sequence for 

training the DQN. The outputs of the DQN are steering and acceleration, which are 

utilized for the control of the vehicle agent in the virtual environment. The virtual 

environment returns a reward for training the DQN model in each iteration.  

In the following, Section 2 relevant previous studies are discussed. Section 3 presents 

the main concepts of the image preprocessing for the DQN. Section 4 describes the 

detailed implementation of the proposed method and the experimental results. Finally, 

Section 5 concludes the study and discusses future works. 

2. Related work 

2.1. Imitation learning 

Behavioral cloning (BC) is the most common approach to imitation learning. The 

objective of BC is to learn the relationship between states and optimal behaviors as a 

supervised learning problem [4–6]. A convolutional neural network (CNN) is frequently 

used for BC. A CNN learns features automatically from demonstrations given a suitable 

dataset. Bojarski [2] introduced a system of self-driving cars using a CNN that 

automatically learns the internal features of input images that it never explicitly trains 

itself to detect. However, it requires a large dataset for training to guarantee that most 

states that may occur are covered.  
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Because of environmental restrictions in real environments, end-to-end control 

cannot be trained to handle all situations. A virtual simulation environment [17] has 

been used for training to overcome this problem. In this approach, a virtual environment 

similar to the real environment is constructed for the virtual simulation. Captured 

images and the control signals of a vehicle agent are collected. A CNN is trained based 

on the collected images and control signals, and then used to control a vehicle in the real 

environment. 

2.2. Reinforcement learning 

Reinforcement learning algorithms allow agents to learn how to behave differently in 

different situations. Its aim is to establish a policy that considers the situation and select 

actions that maximize a reward[7]. Reinforcement learning has been successfully 

applied to many different tasks such as playing relatively simple Atari games, mastering 

the relatively more complex game of Go, and controlling robots in real environments. 

Inverse reinforcement learning is the most successful imitation learning approach 

[8,9]. This approach assumes that the behaviors that learners desire to imitate are 

generated by experts. This approach attempts to estimate a reward function to explain 

the behaviors of experts [14]. However, obtaining the reward function of inverse 

reinforcement learning is slow in terms of convergence speed. 

A reinforcement learning based driving policy for autonomous road vehicles was 

proposed in [17]. The DQN is trained to control a vehicle by changing its heading, 

acceleration, and deceleration. The input of this DQN is a vector that is constructed 

from vehicle sensors and includes the longitudinal velocity and vehicle position in the 

lane. However, a virtual environment can occasionally be too complex to extract 

features for a network. 

3. DQN-input image preprocessing approach 

In this section, the proposed preprocessing method is described. Section 3.1 gives an 

overview of the proposed framework. Sections 3.2 and 3.3, describe how to extract the 

environmental information from a virtual environment and how to redraw the top-view 

image of the whole environment, respectively. Section 3.4 provides details on how the 

top-view image is cropped around a vehicle agent in the whole top-view image. Finally, 

the DQN model structure is described in Section 3.5. 

3.1. Overview 

The main process of the proposed method is shown in Fig. 1. During the environment 

information extraction phase, all information about roads and junctions related to a 

vehicle agent in a virtual environment are collected and written to an environment 

information file. Subsequently, during the environment redrawing phase, the 

information in this file is utilized to redraw the whole top-view image of the virtual 

environment using straight lines and arcs. The location and direction of the vehicle 
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agent in the virtual environment is added to the whole top-view image. During the top-

view image cropping phase, the top-view image is cropped to place the vehicle agent in 

the center of the cropped image. In each training iteration, the cropped top-view image 

is utilized as an input to the DQN. The outputs of the DQN are the steering and 

acceleration of the vehicle agent. These two values are used to control the vehicle agent 

in the virtual environment, and the virtual environment returns a reward according to the 

status of the vehicle agent. The DQN model undergoes training in each iteration. 

 

 

Fig. 1. Processes of the proposed method 

3.2. Environmental information extraction 

In a virtual environment, diverse types of information exist. The information on the 

roads and junctions are important for driving a vehicle agent. Roads and junctions 

comprise the map that cars should drive. One road can be connected to other roads or 

junctions, and one junction can be connected to multiple roads. All link information 

exists in the virtual environment. Therefore, these two types of information should be 

extracted. 
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Fig. 2. Example of a 3D road 

In this paper, the i-th three-dimensional (3D) road Ri is described using four elements 

[i, Li, Ti, Ni], defined as follows: the road ID i, link information Li, road type Ti, and 

lanes Ni . The link information Li is expressed as [Li
SR

, Li
PR

, Li
SJ

, Li
PJ

], which consists of 

the successor road ID Li
SR

, predecessor road ID Li
PR

, successor junction IDLi
SJ

 and 

predecessor junction ID Li
PJ

. The road type is either straight, corner or merging. The 

lanes Ni consists of a set of lanes, {Ni
1
, Ni

2
, ..., Ni

n
, ...}, where n describes the order of 

the lanes. A lane Ni
n 

is denoted by[Si
n
, Ei

n
]. Therefore, each lane contains two elements: 

start point Si
n 
=(xi

n
, yi

n
, zi

n
) and end point Ei

n 
=(xi

n
, yi

n
, zi

n
). 

Fig. 2 shows an example of a 3D road. RoadR40, which is indicated by the yellow 

area is described byR40=[40, L40, straight, N40] , where L40 =[-1, 14, 3, -1], N40 =[N40
1
, 

N40
2
],N40

1 
=[(256.23, 0, 269.05), (256.25, 0, 297.77)], and N40

2 
=[(259.92, 0, 269.05), 

(256.25, 0, 297.77)]. 
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Fig. 3. Example of a 3D junction 

The i-th 3D junction Ji is expressed as [i, Ci], where each 3D junction contains two 

elements: junction ID i , and connections Ci. Connections Ci is a set of connections {Ci
1
, 

Ci
2
, ..., Ci

c
, ...}, where c denotes the order of connections, and lane Ci

c 
is [Fi

c
, Gi

c
]. 

Therefore, each connection contains two elements: the from-road ID Fi
c 
and the to-road 

ID Gi
c
. 

Fig. 3. shows an example of a 3D junction. JunctionJ3, which is indicated by the 

yellow area, is described byJ3=[3, C3] where C3=[C3
1
, C3

2
, C3

3
, C3

4
, C3

5
, 

C3
6
],C3

1
=[40,168], C3

2
=[40,70], C3

3
=[159,73], C3

4
=[159,41], C3

5
=[72, 158],  and 

C3
6
=[72, 41] 
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3.3. Redrawing of the top-view image of the whole environment 

After extracting all the information regarding the roads and junctions in a virtual 

environment, a top-view image of the whole environment is redrawn. First, as shown in 

Fig. 4, image width W and image height H are determined. According to the size of the 

whole environment, one pixel corresponds to a unit length α in the environment. There 

are three axes X, Y, and Z in the virtual environment. To redraw a top-view image, the 

Y axis is ignored, the image width W is the size of the environment along the Z axis, 

and the image height H is the size along the X axis. By considering all the start points 

and end points of all road information, the minima and maxima, xmin=Min(xi
n
), 

xmax=Max(xi
n
), zmin=Min(zi

n
), and zmax=Max(zi

n
) are extracted. To prevent cropping 

errors, the corresponding image edge is extended by a number of pixels β. Therefore, 

image width W β
α

zz
2+

)( minmax－
￼and image height H β

α

xx
2+

)( minmax－
￼. To 

redraw the image, start points Si
n
=(xi

n
, yi

n
, zi

n
) and end pointsEi

n
=(xi

n
, yi

n
, zi

n
) 

)+
1

×)((= min β
α

zzw n

i － ￼ )+
1

×)((= min β
α

xxh n

i － ￼. 

 

Fig. 4. Image size determination 

After converting all locations of the start points and end points of all lanes to pixel 

coordinates, the top-view image of whole environment is redrawn. First, as shown in 

Fig. 5, a straight road is represented by a straight line between the start point Si
n
and the 

end point Ei
n
of each lane (red and blue points are only for explanation). A corner road is 

then represented by drawing an arc between the start point Si
n
 and end point Ei

n
 of each 

lane. 
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Fig. 5. Drawing road connections 

Subsequently, as shown in Fig. 6,adjacent roads are connected by drawing straight 

lines between their end points Ei
n
 and start points n

LSR
i

S . 

 

Fig. 6. Drawing connections between the roads and successor roads 

Next, as shown in Fig. 7, the straight connection in junctionJiis connected by straight 

lines. The turning connections in the junction are drawn using arcs to connect end points 
n

F c
i

E and start points n

Gc
i

S . 
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Fig. 7. Drawing junction connections 

 

Fig. 8. Adding thevehicle agent 

After the top-view image of the whole environment has been drawn, vehicle agentv 

also needs to be added to the image as shown in Fig. 8. The vehicle agent coordinates 

on the x-axis xv, and the vehicle agent coordinates on the z-axiszv, as well as directionDv 

are collected for each frame. Therefore, thevehicle agent's pixel coordinate wvand hv are 

β
α

zz v +
1

×)( min－ and β
α

xxv +
1

×)( min－ , respectively. Finally, as shown in Fig. 8, the 

vehicle agent is located at pixel (wv, hv) and rotated to the directionDvin the top-view 

image of the whole environment. 
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3.4. Top-view image cropping 

To train a DQN model, a vehicle agent only needs to consider the surrounding 

environments. Therefore, the top-view image of whole environment needs to be cropped 

to a small area centered on the location of the vehicle agent as shown in Fig. 9. To 

further reduce the number of features in the top-view image, the vehicle agent should 

always face in one direction. 

 

Fig. 9. Top-view image cropping process 

To prevent rotation error, a two-step cropping approach is proposed. In the first crop, 

the width W1 and height H1 of the first crop are larger than the width W2 and height H2 of 

the second crop. 

The signed angle θ between direction Dv of vehicle agent v and a fixed direction D0 is 

utilized to rotate the top-view image after the first crop. When rotating, the resolution of 

the image should remain the same. The final cropped top-view image is utilized as the 

DQN input for each frame. 

A single frame of a cropped top-view cannot contain information about the vehicle 

agent’s speed. The cropped top-view image is converted to grayscale and stacked with 

the previous two frame images which have also been converted to grayscale. Fig. 10 
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shows a three frames top-view image. The time interval between the adjacent frames 

should be kept fixed. 

Fig. 10. Top-view image of three stacked adjacent frames 

3.5. DQN architecture with DQN-input images 

The structure of a DQN is shown in Fig.11. The DQN-input image is a 240×240 top-

view image and the outputs are steering and acceleration values. Steering values range 

from -1 to 1, in steps of 0.1. Acceleration values range from −1 to 1 in steps of 0.2. This 

network utilizes categorical cross entropy as the loss function. The details of the 

parameters of each layer are listed in Table 1. 

 

Fig. 11. DQN architecture 
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Table 1. Parameters of the layers of a DQN 

Convolution Layer Filters Kernel Size Stride 

Conv1 24 5×5 2×2 

Conv2 36 5×5 2×2 

Conv3 48 5×5 2×2 

Conv4 64 3×3 1×1 

Conv5 64 2×2 1×1 

Fully-connected Layer Neurons 

FC1 36,864 

FC2 128 

 
The function used to calculate the DQN training reward is  

0

0 ||
))sin()(cos(×=),,(

D

DD
θθVDθVR

t

tttttt

－
－ (1) 

where Vt is the vehicle agent’s speed along the road direction, θtis the angle between the 

heading of the vehicle agent and the direction of the road, Dtis the distance from the 

road’s left edge to the vehicle agent’s center, and D0is the half of the road width.  

   As the number of training iterations increases, exploratory rate εtis decreased by 

T

εMinεMaxt
εMaxε

tt

tt

))()((×
)(=

－
(2) 

where Max(εt) is the maximum of εtand Min(εt) is the minimum of εt.In addition, T is the 

total number of frames that the vehicle agent has trained and t is current frame. 

4. Experiments 

In this section, the experimental results are described. Section 4.1 introduces the 

experimental goal and environment. Section 4.2 presents the results of the top-view 

image of the whole environment. Section 4.3 presents the samples of a cropped top-

view image, and Section 4.4 presents the vehicle agent obtained using a DQN. 

4.1. Experimental goal and environment 

The experimental goal is to train a DQN model to control a vehicle agent in a virtual 

environment. To evaluate the proposed method, the results obtained using the 

preprocessed three-frame top-view image are compared with the results obtained using 

captured top-view image generated by the simulator without any preprocessing and a 

preprocessed single-frame top-view image. The rewards of each DQN trained with one 

of the three types of DQN inputs were calculated, and the number of successfully 

reached destinations of a vehicle agent controlled by each trained DQN was analyzed. 
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To train the DQN model, 300,000 frames were used. The maximum exploratory rate 

was 0.3 and the minimum exploratory rate was 0.01. The replay memory stored the 

most recent 5000 frames of data. For every frame, the batch size for the DQN was 32.  

The performance of the proposed method was verified on a desktop computer with an 

i7-7740X 4.30GHz CPU, an NVIDIA GeForce GTX 1080 graphics card, and a 16.0GB 

DDR4 RAM. The virtual environment simulator shown in Fig.12 runs on Unity3D. 

 

Fig. 12. Virtual environment simulator used for the experiment 

4.2. Results of the top-view image redrawing 

In the experiment environment, there were eight junctions and a total of 162 roads: 140 

straight, 7 corner, and 15 merging roads. The captured top-view image is shown in Fig. 

13, and Fig. 14 shows the final redrawn top-view image of the whole environment.  
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Fig. 13. Capture top-view image of the whole environment 

 

Fig. 14. Redrawn top-view image of the whole environment 

In the redrawn image, the white lines represent road lanes and the arrows on the lines 

indicate the direction of the lanes. The areas with white crossing lines are the junctions 

which contain many road connections. In contrast to the captured top-view image in 

Fig. 13, information that is clearly not related to training a vehicle agent DQN model 

has been removed from the redrawn top-view image of the whole environment. 
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4.3. Results of top-view image cropping 

Captured top-view image samples, single-frame top-view image samples, and three-

frame top-view samples are shown in Figs. 15, 16, and 17, respectively. The left panels 

in these figures show the vehicle agent driving on a straight road. The middle panels 

show the vehicle agent turning right at a corner, and the right panels show the vehicle 

agent turning right at a junction. 

 

Fig. 15. Captured top-view image samples 

 

Fig. 16. Single-frame top-view image samples 

 

Fig. 17. Three-frame top-view image samples 
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4.4. Result of training using a DQN 

Three DQN models were trained with 300,000 frames of captured images, single-frame 

images, or three-frame images. The mean rewards of the three DQN models after 

10,000 frames were processed are shown in Table 2. The mean reward of the DQN 

model trained with the proposed three-frame images was 221.3% higher than that of the 

DQN model trained with the captured top-view images. 

Table 2. Comparison of the mean DQN model rewards after 10,000 frames 

Input image type Mean reward 

Captured 1.6244 

Single frame 4.1360 

Three frames 5.2193 

To evaluate the performance of the DQN models trained with the three types of input 

images, experiments were carried out on the same map. Each DQN model was used to 

control a vehicle agent to a destinations 100 times, and the number of successfully 

reached destination is listed in Table 3. These results show that the DQN model trained 

with the proposed three-frame top-view images has a success rate that is 712.5% higher 

than that of the DQN model trained with the captured top-view images. 

Table 3. Comparison of the number of successfully reach destinations 

Input image type Example 

Raw 8 

Single frame 49 

Three frames 65 

5. Conclusions 

This paper proposed an image preprocessing method for DQN image inputs to train an 

autonomous vehicle agent in a virtual environment. In this method, the information of 

the roads and junctions related to a vehicle agent in a virtual environment is extracted 

and recorded in a file. Using this information, the size of the top-view images is 

determined. In the top-view image, roads and junctions are drawn as straight lines and 

arcs. The virtual environment obtained vehicle agent locations and directions for every 

frame. The top-view image is then cropped so that the vehicle agent is in the center of 

the cropped image. The outputs of the DQN are steering and acceleration values, which 

can be utilized to control the vehicle agent in the virtual environment.  

In the experiment, after the DQN was trained for 300,000 frames, the mean training 

reward of the DQN model with the proposed top-view images reached 5.2193. The 

number of successful navigations using the DQN model trained with the proposed top-

view images was 712.5% higher than tthat obtained by the DQN model trained with the 

captured top-view images. These results show that the proposed DQN input image 

preprocessing method can substantially improve the performance of the DQN model. 
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In future work, we will explore more applications of the proposed image 

preprocessing method. Further, we will test the model using other neural networks that 

use image as input. 
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Abstract. Recently, blockchain technology accumulates and stores all 

transactions. Therefore, in order to verify the contents of all transactions, the data 

itself is compressed, but the scalability is limited. In addition, since a separate 

verification algorithm is used for each type of transaction, the verification burden 

increases as the size of the transaction increases. Existing blockchain cannot 

participate in the network because it does not become a block sink by using a 

server with a low specification. Due to this problem, as the time passes, the data 

size of the blockchain network becomes larger and it becomes impossible to 

participate in the network except for users with abundant resources. Therefore, in 

this paper, we studied the zero knowledge proof algorithm for general operation 

verification. In this system, the design of zero-knowledge circuit generator 

capable of general operation verification and optimization of verifier and prover 

were also conducted. Also, we developed an algorithm for optimizing key 

generation. Based on all of these, the zero-knowledge proof algorithm was applied 

to and tested on the virtual machine so that it can be used universally on all 

blockchains. 

Keywords: Zero-Knowledge, validation, transaction, BlockChain, Ethereum 

1. Introduction 

The blockchain-based distributed application market is expected to grow from about $ 

3.2 billion in 2019 to more than $ 60 billion in 2024. Among them, the market with 

'transaction processing' as a profit model is expected to reach 55% of the total. This 

means that blockchain-based distributed applications are generally provided on the basis 

of open source, so transaction fees rather than content usage fees are inevitably accepted 

by users. Therefore, the economic value of the technology to efficiently process 

transactions is very positive. In the past decade, numerous blockchain implementations 

have emerged as platforms, but there has been no significant innovation in terms of 

accumulating and storing transactions, but rather the burden of verifying the chain data 
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has increased as it supports complex operations. Therefore, it is necessary to lead the 

structural innovation of the blockchain by creating a verification module that can be 

commonly used in various blockchain platforms that will appear in the future.  

Currently, the domestic blockchain technology is mainly biased toward mainnet-

based technologies such as distributed ledgers and consensus algorithms, but the area 

where the domestic technology ecosystem is likely to lead in the global market is the 

distributed application area rather than the mainnet. And there is currently no virtual 

machine based on zero-knowledge proof that can efficiently verify complex operations 

required for distributed applications, not just bookkeeping. Blockchain is a 

decentralized digital ledger that secures the integrity of transaction details and allows 

participants to share details without the involvement of a trusted third party in a peer-to-

peer (P2P) network. A typical example of applying blockchain is cryptocurrency such as 

Bitcoin and Ethereum. Ethereum introduced the Ethereum virtual machine (hereafter 

EVM). With EVM, users can program their own way, rather than performing a 

predefined set of tasks. However, EVM is very inefficient compared to existing virtual 

machines such as Java Virtual Machine (JVM). And it is difficult to support a complex 

application environment. Therefore, it is necessary to lead the structural innovation of 

the blockchain by creating a verification module that can be commonly used in various 

blockchain platforms. 

Blockchain is classified as a simple type of blockchain made of UTXO (Unspent 

Transaction Output) represented by Bitcoin, and a complex type of blockchain that deals 

with a state tree such as Ethereum. Currently, zero-knowledge proof is used only when 

processing some transactions in a simple form of blockchain. Zero-knowledge proof is a 

system that proves to the verifier that the proofer knows that knowledge without 

revealing the knowledge and information he knows [1]. The proofer is the subject that 

proves that he / she knows the knowledge, and the verifier is the subject that verifies that 

the proofer knows the knowledge. When zero-knowledge proof technology is applied to 

storage of transaction data, data storage space can be saved by compressing data in a 

way that pruning actual data and leaving only proof of data. As time goes by, the data of 

the blockchain will gradually accumulate, and accordingly, the computing resources 

required to operate the full node are gradually increasing. 

In the case of Ethereum, it is already difficult for an individual to operate a full node, 

and in the future, only a large company or large hands that can have sufficient 

computing resources can operate the full node. These factors will lead to the 

centralization of the blockchain, and this problem can be solved by reducing the 

resources required for data storage and verification through a virtual machine with zero 

knowledge proof technology. Therefore, in this paper, we developed a zero-knowledge 

proof algorithm capable of general operation verification and designed a zero-

knowledge circuit generator capable of general operation verification. Also, by applying 

and testing the zero-knowledge proof algorithm to the virtual machine, the performance 

of the transaction can be improved. Section 2 of this paper introduces related research, 

and Section 3 introduces domestic and foreign cases. In section 4, an algorithm capable 

of transaction verification is proposed, and in section 5, a zero-knowledge circuit to be 

applied to a virtual machine is designed. Finally, Section 6 presents conclusions and 

future tasks. 
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2. Related Studies 

Blockchain technology can be divided into a simple type of blockchain made of UTXO 

(Unspent Transaction Output) and a complex type of blockchain that deals with the State 

Tree [2]. Currently, in the simple form of blockchain, zero-knowledge proof is used at 

the protocol level only in some transaction processing. However, although some 

complex forms of blockchain use smart contracts using smart contracts, there are 

limitations in terms of performance and utilization because they are implemented in the 

upper layer. Proof size of a single operation created through the proposed SNARKs 

algorithm is about 1,500 bytes (1.5 kbytes) [3]. 

* Bullet Proof algorithm. 

  - Transaction size of UTXO-based blockchain is measured in (in * 254 * 146 + out * 

254 * 33 + 10) bytes, and increases arithmetically according to the number of * in, out 

used.     

 * It occupies about 45,000 bytes (45kbytes) based on 1 in and 1 out.    

- Regardless of the type of transaction, the transaction size can be fixed to 1.5 kbytes, 

and even the simplest transaction standard is more than 70% economical. 

- The blockchain-based distributed application market is expected to grow from about 

$ 3.2 billion in 2019 to more than $ 60 billion in 2024 (Blockchain Market Shares, 

Market Strategies, and Market Forecasts, 2018 to 2024, IBM, 2018). Among them, the 

market with 'transaction processing' as a profit model is expected to reach 55% of the 

total. 

Since such a blockchain-based distributed application is generally provided on the 

basis of open source, transaction fees rather than content usage fees are inevitably 

accepted by users. Therefore, the economic value of the technology to efficiently 

process transactions is very positive. Even if all verification nodes do not participate in 

block verification, the general operation is verified with the same security strength as all 

nodes participated and verified using zero-knowledge proof technology, thereby 

providing the same effect as saving the entire transaction without saving all transaction 

data [4]. 

Currently, as the value of using personal information increases, discussions on how to 

provide personal information have been actively conducted. Currently, one of the most 

common methods of providing personal information is a group that uses personal 

information to obtain personal consent and use personal information. However, the 

above method has two problems. First, information that is more than the information 

required by the institution for personal information is being exposed. Second, whenever 

a company requests personal information, there is a problem that a trusted party must 

provide authentication information for the information to the company. In order to solve 

the above problems, this paper proposes a privacy-protected personal information 

management method using zk-SNARK (zero-knowledge Succinct Non-interactive 

ARgument of Knowledge) technique and blockchain[5]. zk-SNARK is a modification of 

the existing ZKP to be more succinct and applicable in a non-interactive environment. 

This logic was first proposed in 2012, and due to its characteristics, ZKP can be 

implemented in a blockchain environment. In the case of a blockchain transaction using 

zk-SNARK, the validity of the transaction can be communicated to nodes other than the 

sending and receiving node without exposing information such as a receiver, a sender, 

and a transfer amount. ZCash is the first application of zk-SNARK, and related contents 
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were applied to Ethereum's Byzantium hard fork [6]. The zk-SNARK is largely divided 

into two parts, one is the process of converting the problem to be proved to a specific 

form, and the other is the process of actual proofing using the converted problem. The 

privacy-protected personal information management technique can guarantee the 

privacy and reliability of information when providing personal information through zk-

SNARK. In addition, it is possible to manage personal information data while ensuring 

the integrity of the data through the blockchain, and sharing personal information can be 

performed more easily than the existing authentication method. The privacy-protected 

personal information management technique can guarantee the privacy while ensuring 

privacy when providing personal information through zk-SNARK. In addition, it is 

possible to manage personal information data while ensuring the integrity of the data 

through the blockchain, and sharing personal information can be performed more easily 

than the existing authentication method [7]. 

3. Domestic & International cases 

There are several companies with blockchain virtual machine technology. The most 

representative virtual machine is EVM, Ethereum's virtual machine. EVM is the first 

blockchain virtual machine and based on EVM, Ethereum has grown into a basic 

platform for smart contracts, tokens, and decentralized applications (Dapps). And many 

blockchain projects are using Ethereum's EVM when creating the mainnet. Currently, 

Ethereum is planning to upgrade to Ethereum 2.0, and when Ethereum 2.0 is introduced, 

the current virtual machine EVM will be converted to eWASM [7]. 

EOS-VM is a virtual machine created by EOS.IO and is not limited to the blockchain 

industry, and is expected to be used in traditional software development fields such as 

game engines, databases, and web frameworks. EOS-VM is a virtual machine dedicated 

to the blockchain system, and it can be expected to save development resources (CPU), 

improve blockchain scalability, and improve development efficiency compared to the 

first blockchain virtual machine, EVM [8]. 

Tron's virtual machine TVM is developed based on Ethereum's EVM and is 

characterized by being compatible with Ethereum. By designing a unique virtual 

memory mechanism, the amount of memory actually used can be greatly reduced, and 

the operation cost of a decentralized application can be greatly reduced by providing 

developers with almost unlimited memory capacity. And you can save resources by 

optimizing the compiler.  

Table 1 shows domestic and International cases as a table. 
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Table 1. Domestic & International cases                                       (source:itfind.or.kr) 

Coin name Consensus 

method 

Characteristic Market 

cap 

Remark 

Ethereum EVM Turing completeness as the 

first blockchain virtual 

machine 

$ 13 

billion 

Focusing on 

decentralization 

and security 

EOS EOS-VM Consensus algorithm similar 

to indirect democracy 

$ 2.4 

billion 

Value for 

scalability 

Tron TVM EVM-enhanced virtual 

machine featuring Ethereum 

compatibility 

$ 1.8 

billion 

 

Currently, the domestic blockchain technology is mainly biased to the underlying 

technologies related to the main net, such as distributed ledgers and consensus 

algorithms. Due to the nature of the domestic technology ecosystem, the area that can 

lead in the global market is the distributed application area rather than the mainnet area. 

And there is currently no zero-knowledge proof-based virtual machine that can 

efficiently verify complex operations required for distributed applications, not just 

bookkeeping. 

Therefore, by designing a system for improving the amount of code verification based 

on zero-knowledge proof applicable to various distributed applications and smart 

contract execution environments, it will become a distributed application-based 

technology with great growth potential in the future [9]. 

4. Algorithm for Transaction Validation 

Proof of zero knowledge must satisfy the following three conditions. 

* completeness: If a condition is true, a trusted verifier must be able to understand this 

by a trusted prover. 

* soundness: When a condition is false, a dishonest verifier can never convince the 

verifier that the condition is true by lying. 

* zero-knowledge: When a condition is true, the verifier knows nothing other than the 

fact that this condition is true.  

The study intends to utilize zero-knowledge proofs for various types of transactions 

that the user wants, as well as predefined types of transactions. Circuits that can produce 

evidence of current zero-knowledge proofs can only perform operations in a predefined 

form. In order to be able to utilize this in various types of transactions desired by users, 

a circuit capable of verifying general operations is required. General operation means 

universal and various operations, not specific predefined operations. Therefore, the 

research team researched a circuit capable of verifying general operations and designed 

the method to apply it to the virtual machine. In addition, by using the zero-knowledge 

proof technology, even if a blockchain participant does not know the contents of the 

block, it can quickly verify that the contents of the block are not forged or tampered with 

by the node performing the proof and reporting role among all nodes. Also, by rapidly 

increasing the block sync speed for participants, new participants can quickly join the 

network [10]. 
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Fig. 1. is about the existing transaction verification and data storage method. The 

verification amount increases by re-executing the block for all nodes except the minor. 

And as the chain data connection increases, the data size also increases linearly. 

 

Fig. 1. Existing Transaction Validation & Data Storage Method 

Fig. 2. improves the existing transaction verification and data storage method. This 

problem was solved by reducing the resources required for data storage and verification 

through a virtual machine with zero knowledge proof technology. 

 

Fig. 2. Advanced Transaction Validation & Data Storage Method 
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The requirements of the zero-knowledge proof-based algorithm capable of general 

operation verification are as follows. 

The circuit to be created in this study should be arithmetic. In the finite field F, the F-

arithmetic-circuit takes the element in F as the input value, and the output value is also 

the element in F. The circuit consists of a gate and a wire, and the gate takes two 

numbers as inputs, adds or multiplies numbers, and outputs the result through the output 

wire. The wire is responsible for passing the value into and out of the gate. 

Circuits must: Local Consistency Check:  

Verify that all gate equations are met. 

Global Consistency Check: Verify that the wires correctly connect the gates together 

to form the circuit. 

The zk-SNARK structure considered in this study is based on cryptographic pairing. 

zk-SNARK for F-arithmetic-circuit receives key generator G, attestor P, and verifier 

V as input values[11]. 

The key generator G samples the proof key pk and verification key vk using the 

security parameters λ and F-arithmetic-circuit C: Fn * Fh Fl. 

The above values are public parameters of the verification system that needs to be 

generated only once per circuit. Once set, anyone can generate non-interactive evidence 

using pk, and anyone can verify this evidence using vk. This is a study on a universal 

zero-knowledge proof algorithm that can perform general operation verification [12]. 

A new circuit creation method and a new zk-SNARK for the circuit are needed.  

The existing zk-SNARK has the following problems. 

* A new setup is required for each new program and a new key needs to be generated 

accordingly. 

* Memory access or the number of repetitions of a loop cannot be changed depending 

on the input value of the program. 

* Even if you allow data dependence on memory access, you have to go through 

heavy tasks such as verifying the Merkle Pass. 

* Circuit size increases inefficiently in proportion to the program size even if an 

arbitrary program is supported. 

The universal circuit should run on any program with less than l instructions, less 

than T machine steps, and less size. And it should be available in all cases with one key 

generation. Accordingly, the circuit that satisfies this must satisfy Cl,n,T is 

O(l+n+T)*log(l+n+T))gates [13]. 

Previously studied universal zero-knowledge proof algorithms, the size of data 

increases to the size of l * T according to the program size. In this case, as the program 

size increased, the storage cost increased significantly. 

In the case of the newly created zero-knowledge proof algorithm, the size of the data 

increases in the form of l + T. 

The circuit generator and zero-knowledge algorithm are independent of each other. If 

the circuit generator and the zero-knowledge proof algorithm to be applied to the circuit 

are independent, a more flexible system can be built [14].  

Fig. 3. shows a combination of two elements, a circuit generator and a key generator, 

for general operation verification. The output C of the circuit is universal because it does 

not depend on the program or main input values, but only on the l, n, and T values. In 

this case, as the program size increased, the storage cost increased significantly. In the 

case of the newly created zero-knowledge proof algorithm, the size of the data increases. 
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The circuit generator and zero-knowledge algorithm are independent of each other. If 

the circuit generator and the zero-knowledge proof algorithm to be applied to the circuit 

are independent, a more flexible system can be built. Fig. 3. shows a combination of two 

elements, a circuit generator and a key generator, for general operation verification. The 

circuit's output C is universal because it depends only on the values, not on the program 

or the main input values. When combined with a circuit verification system such as zk-

SNARK, the parameters of the verification system are also universal. In this case, all 

programs can be verified with a single key generation, and after that, a key suitable for a 

given calculation range can be selected. Therefore, the cost of generating keys for each 

program can be reduced [15]. 

 

 

Fig. 3. Key Generator for General Operation Validation 

In Fig. 4. permission for block generation is granted through a validator and a verifier 

for general operation verification. 
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Fig. 1. Prover and verifier for general operation validation 

The verifier V takes the verification key vk,  , and the evidence π as input 

values to verify that the evidence π is valid. The operation on V consists of two 

parts[16]. 

* Calculate  by entering part of  vk and  . 

* Enter vk,   and π to be able to calculate 12 pairings and perform necessary 

checks .Regarding the first part of V, the variable-based multi-scalar multiplication 

technique can be used to reduce the amount of computation required for  calculation. 

With respect to the second part of V, even if the pairing evaluation takes a certain 

amount of time regardless of the input size n, these evaluations are very expensive and 

dominate for the small n. Our goal is to minimize the cost of these pairing assessments 

[17]. 

The research for the optimizer optimization is as follows. 

The proofer P takes the proof key PK(including circuit C), and the witness 

 as input values. Proofer P creates evidence π and testifies that it is . 

The operation on P consists of two parts [18]. 

* Calculate the coefficient   of the polynomial  , where 

 is derived from the QAP instances  and QAP 

evidence . 

* Calculate π by using coefficient   , evidence of QAP, and public key pk. In 

particular, in relation to the first part of P, the coefficient T is efficiently calculated 

through the FFT technique of [BCGTV13a]. 
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5. Design of Zero-knowledge circuit 

Due to the nature of the blockchain that stores all transaction data, the data on the 

blockchain continues to increase over time. When zero-knowledge proof technology is 

applied to storage of transaction data, data storage space can be saved by compressing 

the data by pruning actual data and leaving only proof of data. As time goes by, the data 

of the blockchain will gradually accumulate, and accordingly, the computing resources 

required to operate the full node will gradually increase [19]. 

In the case of Ethereum, it is already difficult for an individual to operate a full node, 

and in the future, it is expected that only large companies or large hands that can have 

sufficient computing resources can operate the full node. This will cause the 

centralization of the blockchain, and this problem can be solved by reducing the 

resources required for data storage and verification through a virtual machine with zero 

knowledge authentication technology [20]. 

Fig. 5. is designed to apply the zero-knowledge proof algorithm to the virtual 

machine. It shows the flow of the operation method of the Ethereum virtual machine for 

applying zero knowledge proof technology. Since Solidity, the smart contract language 

of Ethereum, is a language created for human understanding, it needs to be changed to a 

machine language understandable by a virtual machine in order to operate in a virtual 

machine. Code written in Solidity is converted to Ethereum bytecode by the compiler. 

This bytecode is executed by EVM, Ethereum's virtual machine. When a specific 

bytecode is executed, all nodes in the Ethereum network execute the same bytecode 

respectively to verify the transaction. At this time, if zero-knowledge proof technology 

that can perform general operation verification is applied to the virtual machine, even if 

the virtual machine does not execute the transaction, it is possible to know whether the 

corresponding transaction is the correct transaction by performing verification on the 

zero-knowledge evidence [21]. 
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Fig.5. Execution process of Ethereum virtual machine 

In order to modify the virtual machine, it is necessary to understand the structure. 

Therefore, Figure 6 shows the architecture and execution flow diagram of the Ethereum 

virtual machine. Once you understand how the virtual machine is running, you need to 

figure out what parts of the virtual machine need to be modified to apply zero-

knowledge techniques [22]. 
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Fig. 6. Architecture &Excution Flow Chart of Ethereum Virtual Machine 
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In order to execute the transaction, it needs to be changed to Ethereum bytecode as 

mentioned. These bytecodes are decomposed into what are called opcodes, stacked on 

the stack and executed one by one. You must subtract the gas cost for running the virtual 

machine before the opcode runs. The opcodes are now executed if the gas cost is not 

insufficient. Fig. 7. shows the parts that need to be changed in the virtual machine when 

the opcodes are executed [23]. 

 

Fig. 7. Change Part in Virtual Machine 

In the figure above, the part marked with a red box is the part to which zero-

knowledge proof technology should be applied, and the part to create a universal circuit 

that can execute the opcode. Fig. 8. shows the change in data stored after the zero-

knowledge proof technology is applied. After the zero-knowledge proof technology is 

applied to the part that performs the opcode, TX data among the data stored in the 

existing storage is replaced with the proof of the zero-knowledge proof. And we will 

create and test a virtual machine with zero knowledge proof [24]. 
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Fig. 8. Data Changes after zero knowledge proof technology 

6. Conclusion and future works  

In this paper, a circuit with zero-knowledge proof algorithm for general operation 

verification was developed. The core of this paper solved the problem of increasing 

chain data size and block verification amount in the existing system. In addition, a zero-

knowledge proof algorithm was designed for general operation verification [25]. 
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Finally, a study was conducted to optimize the validator and the validator, and a study 

was conducted to optimize the key generation. This study is a practical example of 

applying the zero-knowledge proof algorithm capable of semi-operational verification, 

and can develop two different blockchains in the future. In addition, Crypto Currency 

implementation with zero-knowledge proof algorithm for general operation verification 

can be developed. It can also create new blockchain business opportunities, such as 

platform services, where DApps linked to public blockchains can be integrated with 

each other. However, anyone can participate in the blockchain network if a blockchain 

with a zero-knowledge proof-based virtual machine capable of verifying general 

operations is born [26].  

When developing the world's first virtual machine technology based on zero-

knowledge proof that can be applied to various distributed applications and smart 

contract execution environments, Korean companies will secure the foundation 

technology that can lead the global market in the distributed application market, which 

has great growth potential in the future. . In addition, new blockchain business 

opportunities are provided, such as platform services where DApps linked to the public 

blockchain can be integrated with each other. In addition, exports of related products 

and services will be expanded by revitalizing the blockchain industry and strengthening 

cooperation with global companies based on core technologies. The increase in 

expertise of domestic blockchain R & D personnel and the internalization of technology 

development will also create jobs for R & D personnel. Opportunities for technological 

innovation on the blockchain and high potential for use in other fields are also provided.  

As a future task, based on this design, we will develop a zero-knowledge proof 

system capable of general operation verification. And based on this research, we will 

develop our own platform. 
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Abstract. The main purpose of target detection is to identify and locate targets 

from still images or video sequences. It is one of the key tasks in the field of 

computer vision. With the continuous breakthrough of deep machine learning 

technology, especially the convolutional neural network model shows strong 

Ability to extract image feature in the field of digital image processing. Although 

the model research of target detection based on convolutional neural network is 

developing rapidly, but there are still some problems in practical applications. For 

example, a large number of parameters requires high storage and computational 

costs in detected model. Therefore, this paper optimizes and compresses some 

algorithms by using early image detection algorithms and image detection 

algorithms based on convolutional neural networks. After training and learning, 

there will appear forward propagation mode in the application of CNN network 

model, providing the model for image feature extraction, integration processing 

and feature mapping. The use of back propagation makes the CNN network model 

have the ability to optimize learning and compressed algorithm. Then research 

discuss the Faster-RCNN algorithm and the YOLO algorithm. Aiming at the 

problem of the candidate frame is not significant which extracted in the Faster-

RCNN algorithm, a target detection model based on the Significant area 

recommendation network is proposed. The weight of the feature map is calculated 

by the model, which enhances the saliency of the feature and reduces the 

background interference. Experiments show that the image detection algorithm 

based on compressed neural network image has certain feasibility. 

Key words: Convolutional Neural Network, Target Retrieval, Deep Learning, 

Algorithm Compression 

1. Introduction 

Images are an important way for humans to access information [1]. With the 

development of science and technology, image generation is getting faster and faster 

[2]. Computer image recognition plays an important role in many industries and is a hot 

topic in current research. Traditional image recognition technology uses artificial 

feature selection, pattern matching, linear classification and other algorithms for image 

recognition. The accuracy of the identification depends to a large extent on the quality 

of the selected features. It is difficult to extract features that express the nature of the 
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original data. Compared with traditional image recognition methods, deep learning has 

great advantages [3]. A common method is to construct a deep neural network and train 

it with certain data [4]. The deep neural network can automatically extract image 

features and achieve better recognition results. Convolutional neural networks are the 

key network for deep learning and image recognition [5]. By constructing a 

convolutional neural network, image features can be extracted layer by layer. Network 

construction and training methods are the key to neural network recognition. Excellent 

network design can achieve better training results with fewer parameters. Special 

network components speed up the training process. Appropriate training methods can 

leverage the capabilities of the network [6]. 

However, due to the complexity of the real world background and the diversity of 

scenes, as well as the occlusion and low resolution of the targets in the acquired images, 

the target detection technology becomes a challenging subject [7]. The main challenges 

facing current target detection technologies include how to reduce the impact of target 

size and shape on detection, how to improve the accuracy of target positioning, and how 

to reduce background interference. The commonly used evaluation indicators for target 

detection systems are detection accuracy and speed. In order to improve the detection 

accuracy, the target detection system needs to be able to effectively eliminate the 

interference of background, light, noise and other factors [8]. In order to improve the 

detection speed and realize real-time target detection, the target detection system needs 

to be able to simplify the detection process and image processing algorithms. Since the 

traditional target detection algorithm is manually designed [9], its accuracy cannot be 

adapted to various scenes, and the detection speed is slow. Considering the current 

research status and technical level at home and abroad, this paper will use convolutional 

neural network to perform object compression in algorithmic compression and pruning 

for deep learning [10]. 

Yang et al. extended the clutter model from complex feature vector to complex 

feature subspace, which is suitable for non-uniform patching regions, and derives 

extended PTD and extended GP-PNF [11]. Yang et al. proposed a novel supervised 

target detection algorithm that uses a single target spectrum as a priori knowledge. His 

proposed algorithm uses TV to maintain the spatial uniformity or smoothness of the 

detected output. At the same time, the constraints are used to guarantee the spectral 

characteristics of the unsuppressed target [12]. The final test model is the l1 norm 

convex optimization problem. The split Bregman algorithm is used to solve the 

optimization problem because it can effectively solve the l1 norm optimization problem, 

two synthesis and two real hyperspectral images are used for experiments [13]. Zhao et 

al. proposed a new hyperspectral image (HSI) target detection method, which uses St 

OMP reconstruction algorithm [14]. When the computational cost of the conventional 

sparse detection algorithm is very high, since the HSI usually has a large amount of 

data, St OMP can be used. The sparse representation algorithm has been successfully 

applied to the HSI target detection field and has achieved good results. The method 

improves the steps of solving the sparse coefficient, reduces the number of iterations of 

the process, significantly improves the detection efficiency and reduces the 

computational cost [15]. 

This paper first studies the target detection of convolutional neural networks. Its most 

widely used target detection deep learning model is constructed by the human visual 

system. Each layer of the convolutional neural network is described in detail. Of course, 

the convolutional neural network mainly includes forward propagation and back 
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propagation. After training and learning, the forward propagation mode will appear in 

the application of CNN network model, providing image feature extraction, integration 

processing and feature mapping for the model. The use of back propagation makes the 

CNN network model have the ability to optimize learning and The algorithm is 

compressed. Then the research on the Faster-RCNN algorithm and the YOLO algorithm 

is discussed. Aiming at the problem that the candidate frame extracted in the Faster-

RCNN algorithm is not significant, a target detection model based on the attention area 

recommendation network is proposed. By paying attention to the model to calculate the 

weight of the feature map, the saliency of the feature is enhanced and the background 

interference is weakened. Experiments show that the image detection algorithm based 

on compressed neural network image has certain feasibility. 

2. Proposed Method 

2.1. Target Detection Theory Based on Convolutional Neural Network 

Convolutional neural network 

Convolutional neural network is the most widely used target detection deep learning 

model constructed by human visual system. Convolutional neural networks are a deep 

learning model of multi-layer neuron connections. Different features can be obtained by 

convoluting the input images of different convolution kernels. Convolution can be input 

directly from the original image without complex image preprocessing, so it is widely 

used. The common layer structure of the convolutional neural network includes a 

convolutional layer, a pooled layer, a fully connected layer, an activation function layer, 

and a classification layer. The structure and function of each layer are described in 

detail below. 

As the main structure of extracting image features in CNN network model, 

convolutional layer plays an important role in the success of CNN network model. The 

sparse connection mechanism and sharing scheme in the convolutional layer can control 

the number of parameters and calculations of the convolutional layer to an acceptable 

range. It is assumed that the L layer is a convolutional layer and the L-1 layer is a 

pooling layer or an input layer. Then the formula for calculating the level L is (1): 
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The sampling layer, also known as the pooling layer, is an important part of the CNN 

network model, which can reduce the resolution of image features and the 

computational complexity of the model. In general, it appears after the convolutional 

layer to perform statistical operations on the small-scale image features extracted from 

the previous convolution. The sampling layer is static and its parameters do not involve 

correction of back propagation. There are two common sampling layers: maximum and 

average. Common pool operations include average pools and maximum pools. As the 

name suggests, the mean pool selects the average of all values in the slice as the output 

of the slice, while the maximum pool selects the maximum value of all values in the 

slice as the output of the slice. For example, maximizing the output of the previous 

convolutional layer retains only 25% of the activation information, which is the most 

commonly used pooling method in most convolutional neural networks. 

The fully connected layer is usually located at the top of the entire CNN network 

model as a classifier for the entire model. The input of each node of the fully connected 

layer is connected with each output node of the previous layer, and the image features 

extracted by the previous one layer and the pooled layer are mapped to the label space 

of the sample. Due to the large number of parameters in the CNN network model, over-

fitting is caused when training the CNN network model, resulting in insufficient 

robustness of the model. In order to avoid overtraining and fitting of the CNN network 

model, the Dropout operation is usually performed at the fully connected layer. 

The main role of the activation layer is to give the model a nonlinear fit. In image 

processing, the convolution operation actually assigns a weight to each pixel in the 

input layer. Obviously, this is a linear model, but the high-level semantic information of 

the image is mostly nonlinear, so the model should introduce the ability to fit 

nonlinearity [16]. This is the case. There are many activation functions, such as sigmoid 

(Figure 1 from the network, http://www.baidu.com), hyperbolic tangent, rectified linear 

unit, and parametric rectification linear unit (PRELU). 

 

Fig. 1. Sigmoid function 

The sigmoid function is a very common function in statistical learning. Its main 

function is that the model is relatively simple and the algorithm is easy to learn. In 

machine learning, for large-scale learning tasks, generally better results can be achieved. 

Sigmoid has also been widely used as an activation function in neural networks. The 
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advantage is that the derivation is simple and stable, and generally good results can be 

obtained. However, due to the asymmetry Sigmoid function, function value with respect 

to the origin is always greater than zero, the average of the output value is always 

greater than zero, which will reduce the speed of neural network training [17]. 

The ReLU activation function, as shown in (2), was proposed by Krizhevsky A. It is 

very popular in neural networks. The expression of the activation function in the 

network is sparser than the s-type function. Under a random gradient, ReLU decreases 

rapidly. The s-type function contains many exponential operations, which increases the 

computational complexity of network training. ReLU can be simpler. Most importantly, 

this activation function effectively alleviates the gradient dispersion problem of the s-

type function. Surprisingly, it also performs well under unsupervised training. 
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The primary function of the classification layer is to map the output of the entire 

connection layer to the probability that the input image belongs to a different category. 

The Logistic function and the Softmax function are the most commonly used 

classification functions in the classification layer [18]. The Logistic classification 

function is based on the Bernoulli distribution. It is suitable for binary classification 

problems. Its function expression is as follows (3). 
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The Softmax classification function is mainly used to solve multi-class classification 

problems. If the dimension of the input vector Z C will be a Softmax classification 

function, where C is the classification of the category and the output of the quantity is 

the dimension of a vector, but the elements of the probability vector at this time 

represent the input image, belonging to each category (6). When the denominator fill 

uses a regular term, the range of all outputs is limited to (0, 1). 
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Compression of target detection algorithm based on convolutional neural network 

Convolutional neural networks mainly include forward and backward propagation (BP). 

After training and learning, the application of CNN network model will appear in 

forward propagation mode, providing image feature extraction, comprehensive 

processing and feature mapping for the model [20]. The layers of the entire CNN 

network model and their parameters will participate in the forward propagation. 

Forward propagation is the main mode of propagation of the CNN network model. 

Forward propagation only occurs during the training and learning phases of the CNN 

network model. The parameters of the CNN network model are adjusted layer by layer 

using a correlation algorithm such as stochastic gradient descent (SGD), so that the 

output of the loss function in the CNN network model is gradually reduced. The use of 

backpropagation enables the CNN network model to have the ability to optimize 

learning. Backpropagation is an indispensable way of spreading the CNN network 

model. The function can be expressed as J (W, b), and the mathematical expression is as 

follows (7): 
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Where W and b are the weights and offsets of the convolutional neural network, and 

the equations for updating the weight parameters and the bias terms are expressed as 

follows (8)（9）, where 

l
ijW  represents the i-th in the first layer in the convolutional 

neural network model. Enter the weight to connect to the Jth neuron. 
l
ib  denotes an 

offset term of the first input connected to the i-th neuron in the first layer in the 

convolutional neural network model. 
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2.2. Faster-RCNN Detection Algorithm 

Faster-RCNN algorithm 

The fast RCNN algorithm implements the real end-to-end target detection calculation 

process [19], which is mainly divided into three parts: convolutional neural network; 

regional recommendation network (RPN); Fast R-CNN target detection network. The 

algorithm still continues the idea that R-CNN first recommends regional 

reclassification. However, it successfully implements the task of using a convolutional 

neural network to recommend regions without using other algorithms. RPN and FastR-
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CNN share the convolutional neural network for feature extraction, which reduces the 

number of convolution calculations and improves the speed of the whole algorithm. The 

R-CNN algorithm requires the extraction of features from each of the recommended 

candidate regions during training and testing, which requires a lot of practice and is 

expensive both in time and space. An important reason for these problems is that there 

is no shared convolution calculation [21]. 

R-CNN algorithm convolving all input image region, but it must be present in the 

overlapping part candidate region. Thus, this would create a convolution calculation of 

the overlap region, increasing the computational complexity of the overall testing 

process. Then, the FastR-CNN algorithm improved these issues. Although they all use a 

selective search algorithm to calculate candidate regions, the locations of convolution 

calculations are different. FastR-CNN first calculates the convolution of the whole 

image, then fuses the recommended candidate region selection search algorithm and 

convolution calculation feature mapping network, and obtains the candidate region of 

the corresponding feature vector through the RoIPooling layer, which greatly reduces 

the convolution calculation of operation sharing. . Reduced the number of convolution 

calculations. The dimensionality of these feature vectors is uniform, which facilitates 

subsequent classification work. FastR-CNN is inspired by SPP-Net. The proposed 

pooling layer pools the convolution feature and the candidate region boundary to obtain 

the feature vector of the corresponding region. This is equivalent to a special SP 

network space pyramid pool with only one pyramid structure. This is the case. In 

addition, in order to achieve better training results, FastR-CNN also uses some methods 

to accelerate, two of the most important methods are: multi-task training and minimum 

batch sampling. 

Input image

Feature image

Regional recommendation network Fast R-CNN

Candidate border

Pool of interest area

Fully connected layer

 

Fig. 2. Faster R-CNN algorithm flow chart 

Based on the previous experience of R-CNN and FastR-CNN, the convolutional 

network is further used to implement the regional recommendation process. The 

FasterR-CNN network model does not require additional algorithms to recommend 
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regions. It is an end-to-end complete network model. In the FasterR-CNN algorithm, the 

input image is directly sent to the convolutional neural network, the feature image of the 

image is calculated, and then the final convolved feature image is sent to the RPN 

network of the regional recommendation network to recommend the candidate region. 

The recommended candidate region frames and their corresponding feature regions are 

then passed through the FastR-CNN algorithm. The proposed RoIPooling layer is 

merged into a feature vector of a fixed dimension. Finally, like the FastR-CNN 

algorithm, the feature vector is input into the classifier and the boundary regression 

calculator for parallel classification and boundary regression correction. The FasterR-

CNN network model integrates the regional recommendation process. The RPN 

network shares the convolution calculation with FastR-CNN, calculates the image 

convolution characteristics, and forms an end-to-end target detection model, as shown 

in Figure 2. 

It can be seen that the three algorithms of the R-CNN series are getting faster and 

better. One of the important reasons is the degree of sharing of convolution calculations. 

Representative algorithms for primary image detection based on convolutional neural 

networks are YOLO and SSD. The main features of the algorithm are fast, simple, real-

time, but its accuracy is far lower than the R-CNN series. YOLO is one of the 

representatives of the first-level image detection algorithm. There are three main 

innovations. The first is to train end-to-end networks. Secondly, the extraction method 

of the regional recommendation box is improved. The third is to achieve real-time 

detection results. The YOLO image detection algorithm consists of 24 concave and 

convex faces and 2 fclayers. This is the case. The difference between YOLO and 

RCNN, Fast-RCNN and FasterRCNN is reflected in two aspects. The first aspect is that 

YOLO does not extract the region candidate box steps, saving the detection time of the 

model algorithm. The second aspect is to obtain the location and type of all objects in 

the input image and its confidence through the YOLO framework. But the shortcomings 

are also obvious. There are four largest pool layers in the network framework, so the 

image features learned through the feature extraction network are not detailed enough, 

which has a great impact on the accuracy of small target detection. 

The YOLO detection model divides the input image into S*S grids, each of which is 

responsible for predicting the target information of the center. Each grid prediction 

target belongs to a certain class B bounding box information and C probability. The 

information of the bounding box includes the spatial position (x, y) and size (w, h) of 

the bounding box and the confidence level of the bounding box. Confidence is used to 

reflect whether the current border contains objects, and if there is an object, the degree 

of confidence is accurate. In order to transform the target detection task into a 

regression problem, the YOLO detection model has a vector design loss function with a 

special network output format, as shown in equation (9): 
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Optimized compression based on YOLO detection algorithm 

The addition of batch normalization not only improves the convergence of the YOLOv2 

model in training and learning, but also improves the generalization performance of the 

detection model. The high-resolution image is used to optimize the basic network of the 

detection model, which improves the detection accuracy of the model. The K-means 

clustering algorithm is used to process the PASCALVOC dataset. By analyzing the 

target data in the Microsoft COCO dataset, a more effective target size ratio can be 

obtained and the precision of the model can be improved. The prediction method of 

coordinate information in the boundary coordinate system is improved. In the case of 

not using anchor points, the information of the bounding box can be directly predicted; 

with fine image features, we can fuse the image features extracted from different layers 

of the basic CNN network through layers; using multi-scale image training detection 

model To make the model more adaptable to different sizes of goals; CNN's basic 

network has also been redesigned. 

In the CNN-based image target detection model, the CNN network model is used to 

extract advanced image features with rich semantic information [22]. However, in order 

to reduce the computational complexity of the network model and to ensure that the 

features of the displacement characteristics, expansion and deformation invariance are 

extracted, the CNN network model will continuously compress the resolution 

characteristics of the image, which will help to improve the image recognition of the 

network model. Classification ability. However, the task of image object detection 

includes spatial location information of the target and category information of the target. 

Most CNN-based image target detection models use only image features extracted from 

the high layers of the CNN network model. CNN can extract image features with rich 

semantic information, but cannot extract image features with sufficient position 

information at the same time. The image information extracted from the low-level CNN 

network model may contain sufficient spatial location information of the detected 

object. At the same time, the image features extracted from the lower layer of the CNN 

network model have higher resolution than the image features extracted from the higher 

layers of the CNN network model. Therefore, the image features extracted from the 

lower layer of CNN are more conducive to detecting relatively small targets in the 
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image, and improve the positioning accuracy of the detection model [23]. Due to the 

different features of the low-level and high-level images in the CNN network model, in 

order to achieve better detection accuracy, the image target detection model needs to 

fuse the image features extracted by different layers in the model. 

Therefore, the YOLOv2 detection model uses the transport layer to fuse the image 

features extracted from the underlying network model CNN network with the image 

features extracted from the upper layer of the CNN network. Then the target detection 

task is predicted based on the fusion feature, which greatly improves the positioning 

accuracy of the target detection model and the detection accuracy of the small target 

[24]. 

2.3. Image Target Detection Algorithm Based on Deep Learning 

After determining the network structure, the framework of the model is determined. The 

function of this model is spatial mapping. In order to determine if the mapped feature is 

valid, the predicted value needs to be associated with the target value. The objective 

function is used to relate the model output to the actual output. 

The model is assumed to be represented by a function map )|( xf . Where x 

represents the given input and   represents the parameters of the model. The output of 

the model may or may not be consistent with the actual label y. In general machine 

learning, the objective function is usually divided into two parts. If the objective 

function is J, its general expression is (10). 





N

i
ii RxfYL

N
J

1

)())|(,(
1

                       (10) 

The first is the loss function and the second is the regularization or penalty. The 

objective function determines the optimal form of the model parameters. However, how 

to adjust the parameters of the model to make it better and faster to approximate the 

ideal mapping function requires a good parameter optimization algorithm. The 

optimization method can be understood as a model parameter learning algorithm. First, 

an overview of the basic concepts of optimization is outlined. To simplify the 

description, the function is represented by F(x), which is the process of adjusting the 

function F(x) by minimizing or maximizing the value of the argument. The form of the 

optimization problem can be represented by minimization, since the minimization 

function can be converted by taking the opposite number of maximum functions. The 

general minimization problem can be described by a formula: 

)(minargx* xf                               (11) 

When both the independent variable and the dependent variable are real numbers, the 

derivative of the function is denoted as F (x). When the derivative of a point is 0, it does 

not provide information about the direction of the function around it. The point where 

F(x) = 0 is called the critical point. The global minimum point is the point at which the 

function has a minimum value in all defined fields, and the necessary condition is  

F(x) =0. The local minimum point is the point with the smallest value in the small range 
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around the function. It is characterized by a function point that moves above any 

minimum step size is greater than it. A sufficient condition for a function to have an 

optimal solution is that the function has convexity. 

The derivative reflects the slope of the function at point x. If the value of the 

argument changes slightly along the slope direction, the function value of the same size 

as the derivative is changed. Therefore, the nature of the derivative can well control the 

falling point of the function, which is the principle basis of the gradient descent. The 

formula for updating the independent variable along the gradient direction is: 

)(x xxfx                                  (12) 

Equation (12) is the basis of the gradient descent method or the steepest descent 

method. It should be noted that the above function approximation method is based on 

only one step. In fact, there are many multi-order approximation methods based on 

Taylor expansion functions. In addition, the reader should note that the following 

optimization methods are generally based on multidimensional input for ease of reading, 

but this article does not distinguish the dimension of the variable. 

3. Experiments 

3.1. Data Set 

Currently, DCNN-based target detection training usually begins with pre-training of the 

network designed on ImageNet, and then fine-tunes and tests the PASCAL VOC. 

ImageNet Dataset ImageNet is a dataset created by the Li Fei team at Stanford 

University for computer vision projects [25]. The image dataset is based on the 

hierarchical structure of the word network. Each level of word nodes corresponds to 

hundreds of pictures. Currently, the average number of images per node is 500. 

ImageNet is currently the largest image data acquisition system. At present, there are 

141997122 pictures with 2141 semantic nodes. Each picture is hand-labeled and has a 

certain quality guarantee. ImageNet has 103, 4,908 images for target detection tasks, 

1,000 images with SIFT features, and about 1.2 million images. With the gradual 

expansion of the data set, ImageNet also has a corresponding image recognition 

algorithm to compete. The PASCAL VOC dataset will host an annual algorithm 

competition from 2005 to 2012. The competition provides a standardized set of 

excellent data sets for image recognition, object detection and image segmentation. In 

2007, the database category was fixed to 20 categories. All images in the dataset have 

labels for classification, identification, and detection, and only some of the data have 

segmentation labels. This type of dataset typically uses two versions of 2007 and 2012. 

There are 963 pictures of VOC 2007, including 5011 training/validation groups and 

4952 test groups. A total of 24,640 objects were marked. The VOC2012 dataset differs 

in the detection and segmentation task tags. For inspection missions, VOC2012 includes 

all the images from 2008-2011. The training/verification set contains 11,540 images, 

marking 27,450 objects. For the split task, the training/verification set contains all the 

images from 2007 to 2011, with 2913 images, marking 6929 objects, and the test set is 

only 2008. By 2011, because the 2007 test dataset did not release tags, only images. 
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3.2. Experimental Platform 

The hardware platform processor used in this lab is Intel (R) Core (TM) i7-

6700@3.40GHz with 16.0GB RAM memory and NVIDIA GeForce GTX1080 GPU 

graphics card. Among them, the graphics card can provide parallel and accelerated 

computing for the CNN network model on a reasonable software platform [26]. The 

operating system used in the experiment was Ubuntu 16.04. The software platforms 

used are Caffeine 2 and OpenCV 3.2. The programming language used is C++, Python. 

4. Discussion 

4.1. Analysis of Image Retrieval Results 

Fig. 3 shows the target boundary results detected before and after adding a location 

network. The first is the original map, the second is the result of the frame obtained by 

the FasterR-CNN algorithm, and the third is the target frame detected after optimizing 

the network with the target location. In the first two figures, it can be seen that the 

position optimization network can help the boundary to more closely surround the 

detection target. The third group of improved maps can be seen that the position 

optimization network can also completely surround the target. The initial test only 

revolved around the bird's body, ignoring the bird's tail. After position optimization, the 

boundary covers the tail of the bird, closer to the label result of the data set. It is 

effective to expand the search area of the original candidate frame to a certain multiple. 

 

Fig. 3. Comparison of image retrieval results 

4.2. Image Detection Quantity Index Comparison 

Image detection algorithms based on candidate regions, including R-CNN, Fast-RCNN, 

and FasterRCNN, are excellent indicators for detecting image accuracy. Another 

indicator of image detection is the time required to detect an image. Obviously, there is 

still a gap between these algorithms and real-time algorithms. It can be seen from Table 

1 and figure 4 that the speed of the SSD is more advantageous in detecting the quantity 

quality of the picture within 1 s. 
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Table 1. Image detection quantity comparison 

Method Image detection 

RCNN  0.03 

Fast RCNN 0.49 

Faster RCNN 6 

YOLO 46 

SSD 60 

 

Fig. 4. Image detection quantity comparison 

Image target recognition is performed using the FasterR-CNN method. 

Convolutional neural networks have many options. The public network can be used here 

as a convolutional neural network, removing the fully connected layer of the network 

and the pooling layer at the end of the network. The purpose of this method is to reduce 

the image. On a scale, each region of the image feature map has an area corresponding 

to the original image. 

4.3. Target Detection 

The average test accuracy of all image categories from the PASCAL_VOC2012 data set 

can be seen from Figures 5 and 6. The MFCN algorithm proposed in this paper is 

superior to other target detection algorithms in mAP. The mAP of MFCN is 73.2%, 

which is 2.8% and 0.8% higher than Faster_R-CNN and SSD, respectively. In addition, 

compared with YOLO, the effective fusion of MFCN multi-features and multi-frame 

prediction greatly improves the detection accuracy of MFCN for small targets such as 

birds. The above results show that the target detection result generated by the algorithm 

has higher precision and can better solve the small target detection problem. 
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Fig. 5. Image detection results accuracy comparison 1 

 

Fig. 6. Image detection results accuracy comparison 2 

A target detection framework based on the regression idea of YOLO. Aiming at the 

problem of YOLO, a target detection method based on full convolutional network and 

multi-feature fusion is proposed. By establishing a convolutional neural network with 

no fully connected layers for target detection, since the size of the input image is not 

limited, the model can be used to detect multi-scale targets and can be trained using 

multi-scale images. The algorithm also makes full use of the feature information of 

different depths to obtain the feature information rich in the detected target, and 

improves the detection accuracy of the small-scale target. 
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4.4. Comparison of Storage Costs at Different Compression Ratios 

Use the method of this paper to evaluate the performance of the weight pruning method 

on the data set. The pruning is obtained for the ownership weight below the threshold in 

the network to obtain the compression model. As shown in Figure 7, the storage 

overhead of this method is compared with different compression ratios. At 90% 

compression, the maximum storage cost is reduced, and the accuracy is only reduced by 

0.21%. 

The performance of the convolution kernel pruning method is evaluated on the 

dataset using a neural network. Starting from the collection of training sets for channel 

selection, 10 images are randomly selected from each category in the training set to 

form an evaluation set. And for each input image, 10 instances are randomly sampled 

with different channels and different spatial locations. Therefore, there are a total of 

1000 training samples used to find the best subset of channels through the greedy 

algorithm. Experiments have demonstrated the effectiveness of this choice (10 images 

per class, 10 locations per image), sufficient for neuronal importance assessment. Fine 

tune each layer after pruning. When all layers have been trimmed, fine-tune 10 times for 

greater accuracy. 

 

Fig. 7. Comparison of storage costs at different compression ratios 

5. Conclusions 

(1) There are many redundancy in the parameters of the CNN network model. Firstly, 

the convolutional neural network target detection is studied. Its most widely used target 

detection deep learning model is constructed by the human visual system. Each layer of 

the convolutional neural network is described in detail. Of course, the convolutional 

neural network mainly includes forward propagation and back propagation. After 
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training and learning, the forward propagation mode will appear in the application of 

CNN network model, providing image feature extraction, integration processing and 

feature mapping for the model. The use of back propagation makes the CNN network 

model have the ability to optimize learning and the algorithm is compressed. 

(2) The Faster-RCNN algorithm and the YOLO algorithm were discussed and 

discussed. Aiming at the problem that the candidate frame extracted in the Faster-

RCNN algorithm is not significant, a target detection model based on the attention area 

recommendation network is proposed. By paying attention to the model to calculate the 

weight of the feature map, the saliency of the feature is enhanced and the background 

interference is weakened. . 

(3) Construct and train deep neural networks with certain data. The deep neural 

network can automatically extract image features and achieve better recognition results. 

Convolutional neural networks are the key network for deep learning and image 

recognition. By constructing CNN, image features can be extracted layer by layer. The 

comparison test results of several algorithms show that the number of parameters of the 

model is greatly reduced, and the feature representation ability of the model within the 

acceptable range is reduced. 
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Abstract. With the advent of the era of cloud computing, the amount of 

application data increases dramatically, and personalized recommendation 

technology becomes more and more important. This paper mainly studies the 

collaborative filtering detection algorithm in the cloud computing environment. 

The algorithm migrates the collaborative filtering detection technology and 

applies it to the cloud computing environment. It shortens the recommendation 

time by using the advantages of clustering. A new recommendation algorithm can 

improve the accuracy of recommendation, and proposes a parallel collaborative 

filtering recommendation algorithm based on project. The algorithm is designed 

with programming model The experimental results show that the proposed 

algorithm has shorter running time and better scalability than the existing parallel 

algorithm. 

Keywords: collaborative filtering, Hadoop, HDFS, Map Reduce, person 

correlation coefficient 

1. Introduction 

The rapid growth of Internet scale causes the problem of information overload [1]. It is 

difficult for users to obtain valuable information from massive data. As an important 

filtering method, personalized recommendation actively recommends articles of interest 

to users by analyzing their interests and historical behaviors. In order to solve the 

problem of Internet information interest rate overload [2], at present, different 

recommendation methods can be divided into There are three kinds of recommendation: 

content-based recommendation, collaborative filtering recommendation and hybrid 

recommendation [3, 4]. Recommendation based on collaborative filtering is 

undoubtedly the most successful personalized recommendation technology [4]. 

David Goldberg and others proposed a user collaborative filtering algorithm in [5]. 

The number of projects is far greater than the number of users, but for online e-

commerce sites, the number of projects is often lower than the number of users. 

Location-based collaborative filtering recommendation can not only shorten the 

calculation time of recommendation, but also produce a variety of recommendations. 

Greg Linden et al. Proposed a Item-based Collaborative Filtering Recommendation 

Algorithm in [6]. By calculating the similarity between Items, we can find the similar 
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neighbors of Items and recommend them to active users. Because the number of items 

purchased by users only accounts for a small part of the total number of items, due to 

the sparsity of data, the recommendation neighborhood of collaborative filtering based 

on memory is not accurate. Sandvig j et al. Proposed a collaborative filtering 

recommendation algorithm based on Association Rule Mining in [7]. In the case of 

noise, the recommended accuracy shows better stability and robustness [8]. In order to 

improve the real-time performance of the recommendation algorithm, document [9] 

implements the Item-based Collaborative Filtering Recommendation Algorithm in 

parallel on the Hadoop platform. However, in the algorithm designed in reference [9], 

the calculation of all users' purchase item pairs is to find all users who purchase the item 

pair by searching all purchase records of the two items. The time complexity of this 

method is O (m
2
 * n

2
) (M represents the number of users, n represents the number of 

items). At the same time, the algorithm uses two Map Reduce processes to calculate the 

prediction score of the user's non purchased items by regarding the user as the center: 

sending the items purchased by the same user to the same node, reading the similarity 

matrix into memory and the similarity of similar items into each item of the user when 

calculating the prediction, which not only reads too much redundant data , and in the 

massive data environment, the number of users and goods are very large, the scale of 

similarity matrix will lead to it can not read all, will affect the scalability of parallel 

collaborative filtering algorithm [9]. 

Based on the above problems, this paper proposes a Parallel Collaborative Filtering 

Recommendation Algorithm based on Item (Parallel-Item-Base Collaborative Filtering, 

PIB-CF), which will use Map Reduce framework and HDFS to implement the Item-

based Collaborative Filtering Algorithm in Hadoop cluster. In view of the problem of 

algorithm design in reference [10], PIB-CF algorithm calculates that the user purchases 

the item pair together by sending any two item pairs as keys to the reduce node, and the 

items with the same item pair will be sent to the same node. The time complexity of this 

method is O (n
2
 * m

2
), which will greatly reduce the search time. And this paper designs 

an efficient parallel strategy, designs a Map Reduce process to achieve the prediction 

and scoring function of two Map Reduce processes in reference [10]. In this way, the 

calculation results stay in memory, thus reducing the traffic, improving the efficiency of 

the algorithm, and achieving good real-time and scalability. Experimental results show 

that PIB-CF algorithm is effective. 

In the first part of this paper, collaborative filtering recommendation technology 

and Hadoop cloud computing platform are introduced. In the second part, Project-based 

Collaborative filtering recommendation algorithm is proposed. In the third part, 

experiments are carried out. In the fourth part, the algorithm proposed in this paper is 

summarized. 

2. Related Research 

2.1. Collaborative Filtering Recommendation Technology 

The idea of collaborative filtering technology is simple and easy to understand, and it is 

recommended for individuals from the perspective of groups [11]. The basic idea is that 
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if users had the same preferences in the past, they would have more similar preferences 

in the future. For example, if there are users a and B, their purchase experience is very 

similar. When user a recently obtains a book, but user B does not, then the 

recommendation idea is to recommend this book to B. Recommend books that you may 

like, which requires filtering out the most likely books from a large number of 

collections. Users are collaborating with others implicitly, so this technology is also 

called CF, collaborative filtering. Collaborative filtering algorithms can be divided into 

three categories: memory based recommendation algorithm, model based 

recommendation algorithm and hybrid recommendation algorithm, as shown in Figure 

1. 

 

Fig. 1. Classification of collaborative filtering algorithm 

Memory based collaborative filtering algorithm 

Memory based collaborative filtering algorithm is a successful and practical 

recommendation algorithm. It is recommended by collaborative filtering through the 

saved historical information in the system. It analyzes and calculates the relevant 

historical information of the Item and users, generates a similar set of users or Item 

neighbors, and calculates and generates recommendations according to the scoring 

situation. In this process, there are two algorithms: user based recommendation 

algorithm (User-CF) and item based recommendation algorithm (Item-CF). The two 

algorithms have the same calculation flow, as shown in Figure 2: 
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Fig. 2. Memory based collaborative filtering algorithm 

User based recommendation algorithm 

In real life, a person with needs often consults other people who have the same needs, 

and makes personal decisions by referring to other people's opinions and methods. In 

the same way, when a group of people with the same interests gather together and 

recommend their own things, it is likely that this is what other people who do not have 

this item need. In fact, the user-based recommendation algorithm follows this idea: if 

there are some users, their scoring items are basically the same, which indicates that 

they have the same interest preference, then their unique scoring items can be used as 

other users' Item scoring reference. The collaborative filtering algorithm based on users 

is from the perspective of users, which refers to users' ratings of items similar to the 

interests of the target users, to calculate the user's rating of the non rated item, namely 

Formula 1. 

𝑟 = 𝑟 +
 𝑊𝑢𝑣 (𝑟𝑣𝑖−𝑟𝑣   )𝑣𝜖𝑆 (𝑢 ,𝐾)∩𝑁(𝑖)

  𝑊𝑢𝑣  𝑣𝜖𝑆 (𝑢 ,𝐾)∩𝑁(𝑖)
 (1) 

Where, S (u, K) is the set of K users whose interests are most similar to those of u, 

and K needs to be defined according to the data set. N (i) is a collection of users who 

overestimate Item I. rvi is the rating of user V on Item i. 𝑟𝑣 is the mean value of all items 

of user v. Wuv represents the similarity between user u and user v. generally.Generally, 

we choose one of Euclidean distance, cosine similarity measure and Pearson correlation 

coefficient as similarity calculation method. 

Score matrix Similarity calculation Find the nearest neighbor

Generate the nearest 

neighbor

User/Item-based collaborative filtering algorithm

Prediction score

Output forecast
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Item based recommendation algorithm 

Item-based recommendation is based on the degree of association between projects, 

which is different from user recommendation based on the similarity between users. For 

example: when a user likes item a, and others like item a also like Item B, then 

recommend Item B to the past. Simply put, "what Item is similar to what user a likes". 

Figure 3 shows the difference between Item-based and user-based recommendation 

algorithms: find similar users and know what they prefer based on user's 

recommendation (solid line); know user's preference based on Item recommendation 

(dotted line), and find similar Items. 

 

Fig. 3. Difference between item based and user based 

The Item-based recommendation algorithm is to recommend from the perspective of 

the item. Like user based recommendation algorithm, one of Euclidean distance, cosine 

similarity and Pearson coefficient is used as the similarity parameter between items. 

Then calculate the score of the user who has not scored the item, that is, formula 2. 

𝑟 𝑏 = 𝑟 𝑏 +
 𝑊𝑏𝑎 (𝑟𝑎𝑖 −𝑟𝑎   )𝑎𝜖𝐼 (𝑎 ,𝐾)∩𝑀(𝑖)

  𝑊𝑏𝑎  𝑎𝜖𝐼 (𝑎 ,𝐾)∩𝑀(𝑖)
 (2) 

This formula is the score of the User I of forecast item b. I a, K  is the neighbor set of 

Item a, which has k neighbors. M 𝑖  is a collection of items that are overrated by user I. 

r𝑎𝑖  is the rating of user a on Item I. 𝑟𝑎  is the mean value of all user scores of item a. 

W𝑏𝑎 represents the similarity parameter between items b and a. 

2.2. Similarity Algorithm Research 

For similarity algorithm, there are Euclidean distance, cosine similarity measurement, 

Pearson correlation coefficient similarity algorithm and so on. At present, Pearson 

coefficient similarity algorithm is widely recognized and applied. Next, we will 

introduce each algorithm and analyze its advantages and disadvantages. 

User A User B User C

Item a Item b Item c Item d
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European distance 

This similarity method is a kind of calculation method which is widely used in many 

fields. It mainly uses users or projects as points on the plane to calculate the distance 

between each point. The calculation method is shown in Formula 3. 

𝑠𝑖𝑚 𝑎, 𝑏 =   𝑎1 − 𝑏1 
2 +  𝑎2 − 𝑏2 

2 + ⋯ +  𝑎𝑚 − 𝑏𝑚  2       (3) 

Where, a, b ∈ U and 𝑎𝑖  represent user a's rating for item i. The value range of  

sim(a, b) varies greatly and may be greater than 1, which is not conducive to the 

calculation of prediction score. Therefore, the sweight value calculated by formula 4 

will be used as the weight value in the prediction calculation, so that the weight value is 

within [0,1]. 

𝑠𝑤𝑒𝑖𝑔ℎ𝑡 =
1

1+𝑠𝑖𝑚
 (4) 

Through Euclidean distance, although we can get the similar neighbor set, it has no 

too high credibility as the weight of the prediction calculation, which will seriously 

affect the accuracy of the prediction score. 

Cosine similarity 

The measure of similarity is to calculate the cosine of the angle between two n-

dimensional vectors. When the angle between vectors is smaller, the cosine value will 

be closer to 1, and the directions of the two vectors are more similar. For example, if 

there are two users a and B, their corresponding scoring vectors are 𝑎 =  𝑎1, 𝑎2 , ……   

and 𝑏  =  𝑏1, 𝑏2 , …  ,the similarity can be defined as formula 5. 

𝑠𝑖𝑚 𝑎 , 𝑏   =
𝑎  ∙𝑏  

 𝑎   ∗ 𝑏   
 (5) 

The sign  represents the dot product between vectors, and  𝑎   represents the 

Euclidean length of vectors, that is, the square root of the dot product of vectors 

themselves. The value of cosine similarity is between 0 and 1. The closer one is, the 

more similar it is. The accuracy of the prediction score is relatively high, but because 

the method does not take into account the difference between the average user score, 

there are still some defects. For example, in the actual score, the five values of  

{1, 2, 3, 4, 5} are taken as the substitute value of {worst, poor, general, good, best}. 

Some people are used to playing {1, 2, 3} such {bad, general, good} score, which will 

have a certain impact on the score prediction calculation. 

Pearson correlation coefficient [15] 

Pearson correlation coefficient can be used as a parameter to measure the linear 

correlation between two variables, such as formula 6. 

𝑊𝑎,𝑏 =
 (𝑟𝑎 ,𝑖−𝑟𝑎   )∙(𝑟𝑏,𝑖−𝑟𝑏    )𝑖∈𝑃

  (𝑟𝑎 ,𝑖−𝑟𝑎   )2 ∙ (𝑟𝑏,𝑖−𝑟𝑏    )2
𝑖𝜖𝑃𝑖𝜖𝑃

 (6) 

Where the 𝑟𝑎  symbol represents the average score of user a. The range of Pearson 

correlation coefficient is [-1,1]. When its absolute value tends to 1, it shows that 

neighbors are more similar. For this method, it takes into account the fact that the user 
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rating standards are not the same. It can find obvious user relationships, and then get 

better and accurate similarity. 

Compared with the other two methods, Pearson correlation coefficient is more 

consistent with the recommended algorithm, and it is also the most commonly used in 

collaborative filtering. 

2.3. Hadoop Cloud Computing Platform 

Cloud computing is a pay as you go model (IT resources include networks, servers, 

storage, applications and services) that provide easy access to a customizable pool of IT 

resources through the Internet. These resources can be deployed quickly and require 

little management or interaction with service providers. Cloud computing centralizes the 

distributed computing, storage, service components and network software resources on 

the network. Based on resource virtualization, cloud computing provides convenient and 

fast services for users. It can realize the distributed and parallel processing of computing 

and storage. If "cloud" is regarded as a virtualized storage and computing resource pool, 

then cloud computing is the data storage and network computing services provided by 

this resource pool for users based on network platform. The Internet is the largest 

"cloud", on which a variety of computer resources constitute a number of huge data 

centers and computing centers. 

The framework of Hadoop [12] includes HDFS, Map Reduce, H Base and other 

open-source components. At the same time, Hadoop also includes several independent 

subsystems, such as: hive, Chukwa, Avro, etc. So many components and subsystems 

make up a powerful cloud computing platform [13], Hadoop, as shown in Figure 4. 

 

Fig. 4. Hadoop platform structure 

HDFS distributed file system 

HDFS is the core sub Item of Hadoop Item. HDFS is born out of Google File System 

(GFS), which reduces the demand for hardware. It only needs cheap hardware facilities, 
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and can provide a distributed file system that can store and process massive data 

through network link [14]. HDFS is built with master / slave structure, as shown in 

Figure 5. 

 

Fig. 5. Master-slave structure 

For general machine deployment [16], there is only one primary node named node on 

the master, and each slave, there is a slave Data node on. A complete HDFS cluster 

consists of a name node and several data nodes. Name node is a main control node, 

which is responsible for the namespace of HDFS, and also manages the file tree of 

HDFS, metadata of all files and directories, which acts as an administrator of HDFS 

system. Data node is the node of data storage in file system [17]. For the storage of 

large-scale data files, HDFS will first split the whole data file to get multiple data 

blocks, and then complete redundant backup storage in multiple Data nodes. HDFS 

clients can complete the read and write operations of data files in the system by calling 

the API provided by the system. First, the client accesses the node Name node, reads all 

the metadata information saved, finds the corresponding Data node, and reads and 

writes the data. The architecture is shown in Figure 6. 
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Fig. 6. Structure of HDFS 

In addition, HDFS has several other functions in data security management: 

(1) Data backup mode: file block is the storage form of HDFS data. Generally, 

there are three backups for a file block, which can greatly improve the safety factor of 

data; 

(2) Heartbeat detection: detect Data Node frequently and in real time. If there is a 

problem with Data Node, use data backup to ensure the integrity of data; 

(3) Data verification: CRC32 method is used for data verification. For file blocks, 

not only the data but also the corresponding verification information will be written; 

when reading file blocks, the verification will be performed first and then read. 

(4) Security mode: the system in security mode will be restricted in permissions. 

Users are not allowed to modify and delete the contents of the system until the end of 

security mode. This is to detect the data on each Data Node and determine the validity 

of the data when the system starts. 

Map reduce programming model 

MapReduce is a cluster based high performance parallel computing platform (cluster 

infrastructure). It allows the use of common commercial servers on the market to form a 

distributed and parallel computing cluster with dozens, hundreds to thousands of nodes. 

It provides a huge but well-designed parallel computing software framework, which can 

automatically complete the parallel processing of computing tasks, automatically divide 

computing data and computing tasks, automatically allocate and execute tasks on cluster 

nodes and collect calculation results, and hand over many complex details of the 

underlying system involved in parallel computing such as data storage, data 

communication, fault-tolerant processing and so on The system is responsible for 

processing, which greatly reduces the burden of software developers. 

In Hadoop, there are two carriers for executing Map Reduce tasks: Job tracker and 

Task tracker. Job tracker is responsible for the supervision and control of Map Reduce. 

According to the requirements of Map Reduce, the corresponding resources are 

scheduled. In a Hadoop cluster, you cannot have two Job tracker tasks at the same time. 
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Task tracker is responsible for running Map Reduce and responding to the request of 

Job tracker. Here, Map Reduce is divided into two parts: Map task and reduce task. As 

shown in Figure 7, the control flow of Map Reduce is as follows: Job tracker schedules 

tasks to Task tracker, and when Task tracker performs tasks, it will return progress 

reports. Job tracker will record the progress status. If a task on a Task tracker fails to 

execute, Job tracker will assign the task to another Task tracker until the task ends.  

 

Fig. 7. Simple working principle of Map Reduce 

The data processing flow of Map Reduce is as follows: the data is first processed into 

multiple Input Splits, and then input into the corresponding number of maps. A map 

program will read the data at the specified position of Input Split, then process the data 

in the set way, and finally write it to the local disk. Reduce will read the map output 

data, merge the data, and then output them to HDFS. 

In Hadoop, each Map Reduce task is initialized as a job. Each job can be divided into 

two phases: the mapping phase and the restore phase. These two stages are represented 

by two functions, the Map function and the Reduce function. Map function receives 

input in the form of < key, value > and produces the same intermediate output in the 

form of < key, value >. Hadoop is responsible for passing all values with the same 

intermediate key value to the reduce function. The reduce function receives the input in 

the form of < key, (list of values) > and then processes the value set and outputs the 

result. The output of reduce is also in the form of < key, value >. In order to display 

conveniently, mark three < key, value > as < k1, v1>, < k2, v2>, < k3, v3 >, as shown in 

Figure 8: 

 

Fig. 8. Map Reduce programming model 
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3. Design and implementation of project based parallel 

collaborative filtering recommendation algorithm 

3.1. Item based collaborative filtering recommendation algorithm 

Item based collaborative filtering refers to matching the products purchased or rated by 

a user to similar products, and then entering similar products into the recommendation 

list. From the point of view of calculation, it is to take the evaluation of all users on the 

specified purchased goods as a vector, and each user's evaluation on the goods as the 

corresponding component in the vector. In this way, the similarity between items is 

calculated by the vector value, and the similar items of items are obtained. Then, the 

current user's evaluation on the non purchased items is predicted according to the user's 

historical shopping records, and a List of items sorted by forecast as recommendations. 

The algorithm can be divided into four parts: 

1. Score data preprocessing, calculate the average score of the Item. 

2. Through a certain similarity measurement method, the similarity between items is 

calculated. 

3. Through a certain forecast scoring model, the forecast scoring of user's UN scored 

items is calculated. 

4. Time performance measurement and precision measurement of the algorithm. 

3.2. Parallelization of Collaborative Filtering Recommendation Algorithm 

Based On Item 

The most time-consuming stage of collaborative filtering recommendation algorithm is 

to calculate similarity matrix and predict user preferences. If the number of users is m, 

the time complexity of similarity calculation is O (n
2
m), and the time complexity of 

prediction is O (nm). Obviously, when calculating the similarity matrix, the similarity of 

one item pair is independent of that of another pair. So the similarity matrix can be 

calculated in parallel. Secondly, when predicting user preferences, computing 

preferences for different users are also independent of each other, so predicting user 

preferences can also be done in parallel. However, the calculation of similarity must be 

completed before the prediction of preference, so the two must be executed serially. 

Map Reduce is a popular parallel programming model at present. Users only need to 

specify the calculation process of Map and function Reduce, and the system will 

automatically calculate in parallel on a large-scale cluster. And both implement Map 

Reduce. 

Using Map Reduce model to implement PIB-CF, a parallel algorithm based on 

collaborative filtering recommendation, requires three map and reduce processes. Map1 

calculates each user's purchase item and its score. Reduce1 calculates the mean value of 

item ID scores. Map2 is used to calculate all pairs of items in the same user's purchase 

record, and reduce2 is used to calculate the similarity between items. Map3 is used to 

calculate all other items similar to an item, and reduce3 is used to calculate the user's 

forecast score for items not scored. Map1 and reduce1 calculate the Item and its mean 
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value and save them in the file av-file. Because the calculation process is relatively 

simple, we will not go into details here. 

The user file of user score data read by Map2 function is stored in. Each line of data 

represents a user's historical purchase item record. It is read into the map node line by 

line in the form of key value pair < key, value >. Each key value pair represents a data 

record. key is the offset of the current record relative to the starting point of the input 

data file, and value is the item ID and its score in the current record.  

Map2 < key, value > calculates all pairwise item pairs purchased by the current user and 

their corresponding scores. The pseudo code of the function is as follows: 

Input: key, the value corresponding to the key; 

Output: key, the value corresponding to the key; 

The pseudo code flow is as follows: 

Map2(key,value){ 

1. GenItemsandRatings(value ,item,rating,len); 

2. For i=0 to len - 1 do  

3.   For j=i+1 to len do { 

4.       item_a=Items[i]; rating_a=Ratings[i]; 

5.   item_b=Items[j]; rating_b=Ratings[j]; 

6.   key'=CombineItems(item_a,item_b); 

7.       Value'=CombineItems(rating_a,rating_b); 

8.   Output<key,value>; 

9.   }  

10.} 

After Map2 is output, the system will send item pairs with the same key to the same 

Reduce node. The function of Reduce (key, value) is to calculate the similarity between 

two corresponding items. The pseudo code of the function is as follows: 

Input: item label key, item corresponding score value; 

Output: similarity of item to key ' 

The pseudo code flow is as follows: 

Reduce2(key,value){ 

1. AssignValue(value,rating_i,rating_j); 

2. ReadFileAveRat(av-file,items,aveRatings); 

3. for each val in value{ 

4.   ReadRatings(val,rating_i[k],rating_j[k]); 

5.  k++; 

6.  } 

7. value‘=Pearson(); 

8.  key'=key; 

9.  Output<key,value>  

10.} 

After the implementation of Reduce2, the system will get the Item similarity matrix, 

which will predict and grade the items that are not evaluated by each user. 
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The output results of Reduce2 take the form of < key, value > as the input of map3. 

Key is the Item pair, and value is the similarity of the Item pair. The function of Map3 

(key, value) is to send all Item pairs containing a Item to the same reduce node. The 

pseudo code of the function is as follows: 

Input: item code key; 

Output: Code of similar item corresponding to item key 

'and its similarity list value'; 

Map3(key,value){ 

1. ReadItem(key,item1,item2); 

2. key'=item1; 

3. value'=Combine(item2,value); 

4. Output<key',value'>; 

5. Key'=item2; 

6. Value'=Combine(item1,value); 

7. Output<key,value> 

} 

After Map3 is executed, the system will send the items similar to the items and the 

similarity between them to the same Reduce node. Reduce3 (key, value) calculates the 

predicted score of the user's non scored items. The pseudo code of the function is as 

follows: 

Input: item code key, similar item list value, user 

rating file av-file, item average rating file av-file 

Output: Item forecast score; 

The pseudo code flow is as follows: 

Reduce3(key,value){ 

1. ReadFileAveRat(av-file,allItems,aveRating); 

2. ReadFileRat(user-file,userid,items,rating); 

3. for each val in value{ 

4.   ReadItemSimi(val,item[k],simi[k]); 

5.   k++; 

6. } 

7. if array items no item key { 

8.    value‘=Prediction(); 

9.    key'=Combine(userid,key); 

10. } 

11. Output<Key',value'> 

12.} 
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4. Experimentand analysis 

4.1. Experimental platform and data set 

In this paper, we use the dataset provided by the Movielens website (HTTP / /: 

www.grouplens. org / node / 73 /), which contains 71567 users and their evaluation of 

films. Each user evaluates at least 20 films with a rating of 1-5. The sparse degree of 

movie score in this dataset is 0.987. In this experiment, 21 (8-core) CPU servers 

constitute the parallel computing environment, and Hadoop is used to implement the 

parallel collaborative filtering recommendation algorithm proposed in this paper. 

User rating data in the recommendation system includes user set U = {u1, u2 , …,um} 

and item set I = {i1, i2 , in}, the scoring matrix can be expressed as a m * n-order user 

scoring matrix M = (rij) m


n, as shown in Table 1 

Table 1. user Item rating matrix M 

 𝐼1 … 𝐼𝑗  … 𝐼𝑛  

𝑈1  𝑟1,1 … 𝑟1,𝑗   𝑟1,𝑛  

…      

𝑈𝑖  𝑟𝑖 ,1 … 𝑟𝑖 ,𝑗   𝑟𝑖 ,𝑛  

…      

𝑈𝑚  𝑟𝑚,1 … 𝑟𝑚,𝑗   𝑟𝑚,𝑛  

Each element of the matrix represents the user's rating of the Item, and the rating 

reflects the user's preference for the Item. The score can be used to indicate whether you 

like it or not, or the number can be used to indicate how much you like it. 

4.2. Measurement method 

If u is used to represent the user set of item and common scoring, then the scoring 

similarity sim (i, j) of item i and j can be calculated by person correlation coefficient 

[11], and the formula is as follows: 

𝑠𝑖𝑚 𝑖, 𝑗 =
 (𝑅𝑢 ,𝑖−𝑅𝑖   )(𝑅𝑢 ,𝑗−𝑅𝑗 )𝑢∈𝑈

  (𝑅𝑢 ,𝑖−𝑅𝑖   )2
𝑢∈𝑈   (𝑅𝑢 ,𝑗−𝑅𝑗    )2

𝑢∈𝑈

  (7) 

Where rui and ruj represent the user's u-scores for items i and j, respectively, 𝑅𝑖
 ，𝑅𝑗

  

represents the average scores for items i and j. 

In order to make the prediction more accurate, this paper uses an optimized 

prediction scoring strategy: take the average score of the items that the target user needs 

to score as the benchmark value, then find the neighbor set of the target items of the 

target user, and then use the item similarity in the neighbor set as the weight value to 

calculate the prediction score of the target items, and predict the calculation of the 

evaluation value of the user u for the item I The following expressions are as follows: 

𝑃𝑢,𝑖 = 𝑅𝑖
 +

 𝑠𝑖𝑚  𝑖,𝑗  ∗(𝑅𝑢 ,𝑗−𝑅𝑗    )𝑗∈𝑆(𝑖)

  𝑠𝑖𝑚  𝑖,𝑗   𝑗∈𝑆(𝑖)
 (8) 
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Where rui represents the user U's score for item I, 𝑅𝑗
  represents the average score of 

item j, and sim (i, j) represents the similarity between item i and item j. 

4.3. Experimental results and analysis 

In order to test the scalability of the system, two experiments are designed. In the first 

group of experiments, the number of computing nodes was set, and the size of test data 

set was variable. The second experiment set the size of data set, and the number of 

computing nodes was variable. Because the process of calculating similarity in 

collaborative filtering recommendation based on Item can be calculated offline, only the 

predicted user score needs to be calculated in real time, so the test time of this 

experiment is the time of predicting Item score. The experimental results are shown in 

Figures 9 and10. 

 

Fig. 9. Data volume and execution time 

 

Fig. 10. Relationship between number of physical nodes and execution time 
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It can be seen from the figure and figure that the online prediction time can be 

greatly reduced after the collaborative filtering recommendation algorithm based on the 

Item is implemented in parallel, and good scalability can be achieved by increasing the 

number of computing nodes with the increasing amount of data. 

In order to compare the time performance of the algorithm with the algorithm 

proposed in the literature, we designed a set of experiments. The experimental data set 

is 10 m, running on 1, 5, 10, 15, 20, 25, 30 nodes respectively. The comparison of 

algorithm execution time is shown in Figure 11, and the experimental results show that 

the performance of this algorithm is better than that of the reference [8]. 

 

Fig. 11. Execution time comparison between PIB-CF algorithm and literature 

In this chapter, a new parallel recommendation algorithm PIB-CF is proposed, which 

is implemented in Hadoop cluster. It can reduce the data communication and execution 

time by reasonably allocating the computation intensive similarity calculation process 

and Item prediction scoring process to each processing node. Experimental results show 

that PIB-CF algorithm is effective. 

5. Summary 

Cloud computing has become a hot technology in academia and industry. Many 

universities, scientific research institutions and Internet giants have invested in the 

research of cloud computing, which promotes the continuous upgrading from computer 

hardware to software, and promotes the development of computer and network 

technology. By purchasing cloud services, governments, universities and small 

enterprises do not need to purchase hardware resources, but only need a small amount 

of investment to purchase services from cloud service providers. This can not only 

reduce capital investment and make full use of existing resources, but also obtain 

complete solutions from cloud service providers. With enterprises turning to cloud 

platforms, users can enjoy the convenience of cloud computing and cloud storage 

anytime and anywhere through mobile terminals. The emergence of cloud computing 

technology has become an effective solution to solve the problem of big data. Combine 

cloud computing technology, recommendation technology and data mining technology. 
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Through the method of data mining, using the huge computing and storage 

advantages of cloud computing, the recommendation system can get faster and more 

accurate recommendation results. In this paper, a parallel collaborative filtering 

recommendation algorithm PIB-CF is proposed. This paper parallelizes the Item-based 

Collaborative Filtering Algorithm on Hadoop platform. The existing parallelization 

method is improved, which makes the improved algorithm run faster and more practical. 

Moreover, the experimental results show that the improved algorithm has good 

scalability. 

Through cloud computing technology, the collaborative filtering algorithm based on 

project is parallelized in the platform. And through the hybrid recommendation 

technology, the recommendation accuracy is effectively improved. However, due to the 

limited research time, there are still some problems to be studied: the sparsity of item 

rating matrix is the biggest problem faced by the recommendation system. Because the 

items that users have purchased or browsed occupy only a small part of the total project, 

the similarity between users or projects cannot reflect the real relationship between them 

correctly. Therefore, matrix filling becomes the key problem to improve the accuracy of 

recommendation. The problem of cold start can not be solved effectively in the 

recommendation system. For a new user, due to the lack of historical information, how 

to obtain high-precision and comprehensive recommendation from less historical 

information has become a hot issue in the research of recommendation system. In this 

paper, we propose a hybrid recommendation algorithm to improve the recommendation 

accuracy. Moreover, the cold start problem is considered at the beginning of the 

algorithm design. However, due to the lack of research time, it was not able to 

complete. In the future research, we will continue to complete the research of cold start. 
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Abstract: Virtual reality technology involves computer graphics, artificial 

intelligence, network, sensor technology and many other aspects. It can use the 

powerful computing and graphics processing capabilities of computers to provide 

alternatives to the original and express its visual, tactile, and auditory technical 

means. According to archaeological research data And documentary records, 

virtual reconstruction and simulated display of the cultural heritage that has been 

wiped out. "Digital protection" of cultural heritage is a new way of protection, 

relying on computer technology, and the use of digital equipment to collect, save, 

process, output and disseminate the required information, including databases 

established on computer systems, So as to achieve the purpose of information 

sharing and dissemination. This article mainly studies the application research of 

virtual reality technology in the digital preservation of cultural heritage. Create an 

immersive environment for users, display the objects realistically in the virtual 

reality system, thereby digitizing the technical protection of cultural heritage; 

secondly, use the virtual environment model of material cultural protection to 

build and use the terrain to generate and edit The device imitates the terrain of the 

natural world to achieve its position and the effect of being in it. Finally, the radial 

basis function is used to calculate the value in the virtual environment, so that the 

digital preservation of cultural heritage is more accurate. Experimental data shows 

that 35.54% and 64.46% of users are more likely to use the handle to interact with 

three-dimensional objects. They believe that the speed of the handle has changed 

and the control is more precise. Experimental results show that: The virtual 

environment reality technology specification is more efficient than the original 

technology in the process of digitizing cultural heritage. 

Keywords: Virtual Reality Technology, Digitization of Cultural Heritage, Virtual 

Interaction, Virtual Environment Model, Radial Basis Function 
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1. Introduction 

1.1. Background and Significance 

Virtual reality technology is a technology that uses a variety of interface devices such as 

a computer drawing system and reality control to provide a sense of engagement in a 

three-dimensional conversational environment generated in a computer [1]. Urban 

planning, interior decoration design, simulation industry, restoration monument design, 

bridge and road design, real estate sales, tourism education, water resources protection, 

electricity, geological disasters, etc. have been widely used to provide practical 

solutions [2]. Cultural heritage is a precious and non-renewable resource. The trend of 

economic globalization and accelerating the pace of modernization have brought great 

changes to China's cultural ecology, and its cultural heritage and living environment are 

seriously threatened. Many historical and cultural cities (blocks, villages and villages), 

ancient buildings, ruins and scenery have been destroyed. Due to excessive exploitation 

and unreasonable use, many important cultural heritages have disappeared or 

disappeared. In areas where ethnic minorities live in a relatively rich cultural heritage, 

due to changes in people's living environment and conditions, national or regional 

cultural characteristics have accelerated their disappearance. Therefore, it is urgent to 

strengthen the protection of cultural heritage. 

The technology that cannot be achieved with existing protection methods provides a 

better method with the development of virtual reality technology [3]. Among the 

gradually disappearing cultures, some cultures can continue to live through virtual 

reality technology. In the virtual space, keep as many special treasures as possible, 

greatly reducing the number of tourists visiting and reducing the damage to murals and 

sculptures [4-5]. Some cultural heritage that has disappeared can be used to get a new 

life. Using virtual reality technology not only can better organize archaeological 

excavation and research work, but also can use virtual technology to present today's 

museums without affecting the original cultural heritage institutions. In order to let the 

audience understand the content of cultural heritage, important trends have also 

appeared in recent years [6-7]. 

1.2. Related Work 

Maples-Keller J L believes that VR can control the transmission of sensory stimulation 

by the therapist, which is a convenient and cost-effective treatment method. Sensory 

information is transmitted through the head-mounted display and dedicated interface 

devices [8]. These devices track head movements so as to naturally change motion and 

images with head movements, thereby making people immersive. His discussion 

focuses on the existing literature on the effectiveness of incorporating VR into the 

treatment of various psychiatric disorders, especially for exposure interventions based 

on anxiety disorders. In order to determine the research on the treatment of anxiety or 

other mental diseases based on VR, a systematic literature search was conducted [9]. 

Sang Y introduced an interactive truck crane simulation platform based on virtual 

reality technology, on which the simulation experiment of crane movement can be 
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completed [10]. He discussed the framework and working principle of the interactive 

truck crane simulation platform, taking the lifting feet and hooks as examples to 

illustrate the motion control mechanism of truck crane components. Interactive truck 

crane simulation platform utilizes browser-based structure, Java3D, virtual reality and 

Java Applet to develop Web3D virtual reality learning environment, which has good 

advantages [11]. In the past few years, Coburn J Q believes that consumer virtual reality 

(VR) devices have made some significant advances. Immersive VR experiences have 

also entered consumer homes, and their cost and space requirements are much lower 

than the previous generation of VR hardware. These new devices also lower the entry 

barrier for VR engineering applications. Past research has shown that there are great 

opportunities for using VR during design tasks, which can improve results and reduce 

development time. His work reviewed the latest generation of VR hardware and 

reviewed the research on VR during the design process. In addition, this work extracts 

the main topics from the comments and discusses how the latest technology and 

research affect the engineering design process. They concluded that these new devices 

have the potential to significantly improve some parts of the design process [12]. 

1.3. Innovation in this Article 

The main innovative work of this paper includes the following aspects: (1) This paper 

proposes a method based on VR three-dimensional scenes to obtain projection 

presentation data sets in the form of three-dimensional space coordinate transformation 

and multi-view sampling to solve the problem of model feature construction. (2) 

Propose and implement a method for interactively acquiring 3D models in VR 3D 

scenes, and specifically improve the output of traditional 3D models. View output and 

3D model output have been improved to dynamically load models in 3D scenes. 

2. Virtual Technology Algorithm of Cultural Relics 

2.1. Three-Dimensional Construction of Cultural Relics Buildings Based on 

Virtual Interaction 

Conceptual model of virtual reality 

The three-dimensional virtual interactive system is a computer-generated virtual 

environment that gives a variety of sensory stimuli and is an advanced human-computer 

interactive system [13-14]. According to the definition, virtual reality consists of two 

parts: one part is the created virtual world (environment), and the other part is the 

intervene (person). The core of virtual reality is to emphasize the interaction between 

the two, that is, to reflect the human experience in the virtual world (environment) [15]. 

In this way, we can get the conceptual model of virtual reality as shown in Figure 1. 
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Fig. 1. Conceptual model of virtual reality 

A successful three-dimensional virtual interactive system will inevitably create an 

environment for users to feel immersive [16]. To achieve this effect, it is necessary to 

realistically display the objects represented in the virtual reality system [17-18]. Not 

only does it resemble real objects in appearance, but it also requires good performance 

in terms of form, light and shadow, and texture. To achieve this requirement, the 

technical implementation can be divided into four steps: the first step is geometric 

modeling, which mainly establishes the geometric model of the three-dimensional 

scene; the second step is image modeling, which mainly focuses on the results of 

geometric modeling Perform material, lighting, color and other processing [19]; the 

third step is behavior modeling, which mainly deals with the behavior and motion 

description of objects [20-21]. As shown in Fig. 2. 
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Fig. 2. Flowchart of virtual environment model 

Characteristics of cultural relics building and its environment modeling 

As an important field of virtual reality research, the virtual realization of architectural 

heritage protection has aroused great interest of researchers in recent years [22]. 

Compared with other graphical modeling, cultural relics architecture and its 

environment modeling have their own characteristics, mainly manifested in the 

following four aspects: 

1) There can be many objects in cultural relic buildings and their environments, and 

it is often necessary to construct a large number of completely different types of models. 
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2) Most building components in cultural relics buildings must express the texture of 

the material surface through elaborate material texture. 

3) The three-dimensional construction of the three-dimensional virtual interactive 

system Chinese building and its environment must be based on accurately reflecting the 

true spatial scale relationship of the architectural heritage and the texture characteristics 

of the building materials. 

4) Some architectural components in the heritage buildings need to respond to the 

observer. When the observer interacts with the object, the object must react in some 

appropriate way and cannot ignore the observer's actions. 

These modeling features put special requirements on the virtual environment 

modeling technology: 

1) Reusability. There are many kinds of building components in the virtual 

environment, and building a model of building components often takes a lot of energy, 

so it is very necessary to build a standard model library that can be reused. 

2) Authenticity and accuracy. The three-dimensional construction of cultural relic 

buildings and their environments must be based on various surveying and mapping data 

and historical archives. 

3) When modeling, the texture mapping features of the model must be considered, 

and the form of its mapping coordinate mapping must be considered. 

4) During the interaction, the model should provide corresponding prompts so that 

the interaction can proceed as intended. 

Main technical indicators of virtual environment modeling 

3D virtual environment modeling is one of the key technologies in virtual reality 

technology. Whether the model is built or not will directly affect the quality of the entire 

3D virtual interactive system [23-24]. Some researchers even say that building a perfect 

three-dimensional model is more important than a thousand facts [25-26]. At present, 

many mature computer software can be used to establish virtual environment models, 

such as: CAD, 3DSMAX, Maya, VRML, etc[27-28]. To establish a good virtual 

environment should have a detailed understanding of the main technical indicators of 

modeling. The main technical indicators for evaluating virtual environment modeling 

are: 

1) Precision. It is an index to measure the accuracy of the model to represent real 

objects. 

2) Display speed. Many applications have large restrictions on the display time. In 

interactive applications, we hope that the shorter the response time, the better. If the 

response time is too long, it will greatly affect the availability of the system. 

3) Manipulation efficiency. In the actual application process, the display of the 

model, the behavior of the motion model, and the collision detection in the virtual 

environment with multiple moving objects are all high-frequency operations that must 

be efficiently implemented. 

4) Ease of use. Creating an effective model is a very complicated task. The modeler 

must represent the geometric and behavioral model of the object as accurately as 

possible. The modeling technology should construct and develop a good model as easily 

as possible. 
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5) Extensiveness. The broadness of modeling technology refers to the range of 

objects it can represent. Good modeling technology can provide a wide range of 

geometric modeling and behavior modeling of objects. 

6) Real-time display. In a virtual environment, the display of the model must be 

above a certain limit frame rate, which often requires fast display algorithms and model 

reduction algorithms. 

2.2. Construction of Virtual Environment Model in the Protection of Material 

Culture 

The use of the terrain generation editor has a great advantage in imitating natural 

terrain, but it also has specific disadvantages [29]. Such restrictions occur in modern 

cities, small towns, underground palaces, etc. whose scales are beginning to appear, 

when relatively regular terrain prompts. When using the terrain editor to create terrain, 

the number of ground maps cannot be large [30-31]. The greater the number of maps 

selected, the lower the performance of the server. Two to three images are the best 

choice. In addition, the ground in the city needs a lot of textures. There are more than 

three highways, pedestrian crossings, lawns, etc. The streets of the city are very neat, 

and it is not impossible for the terrain generation editor [32-33]. Another important 

issue is that the ground constructed in this way is particularly space-saving. Necessary 

skills: The operation of 3ds max software requires proficiency. Of course, you also need 

to learn some specific lighting and render applications, and the function of making 

environment maps. 

Knowledge points for constructing environment model: The visual area is the area of 

the scene that the audience can see in the interactive experience with virtual reality [34]. 

The visual area changes constantly according to the listener's movements, and the scene 

is divided according to this level [35]. The division of the scene area shows that no 

matter where the field of view is in the interactive area, the direction of the field of view 

sometimes only displays hundreds of scenes. If we put the whole scene together, we can 

interactively get the model of the whole scene to render together. Therefore, the number 

of models in the scene cannot be too large. Too many models will seriously affect the 

efficiency and execution speed of the interaction. When this happens, you can use block 

swapping to change work efficiency. When the scene is enlarged in the block, only the 

model within the display angle is rendered, and the model that is not completely 

displayed is not rendered. The optimization of the overall modeling scene can be 

obtained by transforming it into a square-like area. HDRI high dynamic range images 

can cover buildings and roads in the environment with a lighting information layer. The 

size of the HDRI high dynamic image has a decisive influence on the sharpness of the 

eye shadows in the scene and the atmosphere of the entire scene. In addition, HDRI 

high dynamic images can not only generate shadows, but also draw conclusions from 

the perspective of the overlay model. The new inherent color formed by the color of 

amber and light. The size of a bright HDRI high dynamic image needs to be adjusted 

according to each model. HDRI high dynamic images cannot exceed 1024 * 1024. The 

render can be used to render HDRI high dynamic images. With 3ds max, what kind of 

effect can actually be produced, what kind of result can be obtained in the virtual 

interactive scene. The rendering time and quality of various renders are completely 

different, and it takes time to achieve a better rendering effect. The role of optics is to 
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illuminate the scene and give it an atmosphere. The generation of lighting effects is very 

important for the atmosphere of the scene. In the absence of lighting effects, HDRI high 

dynamic images are not required. No shadow can be formed, there is no atmosphere, 

and the entire environment loses the depth of the three-dimensional space. The seamless 

texture is represented by four azimuth boundaries for each texture. Seamless texture 

means that even if the random side of this texture is completely merged with the other 

three sides, no trace of convergence can be seen. 

2.3. Radial Basis Point Interpolation Method in Virtual Environment 

The radial basis function (RBF) calculates the distance between the node x and the node 

xi. The radial basis function has a simple structural form, good stability, and has an 

isotropic point. In numerical calculation and surface it has been widely used in fitting. 

In particular, it can help numerical calculation in a virtual environment. For two-

dimensional plane problems, the stress, strain, and displacement components can be 

expressed as follows, where L is a differential operator: 

Lu (1) 

For a two-dimensional elastic solid, the law can be used to express its constitutive 

relationship. Its matrix is as follows 

 D (2) 

In the formula (2),   and   are the components of stress and strain, respectively, 

and D is expressed as the constant matrix of the material. In order to make the weak 

form of the balance equation easy to operate and solve, we need to describe the problem 

defined in the problem domain, number the nodes, first solve the interpolation 

coefficients in the radial basis point interpolation shape function, and then form the 

population through mathematical derivation. Then, calculate the overall body force 

vector of all nodes, and finally form the overall governing equation. Through 

mathematical derivation and transformation, you can get 

FKu  (3) 

In the formula (3), K is the overall stiffness matrix; F is the overall physical force 

vector. For the overall physical force vector, it can be further expressed as: 





 


tdbdF

t

ii

tb

FF  (4) 

By solving the system of equations, the displacement of the node can be obtained 

first, and then the stress and strain of the node can be further obtained by the formula. 
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3. Virtual Interactive Eye Tracking Experiment 

3.1. Experimental Environment Configuration 

In this experiment, we used HTC Vive combined with a Glass DK II eye movement 

module to record the eye movement data of the subjects. The HTC Vive virtual reality 

helmet integrates the tracking technology and positioning guidance system of the Steam 

VR platform [36], with a binocular resolution of 1980 * 1080 (monocular 1080 * 1200 

resolution), its refresh frequency is 80Hz, and the tracking accuracy reaches 0.08 

degree. Computer hardware and software platform: a desktop computer equipped with a 

GTX1080Ti graphics card, an Intel Core i7-8700K processor, and a DELL LCD 

monitor. The test procedures for this study were edited by Unity3D software. 

3.2. Experimental Procedure 

Because each person's eye feature structure is different, in order to ensure the accuracy 

of the eye movement data, eye movement calibration is required for all subjects before 

the experiment starts. There is no time limit for the operation of this experiment. 

According to the needs of the experiment, several indicators as shown in Table 1 were 

selected to analyze the cognitive state of the subjects. 

Table 1. Experimental data analysis indicators 

Experimental 

sequence 
Evaluation index Remarks 

Experiment 

1, 3, 4 

FT (Finish time, s) Time taken to complete the task 

TtFF (Time to first fixation, 

s) 

The time from the start of the 

experiment to the first time you are 

watched 

ACC (Average time needed 

for a correct click, s) 

The average time to complete the 

task correctly 

AC (Accuracy) 
The correct rate selected by all 

subjects 

VR (Visit ratio, count) 
Proportion of points at which objects 

are fixed 

The calculation method of the data analysis indicators in Table 1 is as follows: 

(1) Time to complete the task (FT). This parameter is the time required for the 

subjects to enter the experimental test task and complete all the experimental tasks: 

tt beginend
FT  (5) 
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In formula (5), t end
 represents the time stamp of task completion and tbegin

 

represents the time stamp of task start. 

The time from the beginning of the experiment to the first observation (TtFF). This 

parameter is the time from the beginning of the experiment to the first time the subject 

finds the target correctly: 

tt beginfind
TtFF  (6) 

In formula (6), t find
 represents the time stamp when the target is found for the first 

time, and tbegin
 represents the time stamp at the start of the task. 

The average time to complete the task correctly (ACC). This parameter represents the 

average time the subjects correctly choose: 

N
ACC

N

i
rft

 1 (7) 

In equation (7), t rf
 represents the time to complete the task correctly, and N 

represents the number of subjects who completed the task correctly. 

The correct rate (AC) selected by all the test subjects. This parameter represents the 

proportion of subjects who correctly complete the task under different color mapping 

schemes: 

N
N

total

rAC  (8) 

In equation (8), N r
 represents the number of subjects who completed the task 

correctly, and N total represents the number of all subjects. 

The fixation ratio (VR). This parameter indicates the proportion of the subject's 

viewpoint falling on the target object: 

C
C

total

object
VR 

(9) 

In equation (9), C object
 represents the number of effective viewpoints falling on the 

surface of the target object, and C total
 represents the number of all effective 

viewpoints. 
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3.3. Data Collection 

In this experiment, a total of 20 subjects were divided into two groups, each group of 

10 people, receiving the same experimental test tasks. Aged between 24 and 28 years 

old, in order to ensure that all the tests have the same cognitive level, the subjects have 

no experience of virtual reality experience, and the tests have professional knowledge 

related to cartography and geographic information systems. The subjects' naked 

eyesight and myopia were not higher than 600 degrees, without color blindness. 

4. Discussion and Analysis of Experimental Results 

4.1. Analysis of Virtual Reality Tracking Technology 

Analysis of task settings 

A total of 10 configuration tasks are set, and the object operates according to the target 

position through translation and rotation. The target position is given by a line frame 

model with the same shape as the object being operated. These 10 tasks are timed tasks. 

In order not to let users get too tired, the maximum time limit for each task is 65 

seconds. There are three ways to enter the next task. The user will automatically match 

the target location and automatically enter the next task. After a period of time, the task 

will automatically enter the next task and choose to abort the current task. The 

configuration task is set with an error threshold. When the user locates the target within 

the error threshold range of the target position, the color of the target changes to green, 

indicating that the task was successful and the next task begins. In order to improve the 

accuracy of the configuration, the error thresholds in the three directions of x, y, and z 

are set to 0.003 meters. As the time of the task elapses, if the user does not locate the 

target at the target position, the task will fail and the position of the last second of the 

target will be saved. Table 2 shows the description of each task. 

Each user needs to complete the testing of the two devices separately. To prevent 

deviations in the test sequence, half of the users first test the interaction of the control 

handle, and the other half of the users first test the interaction of the multi-entity tracker. 

In order to maintain consistency with entity interaction, when interacting with the 

handle, the task starts timing when the handle grabs the object, not counting the time it 

takes the user to grab the object. For tasks with ten matching locations, each user 

performs two rounds of testing for each device. Each round of tasks is always displayed 

in the same order, as shown in Table 2. The target position of each task is set according 

to the Latin matrix to distinguish between different rounds. Record the completion time 

of each task, the deviation of the position of the model, and calculate the success rate of 

the task of each type of equipment. For the additional two tasks, only do the test of the 

handle interaction, do two rounds, each round of 2 tasks, each task includes 2 

interactions. 
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Table 2. Task settings 

Serial 
No. 

Task Description 

1 x-axis translation translate the object in the x-axis direction to match the target position 

2 y-axis translation translate the object in the y-axis direction to match the target position 

3 z-axis translation translate the object in the z-axis direction to match the target position 

4 
x- / y- / z-axis 

translation 
translate the object in the xyz axis direction to match the target position 

5 x-axis rotation rotate the object around the x axis to match the target position 

6 y-axis rotation rotate the object around the y axis to match the target position 

7 z-axis rotation rotate the object around the z axis to match the target position 

8 x- / y- / z-axis rotation rotate the object around the xyz axis to match the target position 

9 
rotate around the z axis 

and translate along the 
xy axis 

match the object to the target position 

10 
six full degrees of 

freedom 
match the object to the target position 

Analysis of test results 

The time to complete the interaction of the handle starts when the user grabs the object 

using the handle and starts counting, and stops when the user releases the handle to 

place the object within the allowable error of the target position. The completion time of 

the physical tracker interaction starts when the user uses the tracker to collide with the 

object, and stops counting when the collision detection trigger calculates that the object 

has reached the allowable error of the target position. The results of experiments that 

did not successfully complete the task were not included in the final results. For the 

translation task, the rotation task and the average completion time of the tasks with 6 

degrees of freedom to complete the operation are shown in the Fig. 3. 
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Fig. 3. Average task completion time 

The needle diagram of the time taken by the entity tracker and the handle to interact 

with each task is shown in Fig. 4. The task completion time is in seconds. The table 

shows the median, upper quartile, and lower quartile, with the minimum and maximum 

time to complete (the length of the vertical bar). 

 

Fig. 4. Time taken by the physical tracker to interact with the handle 

4.2. Experimental Analysis of Illumination-Three-Dimensional Model 

Attribute Mapping 

This part of the experiment includes 1 test: the qualitative test of the city 3D model 

attribute value under the synergy of color and light visual variables, transparency = 1. 

According to the attribute data, it can be known that the building model id 52, 33, 48, 

36, 55 is the first 10% of the attribute value is smaller. As shown in Fig. 5, under the 

condition of light intensity of 0.4, the test results expressed by the isometric color 

mapping are relatively uniform, followed by linear color mapping, circular color 

mapping and divergent color mapping. The lower the value, the darker the entire test 

scene, giving the subject a visually low feeling, which affects the subject's judgment. It 
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can be seen from Fig.. 6 that the result of the test scene based on iso-illuminance color 

mapping is still uniform, while linear color mapping is next. 

 

Fig. 5. Statistics of subject selection results under light intensity of 0.4 

 

Fig. 6. Statistics of the results of subject selection under the condition of light intensity 1.0 

According to the analysis of Tables 3 and 4, it is found that under the condition of 

light intensity of 0.4, the task completion time is longer than that of natural light, but 

under the condition of light intensity of 0.4, the accuracy of the corresponding 

illumination mapping scheme is improved, and the first attention The time is also 

shortened. Combined with the intuitive analysis of the statistical chart, it can be 

concluded that the iso-illuminance mapping scheme is effective for dark lighting 

conditions; in addition, when the lighting condition is 1.0, the overall task completion 

time becomes longer, but in the isometric color. Under the mapped scene, the choices 

made by the subjects are more accurate, and the time of the first attention is earlier than 

the natural environment. This shows that when the illumination variable changes, the 

isometric color mapping is the most effective. 
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Table 3. The average value of eye movement index of qualitative test scene with light intensity of 

0.4 

 LCM DCM RCM CCM ICM 

FT(s) 5.32 5.43 5.62 5.64 5.21 

TtFF(s) 0.52 0.63 0.51 0.34 0.45 

ACC(s) 0.08 0.35 0.24 0.15 0.07 

AC 0.65 0.35 0.24 0.62 0.54 

VR 0.63 0.25 0.34 0.36 0.42 

Table 4. The average value of eye movement index of qualitative test scene with light intensity of 

1.0 

 LCM DCM RCM CCM ICM 

FT(s) 6.32 6.35 6.59 6.32 6.24 

TtFF(s) 0.75 0.74 0.76 1.02 0.36 

ACC(s) 0.08 0.23 0.14 0.25 0.22 

AC 0.75 0.65 0.55 0.61 0.45 

VR 0.66 0.35 0.31 0.25 0.66 

The light-three-dimensional model attribute mapping experiment conducts extensive 

research on the visual variables of the three-dimensional model in the form of user 

cognition experiments. Through the cross combination of visual variable conditions 

such as color, transparency, and lighting, the user cognition experiment is designed. The 

indicator calculates the average value from the data generated by the experiment, and 

combines it with the statistical chart analysis of the results of the subject's answer 

selection to find the most suitable color mapping under each condition. According to the 

user's cognitive experiment results, combined with the process determination method, a 

three-dimensional model symbol visual variable mapping model is constructed, and 

appropriate model evaluation indicators are selected to evaluate the rationality of the 

constructed model through cognitive experiments. 

5. Conclusions 

Based on the development of the three-dimensional virtual simulation of cultural 

heritage protection, this paper has studied and researched most of the three-dimensional 

virtual interactive technology and the three-dimensional virtual interactive development 

tool platform at home and abroad, and determined the realization method and technical 

route of the research object. According to the actual situation and technical conditions, 

the virtools platform uses the interactive functions of the system to implement the 

virtools behavior interaction module and establish a virtual interactive program. This 

greatly shortens the development cycle of the cultural heritage protection 3D virtual 

simulation system and optimizes the system development process. 
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Aiming at the digital protection of architectural models of cultural heritage 

monuments, this paper uses VR-based 3D scenes as research tools and VR-based 3D 

feature extraction and search as research goals to realize the cultural heritage digital 

application. This article overcomes the differences in the user's interpretation of the 

model. It directly searches the 3D 3D model with the 3D space shape manually drawn in 

the VR environment, avoids the overall route of the large building complex, and loads 

the searched consistent pattern into a monument dynamically with the VR scene model. 

Realize the virtual interaction of the digitization of historical monuments. The visual 

and historical information of cultural heritage is recorded and preserved in digital form, 

and the shape data is reproduced and stored in the form of three-dimensional digital 

model. With the help of virtual reality and human-computer interaction technology, it 

provides an intuitive and vivid visual image and modern media platform. 

The rapid development of digital technology has brought unprecedented 

opportunities for the development and protection of China's cultural heritage. It is 

promoting the full realization of the sharing and inheritance of cultural heritage in an 

unprecedented manner and speed. The digital system of cultural landscape heritage 

relies on the network platform and uses a variety of digital technologies to create virtual 

cultural heritage scenarios. It integrates text, pictures, audio, video, animation and 

virtual interactive experience to establish a cultural resource protection and sharing 

system. 
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Abstract. When uploading multimedia data such as photos or videos on social 
network services, websites, and so on, certain parts of the human body or personal 
information are often exposed. Therefore, it is frequent that the face of a person is 
blurred out to protect the portrait right of a particular person, and that repulsive 
objects are covered with mosaic blocks to prevent others from feeling disgusted. 
In this paper, an algorithm that detects mosaic regions blurring out certain blocks 
based on the edge projection is proposed. The proposed algorithm initially detects 
the edge and uses the horizontal and vertical line edge projections to detect the 
mosaic candidate blocks. Subsequently, geometrical features such as size, aspect 
ratio and compactness are used to filter the candidate mosaic blocks, and the 
actual mosaic blocks are finally detected. The experiment results showed that the 
proposed algorithm detected mosaic blocks more accurately than other methods. 

Keywords: Video Analysis, Edge Extraction, Geometrical Feature, Filtering, 
Candidate Verification 

1. Introduction 

Recently, with the rapid development of mobile sensing, computer networks, high-
definition cameras and artificial intelligence technologies, the amount of social 
multimedia data available is increasing explosively [1-5]. In particular, as smart mobile 
devices and location-based services are expanded, real-time location-based video data 
are actively used, and such digital image data are creating large-scale big data [6-10]. 
Additionally, related real application programs that can be used to effectively search and 
process such social multimedia data are diversely developed and utilized in various 
social computing fields [11-15]. 

In general, a color image includes valuable information but also includes information 
not preferred being exposed to other people. For example, Google Street View [16, 17] 
that can be used by ordinary people to freely search and confirm a map through an 
Internet browser sometimes exposes the face of a person or the license plate of a car, 
which is considered the personal information of a particular person. The service uses 11 
lenses of 100 million pixels, which are captured in high quality to provide relatively 
detailed scenes such as bus routes, street structure and people. 

However, in some cases, the street view service is too private, leading to a backlash 
and criticism of invading privacy. In fact, when she entered the address of a woman in 
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California into a street view search window, she saw a cat being raised through her 
living room window. Besides, the view of women who are on the street or sunbathing in 
bikinis has been shown in the street view, which has increased the controversy over 
whether or not human rights violations are excessive among Internet users. As such, as 
social video services that can be usefully utilized in real life are developed, it is 
expected that image big data exposed to personal information will also increase 
exponentially. 

In addition, in the process of searching blogs on the Internet, uploaded pictures or 
video clips sometimes include the face or some body part of a person who does not wish 
to be exposed. In other words, the Internet is also causing dysfunction by providing 
users with indiscriminately exposed video contents that require social control. Video 
contents that contain personal information and exposed human body parts or harmful 
contents are easily exposed and distributed to children and adolescents who lack 
judgment and restraint without any sanctions. It is a big problem. Furthermore, if various 
video contents, including exposed human body parts, are made available to the public, 
the mental damage and side effects to the parties concerned are expected to be beyond 
imagination. 

Nowadays, some websites or mass media have access to articles on the damage of 
video content that exposes personal information, so the side effects of this do not seem 
to be apparent. However, not long after, the existing mega-class Internet will bring a 
quantum jump to speed and it will be replaced by a Giga-class Internet with a different 
communication life. Video content will also explode. Therefore, it is clearly expected 
that this kind of various harmful video contents will overflow in the near future because 
video data can be viewed in a much more natural and faster environment than now. 

Accordingly, mosaic blocks are frequently used nowadays to blur out such areas [18]. 
In particular, particular attention is paid to induce the generated mosaic blocks to be 
harmonized with the surrounding blocks. In addition, in the image processing fields 
related to detection of harmful and adult images [19, 20] and in the real application 
fields related to computer vision and pattern recognition, to effectively determine 
whether or not the given input image includes exposed body parts not preferred by users, 
an attempt is being made to detect the image parts processed with grid-type mosaic 
blocks [21]. 

The existing studies associated with the field where mosaic-processed blocks are 
automatically detected from such digital image data can be found in the related 
references. In [22], the edge was detected from the input image, and the candidate 
mosaic blocks were generated based on the detected edge. Then, the actual mosaic 
blocks were finally selected through the filtering process that uses geometrical features. 
In [23], to accurately detect mosaic blocks, the fuzzy c-means clustering algorithm was 
used. As far as this method is concerned, the Sobel edge was detected from the input 
image, the clustering features were extracted, and the fuzzy c-means clustering was 
applied to distinguish between general image blocks and grid-type mosaic blocks. In 
[24], the edge was detected from the image, and the template matching was used to 
detect the candidate mosaic domains. Finally, a support vector machine (SVM) was used 
to select the final actual mosaic blocks. In [25], a method is proposed that analyzes 
mosaic features in detail using a template matching-based method and then detects 
mosaics in the spatial domain. This method employs two strategies to speed up the 
detection of mosaics: a new template matching strategy and preprocessing of edge 
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images. In addition to such methods, many methods are used to effectively detect mosaic 
blocks [26]. 

Although the existing approaches described above are capable of extracting mosaic-
processed blocks to a certain extent, they are not sufficient in terms of accuracy. To this 
day, studies related to algorithms generating and detecting mosaic blocks are relatively 
not actively conducted. Accordingly, in this paper, a new algorithm that can be used to 
effectively detect grid-type mosaic blocks based on the Canny edge projection was 
proposed. In this paper, the mosaic blocks used to blur out particular human body parts 
in harmful or adult images were selected as the main detection targets. In general, 
although the mosaic blocks used in harmful images may vary in size depending on the 
block to be blurred out, such mosaic blocks tend to be based on a simple format rather 
than a complicated format. Although there are harmful images that include blurring or 
virtual object insertion instead of grid-type mosaic blocks, most harmful images tend to 
use mosaic blocks to this day. 

The methods introduced in this study have the following main contributions 
compared to other existing methods: First, the proposed method detected edges from 
color images being entered and then newly defined an edge that is connected 
continuously for more than a certain length in horizontal and vertical directions as a line 
edge. The line edge introduced in this paper can be usefully used as a new feature in 
object detection and image segmentation. Second, the proposed method was to project a 
line edge and then compare the frequency of the projected edges to effectively detect the 
boundaries of the blocks forming the mosaic. Third, the proposed algorithm improves 
the accuracy of final mosaic area detection by extracting geometric features such as size, 
aspect ratio, and density and robustly filtering candidate areas of mosaic detected in the 
previous phase. 

Figure 1 shows the overall flow chart of the mosaic detection algorithm proposed in 
this paper. As shown in Figure 1, the proposed algorithm initially detects the Canny 
edge features from the input color image, then extracts the line edge over a certain 
length. Candidate regions of the mosaic are then detected based on horizontal and 
vertical line edge projection. Subsequently, the final actual grid-type mosaic regions are 
detected by removing the non-mosaic region through robust filtering of candidate 
mosaic regions using geometrical features such as size, aspect ratio, and compactness. 
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Fig. 1. Overall flowchart of the proposed method. 

In this paper, we robustly detect the mosaic area in blocks to effectively protect 
specific parts of the human body exposed from the input images. This is to accurately 
detect images harmful to adolescents or children by detecting grid-type mosaic areas. 
Therefore, the proposed system does not recognize the detected mosaic region, nor does 
it remove the detected mosaic or generate a new mosaic. In other words, the suggested 
algorithm extracts a grid-type mosaic feature that can be used to detect harmful images 
along with color, edge, skin region, texture, contour, and shape features. 

The remaining chapters of this paper are constructed as follows. In Chapter 2, diverse 
existing studies conducted in related to the mosaic detection methods used in the image 
processing and video analysis fields are described. In Chapter 3, the method for 
extracting the candidate mosaic blocks through extracting the edge and using the 
horizontal and vertical projections of the extracted edge is described. In Chapter 4, the 
method that uses geometrical features to remove the non-mosaic blocks from the 
candidate mosaic blocks and filtering the actual mosaic blocks is described. In Chapter 
5, the results of an experiment conducted to compare and evaluate the performance of 
the proposed mosaic detection method are described. In Chapter 6, the conclusion of 
this paper is described and the future research direction is described as well. 

2. Related Work 

As information communication technologies, miniaturized displays, and inexpensive 
storage devices make progress, the volume of available social multimedia data is 
increasing exponentially [27-33]. However, such video data usually include valuable 
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information, but also include information not preferred being exposed to other people 
such as the face or human body part of other people. Accordingly, to determine whether 
or not given video data include information not preferred by users, an attempt is being 
made to detect the image parts processed with grid-type mosaic blocks. Therefore, in 
recent years, the need for a technique for robustly detecting such mosaic regions and 
effectively filtering out the detected mosaic areas has been raised. Various existing 
methods related to the detection of grid-type mosaics, which are introduced in related 
documents, are as follows. 

As far as the method using the edge [22] is concerned, to accurately identify the 
harmfulness of the input color image, a technique detecting the grid-type mosaic blocks 
in an adult image was proposed. In this method, to detect the grid-type mosaic blocks 
mainly used in adult video content, an algorithm was conducted in two major phases: a 
phase where the candidate mosaic blocks were detected and a phase where the candidate 
mosaic blocks were verified. Initially, in the phase where the candidate mosaic blocks 
were detected, the edge was detected from the input color image, a mosaic map was 
generated and binarized based on the detected edge image, and the final candidate 
mosaic blocks were detected. In the phase where the candidate mosaic blocks were 
verified, the mosaic map value of the candidate mosaic blocks and the geometrical 
features of the candidate mosaic blocks were used to detect the final mosaic blocks. The 
experimental results of this method showed that the proposed method is generally 
superior to the adult image, but shows slightly higher false detection on non-mosaic 
images. Most of the candidate regions using mosaic maps included mosaics, but false or 
non-detection occurred somewhat because a verification method using a simple 
threshold was used. Further research is needed on the part of the verification of 
candidate areas. The overall performance of the suggested edge-based mosaic detection 
algorithm was not bad. Figure 2 shows the overall flow diagram of the edge map-based 
mosaic detection approach. 

 

Fig. 2. Overall flowchart of the edge-based method. 

As far as the method using the clustering [23] is concerned, a new mosaic block 
detection method that detects mosaic blocks based on the fuzzy c-means clustering was 
proposed. Image recognition techniques are commonly applied to detect degraded video 
in television viewing systems. Mosaic signals, which degrade the quality of the video, 
occur easily in TV signals. This approach consisted of three major phases. In the first 
phase, the input video is captured by the digital TV receiver and decoded into video 
frames. The input image is then converted into the gray-scale image and the Sobel edge 
detection algorithm was applied to the input color image to acquire the edge image. In 
the second phase, by using the extracted edge as the target, the clustering features of the 
fuzzy c-means clustering algorithm were extracted. In the Sobel edge detection 
algorithm, an adaptive thresholding is used to convert gray-scale images to binary 
images. Subsequently, features for the clustering algorithm are extracted by the direct 
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selection method. In the third phase, the fuzzy c-means clustering was applied, and the 
mosaic blocks were distinguished from all general image blocks. In other words, 
according to the classification result, mosaic blocks of the image are detected. If the 
number of mosaic blocks is higher than the predefined threshold, the image is 
considered a frame with mosaic blocks. Based on the experimental results of this 
method, it was specified that the algorithm used in this method was able to distinguish 
the actual mosaic blocks relatively well and that the incorrect detection rate was 
comparatively low. In particular, the existing mosaic detection method has a 
disadvantage that it is not possible to distinguish between Chinese characters and actual 
mosaic, but the proposed method detects the actual mosaic area more robustly. Figure 3 
shows the overall flowchart of the fuzzy c-means clustering-based mosaic block 
detection method. 

 

Fig. 3. Overall flowchart of the clustering-based method. 

As far as the method using the macroblock [24] is concerned, a macroblock format 
was utilized to detect mosaic blocks. In general, as far as a digital video is concerned, 
mosaic blocks are expressed as one of the general phenomena resulting from video 
defects and are what lowers the quality of a video. Accordingly, restoring a video by 
detecting mosaic blocks is gradually becoming more important. In general, since a 
macroblock is the smallest synchronization unit used in video images, mosaic regions 
occur in the unit of macroblock. In this paper, a mosaic block detection method based on 
the macroblock’s solid edge detection was proposed. The edge of an image is a 
collection of image pixels. The gray-scale of a pixel often varies greatly, and such 
collections of pixels are often closed curves. The curve concentrates most of the 
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information of the image. Therefore, extracting image edges is very important for 
recognizing and understanding the whole image. For this purpose, initially, the input 
color image was processed based on the Canny edge detection algorithm, and the edge 
image was acquired. Secondly, the binarized edge image was traversed based on the 
macroblock, and the solid edge of the macroblock was determined. In this study, solid 
edges are defined as clear edges in macroblocks and can be acted as the determination of 
mosaic blocks. In this method, depending on the edge detection result, the edge type of 
the macro block can be divided into five types. Finally, the mosaic block was 
determined based on the number of all the macroblocks’ solid edges. In other words, if 
the number of mosaic macro blocks of a video frame is greater than the number 
threshold of macro blocks, this frame is indicated as a mosaic frame. The experimental 
results of this method showed the good performance of the proposed algorithm. 
Compared to the video mosaic detection method based on support vector machine  
[34, 35] and template matching [36, 37], the complexity is low, thus it is faster and does 
not require data training. Besides, the method is simple and efficient. 

The quality of a video may be lowered by physical issues such as repeated projection, 
low-quality compression, decompression and defective chemical degradation of original 
recording data. It is gradually becoming more important to use broad-based digital 
media application programs to find a quality-degraded video. One general video defect 
is mosaic blocks where an original image information loss occurs due to a few squares 
combined together. As far as the template matching-based method [25] is concerned, a 
method for detecting mosaic defects in spatial and edge domains was proposed after 
specifically analyzing the characteristics of a mosaic defect. In this method, four even 
squares were initially detected, and the intersection points of the squares were selected 
as the mosaic macroblock (MMB)’s features. The mosaic consisted of various MMBs. 
Meanwhile, an automatic detection algorithm prompt and effective in an edge domain 
was proposed by analyzing the existing approach method. In this method, to increase the 
mosaic detection speed, two new tricks were selected: a new template matching strategy 
and the edge image pre-processing. The experimental results of this method showed the 
outstanding performance of the proposed algorithm. In the future, the idea of the 
proposed mosaic detection approach can be applied broadly to solve other problems for 
degraded video defect detection, such as digital dropout, betacam dropout, and so on. 

In addition to the various methods described above, new methods related to mosaic 
detection are being continuously introduced [26]. Although the existing algorithms 
described above are capable of accurately detecting mosaic-processed blocks to a 
certain extent, they are relatively not sufficient in terms of accuracy. Also, existing 
methods have various constraints on the photographing environment or condition of the 
color image and the grid mosaic area. To this day, new studies related to image 
processing and pattern recognition algorithms that generate and detect grid-type mosaics 
to blur out target objects exposing personal information are not as actively conducted as 
other studies. 
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3. Extraction of Candidate Mosaic Blocks 

The grid-type mosaic areas included in the input color image consist of mosaic blocks 
(MB). In general, such mosaic blocks demonstrate the following four characteristics. 
Initially, the pixels located within a mosaic block share the same color. Accordingly, no 
edge exists within a mosaic block. Secondly, mosaic blocks share the same size. In other 
words, both the horizontal length and the vertical length of the mosaic block are the 
same. Thirdly, mosaic blocks are adjacent to one another and form a cluster. Fourthly, 
no edge exists among adjacent mosaic blocks sharing the same gray value. 

In this paper, initially, the Canny edge CE(x, y) was extracted from the input image 
[38-42]. As far as a color image is concerned, since an edge is one of the important 
features for detecting mosaics, as the initial phase, to accurately extract an edge image is 
very important. In general, since the Canny edge demonstrates comparatively high 
accuracy in terms of finding the contour line, it is one of the most used edge detectors in 
the image processing and computer vision fields. 

Canny edge extraction consists of four major steps. First, a Gaussian smoothing is 
applied to the input color image. Second, the Sobel operator is applied to the smoothed 
result image to obtain the edge strength map and the edge direction map. Third, non-
maximum suppression is applied to create a thin-thickness edge map. Fourth, hysteresis 
thresholding is applied to remove false positives. In general, Canny edge extraction has 
the advantage of accurately detecting edges, while the algorithm is complicated and 
takes some time to execute. The horizontal and vertical masks used for Canny edge 
extraction in this paper are shown in Figure 4. 

- 1 0 1

- 2 0 2

- 1 0 1

 

1 2 1

0 0 0

- 1 - 2 1

 

                                   (a) Horizontal mask                   (b) Vertical mask 

Fig. 4. Horizontal and vertical mask. 

The proposed system detects edges connected continuously over THline pixels in the 
horizontal direction (0° or 180°) from the extracted canny edge, which are called 
horizontal line edge LEh(x, y) in this paper. Besides, edges continuously connected over 
THline pixels in the vertical direction (90° or 270°) are detected and named as vertical 
line edge LEv(x, y). 

Then, as shown in (1), the vertical line edge LEv(x, y) is projected in the direction of 
the x axis. A set of x coordinates in which Proj(x), which is the number of pixels 
accumulated through projection, is equal to or greater than THaccum is obtained as shown 
in (3). 
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Similarly, as shown in (2), the horizontal line edge LEh(x, y) is projected in the y-axis 
direction. Then, a set of y coordinates in which Proj(y), which is the number of pixels 
accumulated through the projection, is equal to or greater than THaccum is acquired as 
shown in (4). In (1) and (2), W and H represent the width and height of the input image. 

}...,,,{ 21 maccum xxxX      (3) 

}...,,,{ 21 naccum yyyY      (4) 

Xdiff, the difference among the adjacent x coordinates in group Xaccum, and Ydiff, the 
difference among the adjacent y coordinates in group Xaccum are calculated as shown in 
(5) and (6), respectively. Then, of Xdiff and Ydiff, the values having the highest frequency 
and the value having the lowest frequency are selected and determined as N and M of 
the mosaic blocks having a size equivalent to the NM pixel size. 

}...,,4,3,2,|{ 1 mkXxxxX accumkkkdiff      (5) 

}...,,4,3,2,|{ 1 nkYyyyY accumkkkdiff      (6) 

We select x coordinates where the difference between adjacent x coordinates in the 
set Xaccum is N, and y coordinates where the difference between adjacent y coordinates in 
Yaccum is M, as shown in (7) and (8). 

})(,|{ 1 NxxXxxX kkaccumkkmosaic      (7) 

})(,|{ 1 MyyYyyY kkaccumkkmosaic      (8) 

The minimum enclosing rectangle (MER) [43, 44] regarding the domain including all 
the locations (x, y) having a value included in Xmosaic as the input image’s x coordinate 
and a value included in Ymosaic as the input image’s y coordinate are selected as shown in 
(9), and the defined MER is selected as the candidate mosaic block to be detected in this 
paper. In (9), (xp, yp) and (xq, yq) refer to the initial and final coordinates of the MER, 
respectively. The candidate regions of the grid-type mosaic defined as in (9) are used as 
the input data of the actual mosaic detection step, which is the next step. 

},,,{ qqppmosaic yxyxMER 
    (9) 

Figure 5 shows the main process flow diagram for extracting the candidate mosaic 
blocks mentioned above. 
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Fig. 5. Process flow diagram of detecting candidate mosaic areas. 
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4. Mosaic Detection through Filtering 

In this paper, the geometrical features [45-50] are used to remove the candidate blocks 
determined to be non-mosaic blocks among the detected candidate mosaic blocks, and 
only actual mosaic regions are selected. The geometrical features Fmodel used for 
removing the candidate mosaic blocks are the size feature size(Ri), the aspect ratio 
feature aspect(Ri) and the compactness feature compact(Ri) of the candidate mosaic 
blocks, and such features are defined and utilized as shown in equations (10) to (13). 
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In equations (10) to (13), Fmodel represents a feature model for the mosaic region that 
contains three geometrical features. Ri refers to the i-th region among the candidate 
mosaic regions extracted in the previous phase. W and H represent the horizontal length 
and the vertical length of the input color image, respectively. Num(Ri) refers to the total 
number of pixels included within the candidate mosaic block Ri. Besides, MERw(Ri) and 
MERh(Ri) refer to the horizontal length and the vertical length, respectively, of the 
minimum enclosing rectangle included for candidate mosaic block Ri. 

Initially, the candidate block’s size feature size(Ri) is used to effectively remove the 
too small candidate mosaic blocks. Usually, a candidate mosaic region having a small 
size is extracted when an unexpected noise is inserted in an input color image or when a 
small-sized object having line edges exists in the color image [51-54]. In other words, an 
area that is too small is not considered a grid-type mosaic. Mosaic blocks are usually 
used to mask areas of the exposed body in harmful images. In particular, it produces 
mosaic blocks of larger size rather than precisely fitting to the exposed body region. 
Therefore, candidate regions of relatively small size are removed from the candidate 
group of mosaics. 

The aspect ratio feature aspect(Ri) is used to effectively remove the non-mosaic 
blocks that too excessively lean toward one direction. Although grid-type mosaic blocks 
too excessively extended towards a particular direction may exist, such blocks are not 
frequently found in actual harmful or adult images. In other words, most of the exposed 
areas of the human body parts in the harmful image are located in the center of the input 
color image, and the shape of the corresponding area exists in a constant ratio in the 
horizontal direction and the vertical direction rather than in one direction. 

The compact(Ri) is used to remove the non-mosaic blocks having low compactness 
within the block. Usually, since there is no hole inside the grid-type mosaic area, the 
density of the region is high. Therefore, in the proposed method, when the density 
feature of the candidate mosaic region is relatively low, the candidate region is 
considered as the non-mosaic region and removed from the candidate mosaic group. 
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In this paper, as shown in (14), (15) and (16), the geometrical features defined above 
are applied to the candidate mosaic blocks, and the blocks having a threshold lower than 
the predefined threshold [55-58] are determined to be non-mosaic blocks and are 
removed from the candidate blocks. In (14), (15) and (16), THsize, THaspect, and THcompact 
refer to the predefined threshold size, threshold aspect ratio and threshold compactness 
of the candidate mosaic block, respectively. In this paper, such threshold values are 
artificially defined in advance through the repeated experiments. 
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In this paper, the three features defined above are applied to the candidate mosaic 
blocks to remove all the blocks determined to be non-mosaic blocks, and the remaining 
blocks are finally determined to be the actual mosaic blocks. 

Although it is possible that general mosaic blocks, for example, mosaic blocks used 
to blur out particular buildings or signs, can be removed due to geometrical features 
such as aspect ratio and size, since mosaic blocks that blur out body parts are set as the 
main detection targets in this paper, the geometrical features used in this paper are 
effectively operated. Figure 6 shows the overall flow of the approach for filtering 
candidate mosaic areas. 

In the future, to further improve the performance of the proposed system, in addition 
to the features used in this paper, it is necessary to additionally define new features that 
can represent grid-type mosaics such as texture and smoothness features. There is also a 
need for an algorithm that accurately and quickly extracts the newly defined features 
from the input image. In particular, the proposed system should define the weights that 
indicate the importance of each feature, and it is also necessary to improve the 
performance of the proposed mosaic detection system by adaptively and automatically 
adjusting the weights according to the environment in which the image is taken. 
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Fig. 6. Overall flow of the candidate filtering process. 

5. Experimental Results 

In this paper, the personal computer used for experiments consisted of Intel Core(TM) 
i7 2.83 GHz CPU and 8GB main memory, and is equipped with Windows 7 operating 
system. Microsoft’s Visual Studio and OpenCV open-source computer vision library are 
used to implement the proposed algorithm. To comparatively evaluate the performance 
of the algorithm proposed in this paper, various types of indoor and outdoor input color 
images including grid-type mosaic blocks are collected and utilized. Such images are 
captured in diverse natural indoor and outdoor environments where no particular 
restrictions are set. Figure 7 shows an example of the input color images with grid-type 
mosaic regions. 
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Fig. 7. Example of input images with mosaic. 

Figure 8 (a) shows an input color image in which mosaic blocks exist, and Figure 8 
(b) shows the result of the Canny edge features extracted from an input image. As shown 
in Figure 8 (a), there is a grid-type mosaic area near the center of the input image. In 
Figure 8 (b), it can be seen that the line-shaped edges are concentrated in the center of 
the image. As expected, Figure 8 shows that the Canny edge represents the object’s 
appearance information relatively accurately. 

  

(a) Input image                         (b) Edge image 

Fig. 8. Input image and edges. 

Figure 9 (a) shows the histogram of horizontally projected line edges, and Figure 9 
(b) shows the histogram of vertically projected line edges. As shown in Figure 9, it can 
be seen that the frequency of the histogram of the line edges is relatively high in the 
region where the grid-type mosaic blocks exist. 
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      (a) Histogram of horizontally projected edges (b) Histogram of vertically projected edges 

Fig. 9. Histogram of projected line edges. 

Figure 10 shows the result of the actual mosaic blocks remaining after removing non-
mosaic blocks from the candidate mosaic blocks through the application of geometrical 
features. 

 

Fig. 10. Detected mosaic region. 

In this paper, we used an accuracy measure defined as (17) and (18) to quantitatively 
evaluate the performance of the proposed mosaic detection algorithm [59-63]. In (17) 
and (18), NTP indicates the number of mosaic regions accurately detected, NFP represents 
the number of regions that are incorrectly detected as mosaic regions but not mosaic 
regions, and NFN denotes the number of mosaic regions that are not detected. In (17) and 
(18), Rprecision represents a relative ratio of mosaic regions accurately detected among the 
entire mosaic regions detected from the input color image, and Rrecall is a relative ratio of 
mosaic regions accurately detected among all mosaic regions present in the input image. 
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In this paper, the performance of the proposed method is compared and evaluated in 
terms of accuracy with that of the existing template matching method. Figures 11 and 12 
show graphically the measurement results of the accuracy of the two mosaic detection 
algorithms obtained from (17) and (18). As shown in Figure 11 and Figure 12, the 
proposed feature projection-based method reduces false detection of the mosaic area, so 
it can be confirmed that it detects mosaic areas from an image more robustly. 

As shown in Figures 11 and 12, it was confirmed that the proposed algorithm used 
the horizontal and vertical edge projections to detect grid-type mosaic blocks more 
accurately than the existing method. However, in the case where mosaic blocks are 
generated in the parts of the input image in which the image quality is degraded, it is 
possible that the detection accuracy of the proposed method may be decreased. In 
addition, in this paper, a line edge was used to decrease any error caused by a noise 
edge. Accordingly, although a noise line edge having a size below a particular size was 
not automatically considered, any error caused by a noise line edge having a size above 
that particular size was unavoidable. To solve this issue, it is necessary to either conduct 
pre-processing such as image smoothing to decrease the noise to the utmost extent 
possible or adaptively adjust the size of THline, the threshold determining the line edge, 
according to the noise inclusion level. 

 

Fig. 11. Precision rates. 
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Fig. 10. Recall rates. 

Besides, in this paper, as described above, harmful images were selected as the main 
targets for detecting mosaic regions. Namely, since the images used in the experiments 
were mostly images that explicitly reveal human body parts or show sexual intercourse 
performed between a male and a female, it is difficult to include such images as the 
contents of this paper. Therefore, we selected color images that do not contain these 
body parts and inserted the input and resulting images into the paper. 

6. Conclusion 

Recently, as low-priced high-quality cameras are developed and information 
communication technology makes rapid progress, the types of available video data are 
diversified. However, such video data sometimes include information not preferred to be 
exposed to other people such as the face, resident registration number and exposed body 
part of a person. Accordingly, in the process of uploading a photo or a video on websites 
or blogs, the face of a person or particular objects are frequently processed with mosaic 
blocks to protect the portrait rights of a person or to prevent other people from being 
disgusted. In recent years, there is an increasing need for a new research for effectively 
detecting a target object region including personal information in an image and blocking 
the detected object. 

In this paper, a new algorithm that more robustly detects the grid-type mosaic blocks 
from an input image based on the horizontal and vertical line edge projections was 
proposed. As far as the proposed method is concerned, initially, the Canny edge was 
extracted from a color image, then the line edges consecutively connected in the 
horizontal and vertical directions were extracted. Subsequently, the edges in the 
horizontal and vertical directions were projected, the frequency of the projected edges 
was calculated, and the candidate mosaic blocks were detected. Subsequently, 
geometrical features such as size, aspect ratio, and compactness of the detected 
candidate blocks were used to filter the candidate blocks. Accordingly, non-mosaic 



570           Seok-Woo Jang 

 

blocks were effectively removed from the candidate mosaic blocks, and the actual 
mosaic blocks were accurately extracted. In the paper, the experiment results showed 
that the proposed line edge projection-based method detected grid-type mosaic regions 
from various types of input color images more robustly than other existing methods. 

The proposed grid-type mosaic detection algorithm based on line edge feature 
projection is expected to be very useful for various practical applications related to 
video contents such as personal information blocking, video data security, image 
restoration and post-processing, and harmful image detection. Besides, the proposed 
grid-type mosaic detection algorithm can be linked to the process of recognizing the 
detected mosaic region and the procedure of removing the detected mosaic. 

In the future, various parameters such as the threshold used in the grid-type mosaic 
detection algorithm proposed in this paper will be repeatedly tested and adaptively 
adjusted to enhance the efficiency of the current mosaic detection algorithm. Besides, 
artificial intelligence-based learning algorithms such as the deep new learning network 
frequently used nowadays will be used to systematically learn the line edge-based 
features extracted in this paper and enhance the mosaic block detection accuracy. Also, 
still and dynamic color images captured in more diverse indoor and outdoor 
environments will be applied to the proposed algorithm to enhance the robustness of the 
proposed algorithm. 
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Abstract. One of the core competencies of students who want to improve in 

future education in the 21st century is the ability to utilize media. Primary school 

students entering the school age can be regarded as the right time for media 

education because of their high adaptability and capacity for media. The purpose 

of this study is to examine the social debate about media education in Korean 

society, how media education is being conducted in this important primary school 

period. For this study, big data was collected in the last 5 years (2014.08.07-

2019.08.07) from internet portal sites with keywords of “primary school media 

education” and “primary school media literacy”. The data collected with Textom 

and Ucinet 6.0 was utilized as a data analysis solution. Semantic network analysis, 

CONCOR analysis, and content analysis were used as data analysis methodology. 

As the result of CONCOR analysis of 'Primary school Media Education' in this 

study, 'Direction of future education in the era of the 4th industrial revolution', 

'Preparation for future education', 'Various factors related to expansion of future 

education program', 'Expansion to Four factors were derived, including 

„Application to advanced classes' factor. In the 4th industrial revolution, primary 

school students are using media and digital devices in class. In particular, it was 

confirmed that not only curriculum for academic subjects such as English and 

Mathematics, but also new curriculum for new subjects such as coding, big data 

education are actively being conducted in the education field. Accordingly, it is 

revealed that it is the right time to provide future education that can have a sound 

digital identity so that media education can be achieved in a media-friendly local 

community and educational environment. 

Keywords: Big Data Analysis, Network Analysis, Content Analysis, CONCOR 

Analysis, Primary School Student, Media Education 
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1. Introduction 

The media environment is rapidly changing and developing with the development of 

high-tech information and communication technology in this era of the Fourth Industrial 

Revolution. Media literacy is becoming more important, and the need to develop the 

ability to critically accept media is increasing as the perception spreads that no one can 

escape the influence of the media in the knowledge information society. Through this, 

media education is designed to facilitate the use, sharing and fostering communication 

skills of the media as a preparation for media changes [22]. 

The development of communication technology has brought a change in media 

education. The dissemination of digital media has combined the functions of each 

media, the change to an interactive form of communication through the Internet has led 

to the need for a more active and creative producer image, and the educational 

environment was transformed by the development of information and communication 

technology and communication technology emphasizes the need for a learner-oriented 

active and participatory media education from childhood. 

Just as we have to learn letters and grammar to read, write and understand text, media 

education is needed to facilitate understanding of grammar and skills of emerging media 

and content analysis. In particular, since the use of media medium by children continues 

to increase, the effectiveness of education has been constantly studied in South Korea 

and abroad.  

Previous studies have reported that the media use of children is a major cause of 

negative development, but cannot be determined. However, it has been reported that it 

has a significant effect and reported the potential harmfulness of media. 

This is the time to emphasize on the importance of media education especially for 

students in elementary school, when media use is rapidly increasing. 

In the digital revolution and the fourth industrial revolution, the educational 

ecosystem is being recreated and rapidly changed. Moreover, this is an era that the 

educational ecosystem should be designed to customize learning materials and 

information for learners [14]. From this point of view, the media is coming to us with 

forms of smart running, digital revolution, etc., and it can be seen that rapid media 

changes and developments are affecting the way children think and behave in 

sociocultural changes. 

The use of the Internet and TV by children in today's homes is very common, and the 

proportion of elementary school students owning cell phones has also increased recently, 

children's use of the Internet, TV, and mobile phones has become an aspect of their 

lifestyle. A meaningful prior study [11] reported that the Internet and TV could be tools 

for developing elementary school students' potential, such as information exchange, 

learning promotion, and leisure activities, while having ambivalence that can hinder 

elementary school students' healthy growth and emotional development, including game 

addiction, pornography, distribution of violence, and various cyber crimes. As such, the 

importance of media education cannot be overemphasized because the media has great 

influence on the growth and development of children depending on the direction of 

media utilization. 

Given that media education should be conducted in various ways and channels, media 

education should be implemented in conjunction with home and society, not only 

through conventional school education. And the study of media education should 
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continue throughout one‟s life. Media education, especially in elementary school, is 

more important because it has a profound impact on the overall development of 

children. 

The Davos Forum in 2012 presented 'big data research' as the most powerful tool for 

social awareness and resolution for social issues [7]. It is necessary to consider big data 

generated on the web to review social discourse and practical requirements related to 

media education for elementary school students. Big data encompasses the vast scale 

and various kinds of web-based data generated in a digital environment[7, 31], 

characterized by hyper-connectivity and super-intelligence in the era of the Fourth 

Industrial Revolution, allowing the rapid processing and analysis of vast amounts of 

Internet-connected information to derive meaningful results and implications, and to 

analyze and deduce complex meanings [15]. In the field of education, various studies 

have already been accumulated, and opportunities to connect and analyze them have 

increased. Big data and network analysis help to actively accommodate changes in the 

environment by forming new theories and reconstructing their own perspectives. 

Although some studies on the perception and current status of media education 

studied so far have been conducted [6, 14, 19, 30, 39], most of the studies have been to 

develop programs for media education and to improve attitudes toward media education. 

Therefore, it can be seen that there is a lack of research on the general perception of 

media education including media education. Moreover, media education research for 

primary school students has not been conducted until now. Given the predictions of 

futurists that the digital learning ecosystem will occupy a large part of the educational 

space, it is necessary to examine the social perceptions of media education for primary 

school students through big data. 

In this study, we want to look at the social perception of media education of Korean 

elementary school children created over the past five years through big data. We also 

want to analyze the network and contents of social awareness to derive the social 

discourse contained in media education. The study, which explores major issues through 

social awareness of elementary school children through big data, will reveal social 

interest and awareness of educational phenomena and suggest implications in more 

diverse aspects. The research questions of this study are as follows. 

1. What is the social recognition about media education for primary school students 

shown in Big data?  

2. What is the social recognition about media education for primary school students 

shown through content analysis? 

2. Related Works 

As media discussions progress, media education is used as an extended concept not only 

to media use and understanding, but also to media abilities and communication skills, 

which are active dimensions. In other words, it includes the content delivered by the 

media and the human's total ability to be free from the media, and the ability of 

individuals to participate in the communication domain as a political component [32]. 

In fact, the expansion of this concept can facilitate the entry of media education into 

schools. This is because school education seeks direction through creative education in 
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the knowledge-based society as the times change. However, the reality is that it is 

difficult to grasp what kind of education is being conducted in connection with media 

education and to what extent substantial education is being implemented. This is 

because it is difficult to comprehensively grasp the current status of media education due 

to the variety of media education units, educational subjects, and program types at the 

school site [17]. 

Therefore, in order to improve the system of media education, it is necessary to take a 

closer look at what level of media education currently being conducted. Especially, the 

problems of media education are often mentioned, so it is necessary to check the status 

of media education. The preceding studies related to media education are as follows. 

As a result of [25] analysis using an in-depth interview to analyze how internet-

related media education is defined and recognized in the field of primary education, the 

media is not grasped from a simple tool point of view, but it is suggested that the 

primary school education should go toward internet related media to gain critical media 

literacy perspective [8]. 

As a result of a survey conducted on primary school students, 'A study has been 

reported that excessive use of media for more than 7 hours a day is reported. There is 

also an intensive study [12] insisting that multi-dimensional instruction is needed to 

form daily habits for media use in the early stage of primary school period. From this 

early primary school period, it was suggested that special attention should be paid to the 

use of media, and that the quality of media used by students should be considered. 

In addition, looking at existing media education literature, focusing on the intellectual 

acquisition of media and production of content, or obtaining the right attitude to use 

media is approached only through the program contents and evaluation of media 

education. Or, a critical interpretation of the media education program includes studies 

that remain at the primary school level [1, 20, 28, 33]. As described above, most of the 

previous studies constitute and evaluate content production and programs, or derive the 

suggested research results through surveys and interviews so there‟s limitation go 

generalize the research result. In order to elicit generalized implications, this study 

intends to examine the Korean society's perception of 'primary school media education' 

quantitatively and qualitatively by combining big data analysis and content analysis. 

In particular, as big data is referred to as 'crude oil of the 21st century', and has been 

noted as a key technology and promising industry in the future [4], 'big data' is a hot 

topic in all walks of life. Based on the news coverage of the media through big data 

analysis and the public's thoughts, we can examine what issues and values of media 

education are forming discourse in our society, and deduce how the direction of social 

perception is moving forward. 

3. Research Method 

In this study, for the process of collecting and refining big data for media education, 

original data were collected using Textom, and then the first and second data refinement 

processes were implemented [24]. Programs such as Textom, Ucinet 6.0, and Netdraw 

were utilized as data analysis solutions to perform network analysis among keywords 
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related to media education. As data analysis methodology, semantic network analysis, 

CONCOR analysis, and content analysis were conducted. 

Table 1. Research procedure  

Data collection  

and 1
st 

coding 

Internet Portal Site 

Google Naver Daum 

•Big data is collected from news, articles from online 

communities, blogs, etc. on the Internet portal site 

• In the first refinement, only nouns were extracted when data 

was collected, and special characters and symbols were not 

included 

↓ 

Data refinement 

and 2
nd

 coding 

•Read the articles collected by Internet portal sites 

•In the second data refinement, data that had been first refined 

was used, numbers, words in English, and pronouns in the data 

were deleted, and overlapped documents were removed. 

(Contents not related to primary school media education or 

media literacy education are deleted) 

•Media education classification by Internet portal site 

↓ 

Network 

analysis 
•Textom(text mining), Ucinet 6.0, Netdraw  

↓ 

CONCOR 

analysis 

•Classification of media education factors by cluster extracted 

using CONCOR analysis 

↓ 

Article selection 

and Content 

analysis 

•Selecting articles suitable for factors extracted from 

CONCOR analysis 

•Review of articles extracted by factors 

↓ 

Results •Research results and implications 

3.1. Data Collection & Data Refinement 

Data collection includes all stages of data collection, data cleaning, data clustering, and 

visualization, from large amounts of relatively low-valued data to the process of 

obtaining insightful and advanced information [26]. 
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The data collection was performed using a computerized automated method, and the 

collection method was collected using a public API (Opne Application Interfac: Opne 

API). 

The purpose of this study is to find out what social perception of primary school 

media education is. For this, big data was collected from newspaper articles, articles 

from online communities, blog articles from Internet portal sites such as Google, Naver, 

and Daum. Total collected big data from 2014.08.07. to 2019.08.07. is 2,755KB. 

In the first refinement, only nouns were extracted when data was collected, and 

special characters and symbols were not included. In the second data refinement, data 

that had been first refined was used, numbers, words in English, and pronouns in the 

data were deleted, and overlapped documents were removed. 

3.2. Semantic network analysis 

By analyzing specific topics of unstructured text big data through semantic network 

analysis, it is possible to accurately and quickly grasp various viewpoints, needs, and 

emotions of our society. Big data is a continual record of what is happening, and when 

analyzing data from various sources, it can be used as a direction to grasp the ripple 

effects of policies or to seek new policies. 

Data and information created by a large number of unspecified masses are converted 

into text to analyze the relationship among key keywords according to needs and 

purposes, making people's behaviors and psychological states predictable, and 

recognizing keywords as nodes in text. So it is possible to make a network through 

visualizing by connecting the relationship with a line. 

3.3. CONCOR Analysis 

CONCOR analysis was performed to grasp the relationship among keywords. In 

particular, CONCOR analysis can be grouped into the same group among words. In 

other words, it is a technique used to identify characteristics of similar types or to 

observe differences between the group and other groups by analyzing the characteristics 

by dividing the target group with many changes into a certain group and analyzing the 

distance between the data. In addition, weights are assigned depending on the 

importance in context and appear as bold lines. Words with similarities among words 

are not arbitrarily manipulated by the researcher, and given data are defined by 

themselves through computers and grouped within the same cluster. Accordingly, it is 

possible to check the meaning according to which word clusters appear. 

3.4. Content Analysis 

This study selects the content analysis method [3] to identify the social trends in media 

education of primary school students. This is because it is suitable for systematically 

analyzing the characteristics of messages from various types of text displayed on the 
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Internet portal sites. Regarding the content analysis method, [38] defines “content 

analysis is a systematic procedure designed to investigate the content of recorded 

information”. 

4. Experimental Results 

4.1. The statistical significance test of whole network for media education for 

Primary School Students 

In this study, the statistical significance of primary school students' media education was 

examined with 2,755KB of data refinement from big data searched in the last 5 years 

(2014.08.07.-2019.08.07.) for the purpose of identifying the social recognition with the 

key words, „Media education for Primary school students‟ and „ Media literacy of 

Primary school students‟.  

In order to statistically test whether the estimated density of the network was 

accidental, the single-sample mean difference was tested using bootstrapping[5]. 

As a result of the study, the mean distribution of the mean network data was 24.31 

and the standard error was 2.38. Looking at the Z-score value, the standard score, it was 

found to be statistically significant at ***p<.001 level with Z=9.9578 and P=0.0002. 

In other words, in this study, it can be seen that it is appropriate to interpret the 

analysis results with the entire network for media education of primary school students. 

4.2.  Frequency analysis of keywords related to media education for primary 

school students  

In Primary School Media Education, the words 'Child‟, 'Education', 'Teacher', 'Object', 

'Primary School', 'Class', 'Student', 'Program', 'Media', 'Digital' etc. are the key words and 

it was reveled that they are the new agenda in the new era.  

In particular, it can be assumed that digital device-based education is being activated 

in education programs for children and adolescents as the future education of the 4th 

industrial revolution. 
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Fig. 1. Top 25 word bar chart of "Primary School Media Education” 

4.3. Network analysis of media education for Primary School Students 

In order to examine how the centrality of the keywords in the network appears, the 

centrality analysis focused on the center of Dgree, the Closeness, and the Eigenvector. 

Centrality is a measure of the relative importance of vertices or nodes in a graph or 

Semantic network[23]. It can be seen that the words located at the center of the network 

represent a high value and constitute a core issue. 

Table 2. Analysis result of „Degree Centrality' using Ucinet 

No Word Degree No Word Degree 

1 Child 3170 11 Digital 1677 

2 Teacher 2779 12 High school 1562 

3 Education 2508 13 Operation 1554 

4 Object 2422 14 Media 1553 

5 Utility 2048 15 Progress 1479 

6 Primary School 1904 16 Learning 1312 

7 Program 1870 17 English 1248 

8 School 1804 18 Middle School 1243 

9 Student 1751 19 Teenager 1214 

10 Class 1680 20 Mathematics 1168 
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First, looking at <Table 2> showing the 'Degree Centrality' figures, 'Child', 

'Education', 'Teacher', 'Destination', 'Primary School', 'Class' and 'Student' in terms of 

'Degree Centrality', 'Program', 'Digital', and 'Media' are used in connection with many 

words. Based on this, it implies that when applying primary school media education to 

actual classrooms, it is necessary to provide a “media program” focusing on individual 

“children” education services. 

Table 3. Analysis result of 'Closeness Centrality' using Ucinet 

No Word Closeness No Word Closeness 

1 English tutoring 63 11 Coding 52 

2 Mathematics 62 12 Study 52 

3 Practice 57 13 Posts 52 

4 Future 55 14 Multimedia 52 

5 Training 54 15 Parents 52 

6 Summer Vacation 53 16 Object 51 

7 Development 53 17 Primary School 51 

8 Game 53 18 Media 51 

9 Smartphone 52 19 Teenager 51 

10 Youtube 52 20 Textbook 51 

Second, looking at <Table 3> showing the values of 'Closeness Centrality', it is 

composed of the words such as 'English', „the future‟, 'Education', 'Mathematics', 

'Primary School', 'Smartphone', 'Youtube', 'Digital', 'media', 'coding', 'game', and 

'teenagers'. This suggests that media and digital education utilizing 'games' and 'codings' 

is being introduced in the education field for teenagers. 

Table 4. Analysis result of 'Eigenventor Centrality' using Ucinet 

No Word Eigenvector No Word  Eigenvector 

1 Object 0.324 11 Media 0.119 

2 Program 0.273 12 Education 0.118 

3 Child 0.265 13 English 0.116 

4 Operation 0.23 14 Smartphone 0.111 

5 Progress 0.205 15 Learning 0.103 

6 Utility 0.183 16 Start 0.101 

7 Summer Vacation 0.174 17 Work 0.099 

8 Teenager 0.157 18 Book 0.093 

9 Digital 0.137 19 Youtube 0.091 

10 Experience 0.121 20 News 0.09 

Third, looking at <Table 4> showing the 'Eigenventor Centrality' figures, the 'target', 

'program', 'child', 'operation', 'progress', 'utilization', 'summer vacation', 'experience', 

'digital'. As indicated by keywords such as', 'media', 'Youtube', and 'news', it can be seen 

that when media education is applied to children, it is proposed to apply various media 

in various educational situations. 
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4.4. CONCOR analysis on media education for Primary School Students 

 

 

Fig. 2. CONCOR Analysis of “Primary School Media Education” 

The table 2 above indicates the data after grouping and  visualizing with CONCOR 

analysis. As you see in the table 2, it can be identified that which words have the highest 

correlation with the key word“ Primary school media education”. 

The 4 representative clusters are as follow. They are named as factors for the 

direction of future education in the 4th Industrial Revolution era, preparation factors for 

future education, various factors related to expansion of future education programs, and 

application factors to advanced classes. 

Table 5. “CONCOR Analysis of Primary School Media Education” 

Clusters Key word 

1. Direction of future education in the era of the 4th 

industrial revolution 

Future, education, thinking 

2. Preparation for future education Education, 

Textbook, 

Training, Need, Media, Video, Era, You-tube, 

Primary School, Digital, Gaming, 

Understanding, 

Multimedia 

3. Various factors related to expansion of future 

education program 

Child, Student, Target, Operation, Experience, 

Class, Coding, Start, Parents, Summer Vacation, 

Progress, Program, News, Middle schooler, 

Teenager, English, Utilization 

4. Application to advanced classes Teacher, School, High School, Middle School, 

English Tutoring, Mathematics 
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4.5. Content analysis of big data of media education for primary school 

students: focusing on 4 clusters of Concor analysis    

Direction of future education in the 4th industrial revolution era  

The cases in the big data related to future education in the 4th industrial revolution era 

are as follow. 

[Case 1] …(omitted) The 4th industrial revolution affects our society and overall 

culture / not ending with changes of industries and economy. We often hear the new 

term “new normal era” these days. It means that the basic principle which drives our 

society has changed. Also, this means that the things that were previously taken for 

granted are no longer taken for granted, and a new naturalness is created. This explains 

that the 4th industrial revolution has become a “ism” not ending with simple technology 

and industrial changes. Just as Fordism created modern school system, it can be 

anticipated that the 4th industrial revolution will create new education system while 

creating „new normal‟ in education.(Siminsori , May 10th , 2018: The 4th industrial 

revolution, the direction of future education?) 

[10], the renowned historian and a writer, predicted that there is high possibility that 

the knowledge they learn from school education would be useless, when our children are 

in their 40s. So we need to try to find implications with these changes in our education 

field. 

[Case 2] …(omitted) Naun primary school was supported the state-of-the art smart 

devices such as electronic boards, smart solution, wireless network, 360 gear cameras, 

tablets, laptops, and mobile devices and so on because the school was designated as 

Samsung Electronics‟s social contribution project. Currently, the school is equipped 

with smart e-class and it is conducting various classes such as creativity integration 

education, trouble shooting education, and creativity education by using the various 

devices that they were supported. The primary school is considered as the examplary 

case that improves school education environment and tries to provide education 

conditions to lead future education revolution going beyond the limitation as a small 

regional community. (Naver blog, March 24th, 2019: “ Naun Primary school in South 

Korea euipped with the cutting edge smart e-class , leading future education revolution 

”) 

This is the time that each city needs efforts to prepare new education revolution that 

is suitable for the 4th industrial revolution era beyond the limits of the classes with using 

simple multimedia and regional space.  

[Case 3] … (Omitted) In South Korea, coding classes have been mandatory in 2018 

for 17 hours per year as a regular curriculum for primary school students in grades 5-6, 

and they are keeping pace with the global trend in preparation for the 4th industrial 

revolution. Already in developed countries, education has been mandated to foster talent 

for the 4th industrial revolution including coding, and voices have been raised in 

teaching responsible usage and digital citizenship in media use (Naver Blog, June 13th , 

2019: . “Digital Citizen School”) 
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Now that coding and big data have become important core education which is 

indispensable to our children, we have indicated that it is time to teach digital citizenship 

to children because we need to use digital media with systematic and correct content. 

[Case 4] … (Omitted) Vice Chairman Kwak said, “At the point of going from 

Society 4.0 to Society 5.0, above all, for a rewarding future society, a society in which 

values are created, a society capable of exerting various abilities, a society where 

everyone can get a chance, and anyone can safely challenge and a society that goes 

along with nature need to be established and we need to build capacity and cultivate 

virtues.” He continued, "As technology has created an intelligent information society for 

humans, above all, we should not neglect to develop social and emotional competence in 

education for the future life of children." In other words, people-centered education with 

the virtue of being considerate of others and yielding to others must be emphasized. It is 

also to nurture people who can create values that the future demands by empowering 

education that can create better values. (Digital Today, August 5th, 2019:  “People-

Oriented Future Creator”) 

Since digital transformation will create positive and negative things that affect 

society, we will have a future where new science and technology can have a sound 

digital identity based on common sense of responsibility and true communication to 

develop human-centered public interest functions. Education should focus on it. 

[Case 5] … (Omitted) On September 4th, at the Samsung Primary School in Seoul, 

The event '2017 Beautiful Internet World Weekly Internet Ethics Tour Lecture and 

Golden Bell' was held. 131 students in grades 5-6 attended and were able to learn 

desirable Internet usage habits. … (Omitted) Seoul Samsung Primary School said, “We 

expect the students to learn how to use the Internet properly and cultivate healthy usage 

habits and Internet ethics through this lecture on Internet ethics." We will continue to 

make efforts to promote for software education activation. (Naver Blog, September 7th, 

2017: Internet Ethics Easily Learned from Quizzes and Cases) 

These events can be a great opportunity for students to think about the seriousness of 

Internet ethics and cyber bullying. 

Preparation for future education  

The key words for Preparation for future education are appeared with the node 

„Education‟, „Textbook‟, „Training‟, „Need‟, „Media‟, „Video‟, „Era‟,„ You-tube‟, 

„Primary School‟, „Digital‟,„ Gaming‟, „Understanding‟ and „Multimedia‟  

The cases in the big data related to preparation for future education are as follow. 

[Case 6] … (Omitted) Nowadays, many people enjoy a game culture from infants to 

children, teenagers, and adults with smartphones that are easily accessible. There are 

many positive aspects, such as concentration, learning ability improvement, and 

challenging spirit, depending on how to use the game that used to be considered bad. 

The 2017 Game Literacy Teacher Job Training is a project sponsored by the Korea 

Contents Promotion Agency and sponsored by the Ministry of Culture, Sports and 

Tourism for the purpose of raising teachers' awareness of game culture and enhancing 

their capabilities to operate classes with each subject. (Naver Blog, December 13, 2017: 

2017 Game Literacy Teacher Job Training - Preparation for Future Education by 

utilizing Games) 
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In the game, the collaboration between the head and limbs is vital, and it needs access 

to a complex text that stimulates various sensations such as visual and tactile senses. As 

there are many positive aspects in this game, if used well in future education, it can be 

an interesting medium to study. 

[Case 7] KT ( KT corporation) has improved the educational environment such as 

artificial intelligence software coding education, sports experience space using mixed 

reality (MR) technology, and content production support so that Daeseong-dong village 

primary school students can develop their dreams in the state-of-the-art education 

infrastructure.… (Omitted) Students can train physical fitness regardless of fine dust or 

outside weather. The 'MR Screen Sports' provided in the school auditorium can perform 

25 kinds of sports activities such as soccer, basketball, and boxing, and it is also 

possible to conduct simultaneous classes with other schools through the network. In 

addition, it supports 5G smartphone and 360-degree shooting for one-person media 

content production and supports a neckband-type camera called 'FITT 360 (Fit 360)'. 

Students are planning to create a content containing the story of Daeseong-dong village, 

where is the village with difficulties communicating with other cities or any other 

communities, and share it on social media such as YouTube to inform the peace 

message of Korea, the only divided country in the world. (Naver News, June 27, 2019: 

Improving educational environment such as AI software coding training, MR sports 

experience space) 

It can be seen that 5G is installed in the primary school located in the DMZ 

(Demilitarized Zone) to improve the educational environment so that dreams can be 

developed in the state-of-the-art education infrastructure. 

[Case 8] „Book‟ Live Science is in the form of learning cartoons, making it easy to 

build and understand primary science knowledge.(Omitted)… In addition, multimedia 

videos on various topics are introduced with fun, and services such as 3D and 2D 

animation science videos are also provided. (Naver Blog, November 18, 2018: Learning 

cartoons- Live Science Internet of Things -Fun Primary Science Book) 

In science books for primary school students, it can be seen that parents with children 

have a preference for books in which media education materials are combined, and it is 

confirmed that they are encouraging children's development through games and future 

education through cartoons. 

Various factors related to expansion of future education program 

The key words are appeared with the node, Child, Student, Target, Operation, 

Experience, Class, Coding, Start, Parents, Summer Vacation, Progress, Program, News, 

Middle schooler, Teenager, English, Utilization etc. 

The cases in the big data correlated with Various factors related to expansion of 

future education programs are below. 

 

[Case  9]… (Omitted) There was a scratch challenge event by WCG on the theme of 

'play of the future'. Scratch is a programming language for fostering children's creative 

thinking and systematic reasoning. It was created to learn coding. Unlike conventional 

text coding, a simple game or animation by connecting and coding the script like a block 

can be created. Korea also has a growing interest because coding is included in the 



588           Su-Jeong Jeong and Byung-Man Kim 

 

regular courses of primary school. (Next News, July 21, 2019: What will the future play 

look like?) 

Coding, one of the future education programs, was involved in the regular 

curriculum, but it is being introduced to children as a fun way to learn so that they can 

naturally learn and enjoy future play. 

[Case  10] …(Omitted) Seoul Arts Foundation Seoul Arts Education Center held a 

cultural arts education festival, 'Arts Vacation,' which can be participated in by any 

citizens, including children, teenagers, and families, on the summer vacation. The main 

program of „Arts and Vacations‟ is an art education experience in the form of a play 

created by six artists residing at the Seoul Arts Education Center Art Play LAB (Lab). 

These are three integrated art programs created by fusion of various genres such as 

visual arts, sound, and theater. The detailed programs include 'Moving 

Doremipasolasido', which uses a media device that sounds when focusing on color to 

play a space composed of various colors. (Daum news, July 26, 2019: With summer 

vacation culture… 'Art and Vacation' 'Circus Family Camp') 

As such, various experiences of future education programs are provided by the local 

community, and in particular, as media education and arts are presented as integrated art 

programs, various media education directions can be suggested. 

[Case 11] During the summer vacation, Sejong City announced that it would conduct 

a task-oriented English camp to improve English conversation skills for all primary and 

middle school students. The Primary English Education Support Center (primary school) 

provides an English camp with an interesting topic that utilizes media for 4 hours a day 

from 9 am to 12:10 am, from 22nd to 26th of July. 36 students in 2 classes in 4th grade 

and 54 students in 3 classes in 5th to 6th grade participate in the English Camp. The 

English Camp for Junior High School students operates 4 classes with 18 advanced 

classes, 2 intermediate classes, 30 classes, and 14 basic classes, and the number of 

students is divided equally by schools, and selected by drawing lots among applicants. 

(next news, July 29, 2019: Sejong Office of Education runs a summer vacation English 

camp for primary and junior high school students) 

It can be seen that various courses by regions are connected to media education to 

construct and operate an experiential program that considers students' interests. In 

addition, it can be seen that it is a popular program that many students want to 

experience, as the number of people is divided evenly by school and selected by lottery. 

As such, it is desperate to provide quality experience-based media education programs 

that students want to participate in.  

Application to advanced classes 

The key word is appeared with the node, Teacher, School, High School, Middle School, 

English Tutoring, Mathematics, etc. The cases in the big data related to Application to 

advanced classes are below. 

[Case 12] The Seoul Metropolitan Government prepared an experiential program for 

teenagers to spend a summer vacation making' the hyper-connected DNA'. The sectors 

are diverse, such as IT science, art and culture, service, career and career, international, 

ecology and environment, history and society, sports, and others. In particular, during 

this summer vacation, the programs such as the 'Media Literacy' education program that 
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can help have the right perspective to read the times and information, the 'IT Science', 

'Technology Convergence' program to learn and learn advanced technologies, and the 

'Camp and Volunteer Activities' program to nurture creative personality are 

added…(Omitted)... In the media field, “Shooting the Start-up” will be opened for 

young people interested in starting and creating video contents. (next news, July 26, 

2019: If you hesitate, there’s no room for you. the deadline will be pouring out for the 

summer vacation for youth experience!) 

As a vacation experience program for teenagers, they were providing programs to 

experience various fields such as IT science, arts, service, and sports, and to develop 

personal competencies. Especially, in the hyper-connected age, 'media literacy' 

education programs are increasing, so many teenagers can check the supply and demand 

for media education programs. 

[Case 13] Now, the world with smartphones and the Internet has arrived. According 

to a recent survey by the Ministry of Gender Equality and Family, 200,000 Korean 

teenagers are at risk of Internet and smartphone addiction. The problem of various 

media addictions such as TV, internet, and games is now a matter of society as a whole. 

Is it the best way to ban viewing unconditionally from indiscriminate exposure of 

various media? In the new semester, we are trying to find a way to protect children from 

media addiction and educate them properly in a variety of media floods such as TV, 

Internet, ...(Omitted)...Today is the time that media must be actively utilized. (Daum 

Cafe, August 23, 2016: Youth, how to protect yourself from media addiction?) 

Media in the present era is a mean of dialogue and communication between people, 

and it is an era in which media must be actively utilized. Since media and smartphones 

that are frequently used today are value-neutral, their importance may vary depending on 

who uses them and how. Therefore, through media and digital media education, media 

education should be conducted for all ages so as not to fall behind in the era of the 

fourth industrial revolution. 

[Case 14] On July 26, the Sejong Special Self-governing City Office of Education 

announced that it developed an educational content distribution platform (smart-eye) in 

July, last year and applied it to the classrooms of front-line schools. Currently, a total of 

5.8 million commercial contents are registered such as EBS video lectures and teaching 

and learning materials, for student learning, teacher teaching, and other related contents. 

These vast educational contents are being actively utilized in the classroom by 

displaying them on a smart electronic blackboard in accordance with the textbook units 

and chronologies of the corresponding grade at the click of the mouse with the teachers. 

The City Office of Education plans to add self-directed learning functions, where 

students self-diagnose online learning and develop correction strategies for each type. 

...(Omitted)...In addition, one-click smart classes are also expected to be upgraded. The 

city office of education uses in-depth analysis of the textbooks of middle and high 

schools to utilize the smart eye system anywhere in Sejong City's first-line schools to 

overcome the limitations of not being able to share teaching and learning materials, 

because textbook publishers are different for each middle school and high school, unlike 

primary schools. Improvement measures were devised to prevent restrictions. In 

addition, education utilizing information technology from Sejong City, which is leading 

Korea's smart education, is also spreading across the country. (Daum, April 3, 2015: 

Upgrading educational content distribution platform) 
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In addition to large-scale online learning, we also prepare a tailored correction 

strategy for each type that provides multimedia content, so it is expected that the 

concentration of classes will be greatly improved by providing customized classes for 

individual students. Furthermore, it can be seen that online learning is not only limited to 

primary schools, but is also spreading and expanding to middle and high schools. 

5. Result & Discussion  

The purpose of this study was to confirm the social awareness of media education of 

Korean elementary school children created over the last five years through big data. It 

was also intended to derive social discourse contained in media education by conducting 

network and content analysis on social awareness. Specifically, big data consisting of 

Internet articles and blog posts related to social trends in media education for elementary 

school students was identified through text mining analysis. 

Afterwards, scientific and objectivity was secured through analysis of semantic 

network of collected data, and content analysis was conducted by directly reviewing data 

after pre-processing and classifying it into four aspects of media education for 

elementary school students. The study, which explores major issues through social 

awareness of elementary school children through big data, suggested implications in 

more diverse aspects by revealing the social interest and perception of educational 

phenomena through a mixed research method. 

The conclusions and significance of this study are as follows. First, as a result of 

analyzing big data to analyze the social perception and trends of primary media 

education, meaningful information about primary media education was extracted. First 

of all, the most frequently appeared keywords were "children, education, teachers, 

subjects, elementary schools, classes and students." In particular, as a result of semantic 

network analysis, "children, education, teachers, subjects, elementary schools, classes, 

and English tutoring" were the key keywords. Keywords with high proximity centrality 

appeared as "Destination, Elementary School, Media, Operation, Teenagers, 

Smartphones, English, and Coding," confirming the influence of smartphones. 

Keywords with high mediated center were "children, education, teachers, classes, 

students, utilization, programs, digital, and English." 

These research results show that elementary school students are using smartphones or 

digital devices a lot, especially media education for English education or coding 

education [29, 36], so it is time to understand media as an educational and cultural 

environment and to further require critical media literacy education. 

Applying various media to education in the field of education has now become a 

natural phenomenon, and the importance of media education is expected to continue to 

be emphasized more in the future. Utilizing these important factors of media education, 

such as immediate accessibility, knowledge scalability, and collaborative interaction, 

students will increase their ability to learn new knowledge by collecting, editing, and 

generating various information. Education using media has become more common in 

recent years, and considering the situation in which students are actively using the media 

as a customized self-directed learning method as well as elementary school class sites 
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[37], the ability to use the media is expected to draw attention as a more important core 

ability in the future [27]. 

Next, words such as education, elementary school, smartphone, YouTube, digital, 

media, and information appeared frequently. Through this, media and digital devices are 

actively used to educate elementary school students, and media utilization has become 

more common, especially as smartphones have become popular among elementary 

school students [21, 35]. In particular, it can be seen that various methods are being 

worked on at educational sites to acquire diverse information or to enhance problem-

solving skills in order to enhance learning ability using media [34]. Also, words such as 

teachers, schools, middle schools, high schools, English extracurricular activities, and 

math education were frequently mentioned. In other words, it can be inferred that 

teachers are using media education to educate middle and high school students in 

English or math. Finally, words such as "future," "lecture," and "think" appeared 

frequently.  

According to the study of [40], future media education is required considering the 

developmental characteristics of primary school students. In particular, it is revealed that 

the subjects of class need to pay close attention to how to solve the obstacles in class 

according to the level of development of the students. This means that in order to 

provide high-quality lectures to future primary school students, it is necessary to deeply 

understand the level of development of students and to provide lectures appropriate to 

the needs of students. 

In addition, when media education is conducted in elementary school classrooms, the 

focus should be on interaction between teachers and students rather than focusing on 

media utilization that becomes educational media. According to a study by [40], since 

interactive communication positively affects students' learning attitude, it can be seen 

that the interaction between teachers and students is important when using media 

education mediums in class. In particular, it is suggested that teachers give careful 

guidance on the spot so that students can improve their ability to solve problems through 

deep thinking. 

Second, in this study, CONCOR analysis was conducted to derive groups with 

appropriate levels of similarity, and four clusters were created. It was named 'Direction 

of future education in the era of the 4th industrial revolution', 'Preparation for future 

education', 'Various factors related to expansion of future education program', and 

„Application to advanced classes' factor. 

Presenting the direction of future education in the era of the Fourth Industrial 

Revolution, support is needed not only within the school but also within the community. 

According to the research results of [17], which analyzed the experience of participating 

in after-school media education programs in local communities, it is vital that all main 

players of school education such as teachers, students and parents need to have close 

communication and cooperation to operate and vitalize media education. In other words, 

content should open the world and strengthen the ability to live together through 

education that draws empathy through emotion.    

However, on the other hand, just as the encounter with game addiction or cybercrime 

hinders children‟s healthy growth, how the media is used has a great influence on the 

psychosocial development of children and adolescents [14, 16]. Therefore, Ethical 

education for Internet ethics is needed to solve social problems such as cyberbullying. 
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In order to prepare for future education, it was confirmed that various programs such 

as future education using play, AI, MR content education, and multimedia media 

platform were requested to be expanded and presented. These research results show that 

elementary school students are using smartphones or digital devices a lot, especially 

media education for English education or coding education, so it is time to understand 

media as an educational and cultural environment and to further require critical media 

literacy education. In the study of [2], the cutting-edge educational cultural environment 

was effective in enhancing learners' academic performance. In addition, it was reported 

that learners' spontaneous learning motivation was improved by introducing and 

activating various learning strategies and core educational technologies in the 

educational field. Moreover, it is now natural to apply various media to education in the 

field of education, and the importance of media education will continue to be 

emphasized more in the future. 

Using these important factors of media education, such as immediate accessibility, 

knowledge scalability, and collaborative interaction, students will increase their ability 

to learn new knowledge by collecting, editing, and generating various information. 

Education using media has become more common in recent years, and even considering 

the situation in which students are actively using the media as a customized self-directed 

learning method as well as elementary school class sites, the ability to use the media is 

expected to draw attention as a more important core ability in the future. 

6. Conclusion 

This study is meaningful in that it suggested basic information and materials to prepare a 

plan for revitalizing media education for primary school students by analyzing social 

discussions of media education through big data collected various channels. Moreover, 

to analyze the social discussion of media education, a mixed methodology using both 

quantitative and qualitative research methods was applied. The use of hybrid 

methodology enabled to have in-depth insight and understanding of current status  

[9, 18].  

In Korea, there have been some prior researches conducted in relation to the 

perception and discussion of media education using big data [6, 14, 20, 30, 39]. 

However, it can be seen that there is a lack of research that examines the general 

perception of media education, including media education, as the main focus is on the 

development of programs for media education and research on improving attitudes. 

Moreover, media education research for primary school students has not been conducted 

so far. 

And it is difficult to find a study that has both quantitative and qualitative studies. 

Therefore, it is different from previous studies in that it uses big data to conduct 

quantitative study for recognizing social perception of media education and this study is 

isolated since it finds the context in the qualitative studies, which was not found in the 

quantitative studies.  

Furthermore, the fact that this study shows concrete clusters of social perception of 

media education for primary school students through Concor analysis and it presents 

educational implications make this study more isolated from previous studies.   
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Presenting implications and suggestions based on these conclusions is as follows. 

First, when media education is conducted at primary school sites, the focus should be on 

interaction between teachers and students, rather than focusing only on the media 

utilization that becomes the educational medium. In particular, it is suggested that 

teachers give careful guidance on the spot so that students can improve their ability to 

solve problems through deep thinking.  

Second, from the time of elementary school, we should continue to strengthen our 

educational efforts on the use of smart media and the correct attitude and ethical norms 

of activities in the world of smart media, while increasing our ability to control smart 

media rather than being subordinate to smart media, so that we can have a more positive 

attitude and belief.  

Finally, from the time of elementary school, we should continue to strengthen our 

educational efforts on the use of smart media and the correct attitude and ethical norms 

of activities in the world of smart media, while increasing our ability to control smart 

media instead of being subordinate to smart media, so that we can have a more positive 

attitude and belief. 
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Abstract. For the advancement of the Internet of Things (IoT) and Next 

Generation Web, various applications have emerged to process structured or 

unstructured data. Latency, accuracy, load balancing, centralization, and others 

are issues on the cloud layer of transferring the IoT data. Machine learning is an 

emerging technology for big data analytics in IoT applications. Traditional data 

analyzing and processing techniques have several limitations, such as 

centralization and load managing in a massive amount of data. This paper 

introduces a Machine Learning Based Distributed Big Data Analysis Framework 

for Next Generation Web in IoT. We are utilizing feature extraction and data 

scaling at the edge layer paradigm for processing the data. Extreme Learning 

Machine (ELM) is adopting in the cloud layer for classification and big data 

analysis in IoT. The experimental evaluation demonstrates that the proposed 

distributed framework has a more reliable performance than the traditional 

framework.  

Keywords: machine learning, big data analysis, extreme learning machine, IoT, 

security, and privacy. 

1. Introduction 

With the fast-growing development of the digital world as next-generation web, IoT 

(Internet of Things) is adopted in several applications such as smart services, smart 

communication, smart community, public safety, and many more. Every aspect of our 

lives combines many things and next-generation web in IoT communication mediums, 

such as sensor devices, Bluetooth, Wi-Fi, GPRS, etc. [1]. Internet is a fascinating 

medium for communication, and it is offered in IoT to connect all objects with their 

automatic features. IoT has the most significant role with advancement applications in 

future revolutions with next-generation web, and utilization is continuously increased 

over the coming times. Next-generation web in IoT means to provide distinct 

requirements, such as smart devices, accuracy, efficient analysis, low energy, and 

others. According to Keenan et al.'s report [2], the global IoT data management market 

value at around $27.13 billion in 2017. It would reach approximately $94.47 billion in 

2024 and above 19.51 percent between 2018 to 2024 at a CAGR. Nowadays, both Big 
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data and IoT technology are growing for the data science field with great attention. Big 

data is collecting the enormous amount of structured, unstructured, or semi-structured 

raw data that is more complex to managing and analyzing with many traditional tools. 

As per the study of Verma et al. [3], around 4.4 trillion GB data will be produced by 

2020 using IoT devices in smart applications. IoT is serving as the primary role when 

any enterprises have a vast number of data for analysis purpose in reinforcements. Big 

data analytics is a rapidly advancing field for managing and analyzing IoT data. [4, 5]. It 

is connected to smart devices, which helps to take the initiative to improve decision 

making. Due to the popularity of online media, including WhatsApp, Instagram, 

Snapchat, Linkedin, and an expanding number of IoT devices, significant data analysis 

issues in IoT have been raised in smart technological fields. Big data analytics's main 

task is to extract useful patterns from the massive amount of IoT data that can be used in 

decision and prediction making responsibilities. However, many researchers are used 

various technologies such as edge computing, predictive analytics, Apache Spark, 

Apache Flink, and so on, which have some challenges according to the next generation 

web in IoT [6]. The machine learning approach analyzes and extracts accurate data from 

raw structured, unstructured, and semi-structured data to mitigate these challenges by 

IoT devices [7].  

The existing mechanism to big data analysis in IoT applications for next-generation 

web on a centralized cloud is not adequately satisfied for specific requirements such as 

resource management, latency, scalability, accuracy, communication bandwidth. 

However, with the consecutive growth in data-driven applications in IoT and generated 

a massive information. In recent years, various machine learning paradigms have been 

discussed to promote valuable data interpretation for IoT applications [8, 9].  Many 

operations adapt to data control among various communication devices, and it provides 

intelligence processing, analysis in IoT. Cloud computing is employed for delivering 

high performance to the IoT server [10]. Traditional machine learning also has 

significant issues such as low precision, low rate, low latency, and less computational in 

the cloud layer. An extreme learning machine (ELM) is utilized, which provides 

excellent performance to address these issues. It increased the learning speed of 

feedforward neural networks with a hidden layer of transferring data in the cloud 

network layer to analyze the IoT data. 

Feature extraction and scaling are utilizing for processing the IoT data at the edge 

layer with address the load balancing, data computation issues on the cloud layer. 

However, the parts of the device layers with data are moving at the cloud, which 

reduces the intermediate data computation and processing at the edge layer. [11]. On the 

different side, edge computing serves as a backbone in the IoT and provides 

computation power and desired latency to smart applications' IoT devices. To mitigate 

standard limitations in IoT applications such as high computation, load balancing, 

network traffic and storage by feature extraction, and scaling at the edge layer to data 

processing. The device layer delivered massive IoT data, and it is collected from various 

complex and noisy environments [12]. The edge layer is investigating as a type of 

feature extraction and scaling-based intelligent computing that could overcome the 

cloud layer's limitation. Due to data transfer with low network enforcement, the 

centralized cloud computing layer is becoming inefficient for analyzing and processing 

a massive amount of data collected from IoT devices. Edge nodes provide efficient 

storage, computing, and networking services with essential data in IoT applications at 

the edge layer [13]. The cloud layer has a centralized database with an advanced 
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analysis of IoT data using extreme learning techniques and transferring these data to 

other IoT devices. It provides the leading the creation of current data related smart 

applications. For identifying the object in the collected video data, AlexNet 

(Convolutional Neural Network) tools are deployed, where we train the machine 

intelligence network with the help of the Kaggle open dataset. Then we detect the 

correct image [14].     

The existing research studies to big data analysis in IoT applications on a centralized 

cloud is not adequately satisfied and have some challenges or requirements such as 

resource management, computational cost, scalability, accuracy, and latency. This paper 

addresses and discusses the challenges of accuracy, privacy, load balancing, resource 

limitation, and centralization using the proposed machine learning-based distributed big 

data analysis framework for the next-generation web in IoT. In this framework, data 

storing is utilized in the device layer, the edge layer has a data processing part, and big 

data analysis is completed in the cloud layer. The primary goal of our study is to 

provide decentralized and secure big data analysis for the next-generation web in IoT by 

the proposed framework. 

To summarize, the main contributions of this paper are as follows: 

 Propose Machine Learning-Based Distributed Big Data Analysis Framework 

for Next Generation Web in IoT, which provides the precise necessities of 

advanced applications, including accuracy, performance analysis, load 

balancing, resource limitation, energy consumption, and schedule. 

 We deploy the PCA algorithm for feature extraction, K-means algorithm for 

scaling for processing data in the edge layer, and ELM algorithm for 

classification and analysis of big data at the cloud layer. 

 Evaluate the proposed framework's performance by comparing it with different 

traditional machine learning classifiers with the NSL-KDD dataset and 

evaluating performance for various IoT applications such as attack detection 

and object detection. 

 Finally, we graphically analyze the big data with accuracy, testing time, 

training time, and precision using the ELM algorithm for IoT applications and 

compare our proposed work with the existing research. 

The remains of the paper, we present several existing methods or techniques to big 

data analysis for the next-generation web in Section 2; Section 3 proposes a Machine 

learning-based distributed big data analysis framework that introduces an edge 

computing paradigm for processing the data and ELM based big data analysis in cloud 

layer for analysis and classification of IoT data and provides principal component 

analysis algorithm for feature extraction, K-means algorithm for scaling on edge layer 

and ELM algorithm for classification and analysis of data in cloud layer; in Section 4, 

we graphical analyze of the proposed framework on the KDDTest+, KDDTest-21 

dataset. Finally, we conclude in Section 5. 

2. Seminal Contribution 

This section shows the existing research for next-generation IoT with addressing issues 

such as accuracy, security, latency, energy consumption, centralization, and uses of 

specific own proposed framework. Li et al. [14] discussed a novel moving strategy to 
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optimize IoT applications' production with deep learning. It tested the fulfillment of 

executing various deep learning tasks in the edge computing paradigm for IoT. For 

identifying objects in the collected data, the AlexNet convolutional neural network is 

used with six layers. The convolution layer is the first five layers, and the other three are 

a fully connected layer and completed the feature extraction task. However, it is used 

only for video data and did not provide a real-world edge computing paradigm. Peng Li 

et al. [15] proposed a deep convolution computational model (DCCM) and learned 

hierarchical features of big data in IoT. This model is utilized to extend CNN and 

improve efficiency by using vector space to tensor space. Chhowa et al. [16] provided a 

smart proposal for health monitoring in IoT to big data analysis and gave accurate 

healthcare data on IoT-based system. They focused on a deep learning based IoT system 

for health monitoring devices and provided efficient results to the various doctors in the 

IoT environment.  It ensures the proper knowledge about the critical patient. However, 

the number of mammogram devices increases, then the delay is also raised to diagnose 

disease. Mishra et al. [17] provided a framework related to big data analysis in IoT 

applications with cognitively oriented infrastructure. It provided implementation 

architecture for adequate data supervision and information search in manufacturing IoT 

applications. Zhang et al. [18] described a double projection model with deep 

computation (DPDCM) to feature big data learning in IoT. Raw input data is separated 

into two subspaces in the hidden layers to understand the interacted big data feature in 

IoT applications. 

Hosseini et al. [19] utilized a dimensionality reduction technique to improved 

classification accuracy, reduced communication bandwidth, and computation time of 

data. Also, they proposed a cloud computing solution for interpretation of big EEG data. 

However, a large number of training samples problem and heterogeneous data of 

multidomain propagation are not entirely resolved. Vinay et al. [20] discussed the novel 

FR approach-based framework on ELM to perform appearance tagging for friendly 

networks operation on extensive data using machine learning. It is only used for face 

recognition and has more centralized data, communication bandwidth on cloud 

problems.Ying et al. [21] proposed an integrated framework to enhance smart city 

applications' performance by enabling effective orchestration of networking and 

computing supports. Liu et al. [22] developed a deep learning-based visual food 

recognition algorithm to achieve the best accuracy of massive data analysis in IoT. It 

designed edge computing-based paradigms to overcome traditional mobile cloud 

computing's inherent problems in the food recognition system for IoT. Liangzhi Li et al. 

[11] adopted state-of-the-art edge computing arrangement to address the crowdsensing 

problem. It provided distribute deep learning principles to extract characteristics from 

taken IoT data. It reduced communication costs and increased safety protection of data 

in IoT. However, it has a compatibility problem for all cloud environments. Jeong et al. 

[23] present a paradigm to address intrusion detection for various research areas such as 

image segmentation, security distribution networks, fingerprint matching, human 

tracking, image watermarking, and big data analysis in IoT. 

We are categorized related work in some subsections such as security architecture, 

technological aspects, methodology, dataset labeling requirement, and conventional 

machine learning classifier. We are providing Table 6 in Section 4 and compare the 

proposed framework with existing research studies. Some research used centralized 

security architecture and smart city technological aspects, but we use distributed 

security architecture and next-generation web in IoT technical aspects. In summary, 
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existing studies have used cloud and edge layer frameworks to big data interpretation in 

advanced applications. However, such a framework and architecture have some 

limitations on the centralized cloud, such as a massive amount of data, resource 

utilization, low accuracy and latency, security, and privacy, etc. Moreover, existing 

strategies use conventional methods and architecture, which requires more 

computational power and efficiency. It is essential to compose and develop a new 

framework for big data interpretation in IoT that considers all instant and future 

difficulties. Thus, we provide a machine learning-based edge computing framework 

where feature extraction and scaling concepts are used to process IoT data on the edge 

layer. Also, we are giving ELM based cloud structure for analyzing structured and 

unstructured big data in IoT efficiently and quickly on the cloud layer. 

3. Proposed Framework for Big Data Analysis in IoT 

Based on the limitations such as low efficiency, low latency, centralization, 

computational cost, resource management of existing studies, we propose a machine 

learning-based distributed big data analysis framework for the next-generation web in 

IoT. We focused on processing and analyzing a lot of data on the cloud to develop our 

framework with ELM based big data analysis in the cloud layer for IoT. We discussed 

feature extraction and scaling in the edge layer to find specific data with the clustering 

concept on training data and testing data. We introduce the PCA algorithm for feature 

extraction, K-means algorithm for scaling, and Naive Bayes algorithm for classification 

in the edge layer. The proposed framework has various advantages for the next-

generation web in IoT, which are the following: 

 Provides the distinct requirements of IoT applications such as accurate data, 

better performance analysis, load balancing, maximum resources. 

 With the next-generation web, improves the transparency and connectivity in 

IoT applications. 

 Provide comfortable environments and appropriate high compatible or accurate 

big data analysis for IoT infrastructure. 

 With the proposed framework, improve reliability and efficient operations in 

IoT applications. 

3.1. Proposed Framework Design 

IoT structure is a core technology for connecting smart devices and humans to the 

internet with a wired or wireless medium. It is known as the Internet of Everything 

(IoE). It deals with a massive amount of IoT data at the device layer. It produced big 

data from sensing devices and various IoT applications such as smart services, smart 

communication, smart community, and many more. The device layer is mainly used for 

data acquisition and recorded from sensors and IoT applications. Due to increasingly 

continuous various data sources, accuracy, latency, and trust become a challenge in big 

data analytics. In this situation, big data analysis in IoT is a very critical issue in the 

cloud layer. Therefore, this data representation generated different types of big data 

challenges to extract useful data from unstructured and semi-structured data on the 
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device layer. To mitigate these problems, we utilize state-of-the-art machine 

intelligence-based edge computing layer. High connectivity, processing, scaling, and 

feature extraction capabilities for edge device nodes at the edge layer with machine-

intelligence are the primary role of next-generation web in IoT applications and provide 

efficient operations with accurate big data analysis. Next-generation web connectivity is 

provided by advanced technologies between the device layer and edge layer. 

 

Fig. 1. Architectural overview of the proposed framework. 

The edge layer has two next generation-based functionalities, including Feature 

extraction and scaling for processing of IoT structured and unstructured data. Used data 

and unused data are categorized to provide data. Feature subset and hidden layer applied 

to it and found training, testing data set. It used the PCA algorithm for feature 

extraction, the K-means algorithm for scaling. Every machine intelligence-based edge 

node has base stations, networking devices, and machine learning, which provide 

computation power to the physical layer's IoT devices. All edge nodes transfer the 

extracted data to the cloud layer with a base station and networking device such as a 

router. Thus, load balancing and energy efficiency issues resolve in the edge and cloud 

layer using machine-intelligence-based feature extraction and scaling. However, the 

cloud layer has one data center, so accuracy, speed, computational storage is very low. 

Therefore, the ELM algorithm is used to classify and analyze data in the cloud layer's 

proposed framework. It examines the data and improved performance, accuracy, 

latency, and efficiency of IoT data. The overview architecture for the proposed 

framework is as shown in Fig. 1. 
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Table 1. Abbreviation table 

Abbreviation Description Abbreviation Description 

Z 
Dimensional linear 

Subspace 
{𝑆1 , 𝑆2, … . 𝑆𝑘} Cluster data center sets. 

{𝑎1, 𝑎2 … , 𝑎𝑀} 
Labeled or Unlabelled 

data sets 
K Number of clusters or groups 

{𝑏1, 𝑏2 … , 𝑏𝑀} Projected data sets 𝛼𝑖  
Output weight of a hidden 

node 

𝑤𝑖  
Weight vector or 

eigenvector value 
H(p) ELM hidden layer output  

X Input vector Matrix M Training sample 

Y Output vector Matrix H Matrix hidden layer output 

𝛽𝑚𝑘  
Binary indicator variable 

sets. 
T 

Training data set a target 

matrix 

3.2. Functional Components of the Proposed Framework 

This subsection presents the main functional component of the proposed framework. It 

is divided into three parts, including data acquisition or collection, data processing, and 

data analysis. Data acquisition is used in the IoT layer, data processing is completed at 

the edge layer, and data analysis is utilized in the cloud layer. PCA algorithm used for 

feature extraction, K-means algorithm utilized for scaling data processing at the edge 

layer, and the cloud layer have an ELM algorithm for analyzing massive data in IoT 

applications. Machine-Intelligence based distributed big data analysis flow is shown in 

Fig. 2. (a). The principal component analysis (PCA) algorithm is utilized for feature 

extraction, the K-means algorithm is used for scaling, and the ELM algorithm for 

classification and analysis of data. ELM-based classification and data analysis on the 

cloud layer are shown in Fig. 2. (b). The abbreviation table is shown in Table 1. 

Data Collection: Data collection is an essential function for the proposed framework, 

and it is used in the device layer. Various IoT applications such as smart services, smart 

communication, smart community, and others generated a massive amount of IoT 

devices. IoT devices are connected to various sensors and detect the data in several 

forms, including video, audio, multimedia, etc. It can measure and monitor the data in 

real-time. Various data types are stored in a device layer such as automation, location, 

streaming, status data, and others. Internal sensors collect IoT data from consumer 

devices such as smart appliances, smart televisions, wearable health meters, and 

commercial devices such as traffic monitoring systems, weather forecasting, and 

commercial security system. 
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Fig. 2. (a) Flow of Machine Learning-based Distributed Big Data Analysis Framework 

               (b) ELM-based Classification and Analysis of Data on Cloud Layer 

Data Processing: Data processing is the second functional component of the 

proposed architecture used in the edge layer. The IoT sensor devices must generate an 

extensive quantity of data that must be processed before the IoT information can be 

utilized. However, these data come from IoT devices in various types of formats. To 

mitigate this problem, feature extraction and scaling concepts are used to process IoT 

data at the edge layer. For data processing, PCA and K-means algorithms are utilized. 𝑎′ 
is average value. 

Algorithm 1. Principal Component Analysis 

Input Dimensional linear subspace is Z and the input vector of a labeled or unlabelled data set is 

 {a1, a2,……..𝑎𝑀}. 

Output: Projected data set {b1, b2,……..𝑏𝑀} and weight vectors {𝑤𝑗} which have essential subspace form. 

Process: 

1:   𝑎′ =  
1

𝑀
Σm  𝑎𝑚                                               /* M training samples and 𝑎𝑚 input vector 

2:   𝑆 =
1

𝑀
Σm   am − am

′   am − am
′  T                    /*𝑎𝑚

′ =  𝛴𝑗 =1 𝑡𝑜  𝑅𝑏𝑚𝑗 𝑤𝑗 + 𝑎′ 

Eigenvector value is {𝑤𝑗 } of S. 

3:   for all m = 1 to M 

4:       do 

5:          for all j= 1 to Z 
6:              do 

7:                    𝑏𝑚𝑗 =   am − am
′  T𝑤𝑗  

8:              end 

9:      end 
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Feature Extraction 

It is one of the primary next-generation web function for machine learning to identify 

strong and weak relevant features and labels for IoT applications. It is used mainly for 

load balancing, and improving the communication bandwidth, time delay in IoT 

applications. Due to the continuously increasing massive amount of data, it is 

characterized into three groups: big data, data usage, data quality. Big data is also 

characterized as volume, variety, velocity, and veracity of IoT data. Completeness, 

noiseless, semantics are the part of data usage, and accuracy, redundancy, efficiency, 

loading balancing are the part of data quality.  Therefore, feature extraction methods are 

using on the edge layer. IoT devices have many types of sensors, analyzed, monitoring 

data. Processing system components and communication protocols in IoT is divided 

into three parts: device to device, the device to the server, and server to server. While 

many feature extraction algorithms are available, but we are using the PCA algorithm. 

This algorithm's main objective is to extract the relevant features from various IoT 

structured and unstructured data sets, which is stored in the device layer of the proposed 

model. Feature extraction function discriminates the essential and useful features by 

eliminating redundant features and noise from IoT applications and provide the best-

predicted output features of IoT data. The extracted relevant and non-relevant features 

can help us to identify new useful information that is used in machine learning. 

From a machine learning perspective to IoT data, Feature extraction is an essential 

concept for processing the data on the edge layer. Firstly, IoT data is divided into 

variable or fixed blocks, then feature extraction and scaling concepts are used. Training 

sets have various inputs as samples, which are used by machine learning. Supervised 

learning utilized input vector and related output vector (labels); these all are samples. 

Vectors (labels) are not required for unsupervised learning. Reinforcement learning is 

used to understand to expropriate steps to be taken for a specific condition. Determine 

the main groups (cluster) between comparable sample clusters that comprehend as 

clustering. Original input samples transferred into a new variable sample or space are 

called feature extraction and improves the result.      

PCA is the most straightforward algorithm for feature extraction of data set in IoT 

applications, and it is based on actual eigenvalues of IoT data. The PCA algorithm's 

main objective is to overcome the overfitting problem and decrease the dimensionality 

of IoT data sets. It may be large or less, while retaining the variation present in the 

dataset, up to the maximum extent [24]. According to principal component analysis 

(PCA), the principal subspace has the orthogonal data points. It is the property of PCA 

and has the maximum projected variance of data. The main task defined as the finding 

the complete Z orthogonal data set, it is based on M-dimensional vectors {𝑤𝑗 }. 

Parallelly find the corresponding linear projections data points {𝑌𝑛𝑗
}and minimized the 

reconstruction error. Average of all data points is 𝑎′ . 

Assume that the given training set have M training samples dented as (ai, bi) where  

i = 1,2,3……..M,𝑎𝑖 is training N-dimensional input vector, bi is corresponding desired  

P-dimensional output vector. 𝑋 =  𝑎1 , 𝑎2, ……𝑎𝑀 𝑇is input vector matrix and 

𝑌 =  𝑏1 , 𝑏2, …… 𝑏𝑀 𝑇is corresponding output vector matrix. 

𝐵 =
1

M
Σm 𝑎𝑚

′ − 𝑎𝑚  2                                                                        (1) 

𝑎𝑚
′ =  Σj=1 to  R𝑏𝑚𝑗 𝑤𝑗 + 𝑎′                                                                  (2) 

https://en.wikipedia.org/wiki/Eigenvectors
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According to algorithm 1, provide the concept of principal component analysis, and 

overcome the overfitting problem, extract the features of IoT data in processing. PCA 

has various versions; it is based on data size. It may be a structured dataset or 

unstructured dataset. Due to calculation of {𝑤1 , 𝑤2 , ……𝑤𝑧}, algorithm have different 

run times values. 

For preprocessing, the principal component analysis algorithm is an essential method 

in machine learning. In preprocessing for PCA, find the features and labels in the 

processing of IoT data. Various practical applications are involved for PCA such as data 

compression, data visualization, face recognition, image rendering, and so on. 

Data Scaling 

Data Scaling is another next-generation web task for processing the IoT data at the edge 

layer. Scaling is the task of dividing the data set value into several specific groups. The 

data sets a value in the same groups that are more similar to other data sets value in the 

same group than those in other groups. The main objective of scaling is to segregate 

data set groups with the same properties. K-means algorithm is used for scaling the IoT 

data where identifies a similar type of data set values in a group [25]. It gives the groups 

(K) which is related to each other. 

For machine learning, the K-means algorithm is one of the simplest and popular for 

clustering. It does not have labels or results in data processing, so it is called 

unsupervised learning [10, 26]. The K-means algorithm's primary idea is to group 

(cluster) related data sets values and recognize underlying designs. Based on algorithm, 

find a set of K group clusters {𝑆1 , 𝑆2 , … . 𝑆𝑘}. It reduces the distance between data 

features values and the most adjacent data hub. To denote data points value to the group 

hubs, then apply binary pointer variables βmk ∈ {No, Yes} or {0, 1}. We formulate 

dilemma as regards with the equation: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒Σm =1 to  M Σk=1 to  K βmk  am − sk 
2                                     (3) 

Where,  

βmk  am − sk 
2 = 1 for data point 𝑎𝑚  belong to cluster, otherwise βmk 

=  0 and m = 1, 2, 3, …………… . M 

Minimization has two sections: 1) Distance minimize concerning 𝛽𝑚𝑘 and s𝑘stable; 

2) Distance minimize concerning s𝑘and 𝛽𝑚𝑘 is stable [10]. 

Genetic clustering methods can predict the movement of points is known as k-means. 

It is used for various IoT applications, but this method has some considerations, such as 

low efficiency and communication bandwidth compared to Euclidian distance. For 

classifying the IoT data, it is a successful machine learning approach. It may lead to 

unsuitable clusters in some cases. With the help of a 1-nearest neighbor classifier, find 

new data value in the existing clusters. Algorithm 2 describes how to get the optimal 

group datacenters 𝑆𝑘  and the authorization of the data points 𝛽𝑚𝑘   [10]. 
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Algorithm 2. K-Means [10] 

Input: The number of same data points groups is K and unlabelled data sets are {𝑎1 , 𝑎2 , … 𝑎𝑀}. 

Output:{𝑠𝑘} is cluster data center and {βmk} is assign data points randomly initiate with {𝑠𝑘} 

Process: 

1:   Repeat 

2:     for ∀(m =  1 to M) 
3:           do                                                                  /* m=1,2,3………………...M 

4:            for ∀ ( k =  1 to K) 
5:             do 

6:              if𝑘 = arg min
         𝑖

 𝑠𝑖 − 𝑥𝑖 
2 

7:               then βmk = 1                                            /* 𝛽𝑚𝑘 is set of binary assigned data points 

8:             else βmk = 0 
9:           end 

10:   end 

11:   for ∀ ( k =  1 to K) 

12:     do 

13:      sk =  Σm=1 to M am  βmk/Σm=1 to  M βmk           /* 𝑠𝑘  𝑖𝑠 set of K cluster center 
14:     end 

         while confluence adjust  βmk  or  sk  
15: end procedure 

16: Return {𝑎1 , 𝑎2 , … 𝑎𝑀} 
 

Data Classification and Analysis 

Data classification and analysis are the final next-generation web function of the 

proposed framework and used with the ELM algorithm's help in the cloud layer. The 

ELM algorithm is used to analyze and classify the IoT data to address centralization and 

data handling issues with feedforward neural networks [27]. The relationships between 

the input and the hidden layer are randomly allocated and continue uninterrupted during 

the ELM algorithm's training method [28]. It includes two steps in the learning phase: 1) 

creating the hidden layer output model and 2) find the output combinations. Then, the 

output combinations are tuned by reducing the cost function using a linear system. By 

this system, the computational weight of the ELM is continuously decreased in IoT 

applications. The low computational weight or complexity are used for evaluation result 

in machine learning and utilized in high dimensional and large-data applications. To 

mitigate energy consumption and the massive amount of data in IoT, ELM Algorithm is 

utilized in the proposed framework. ELM has resolved various classification problems 

because it gives more excellent efficiency for handling the massive amount of data. 

ELM classifier adopts the hidden connections for classification, and the hidden 

connection output used as a sigmoid activation formula 𝑞 𝑦 = 1/(1 + 𝑒−𝑦) to 

evaluate the output value [29]. 

Suppose that the output formula of the 𝑖𝑡𝑕  hidden node is hi(p) = J(ai, bi, p), where  

(ai, bi) is the hidden connection parameter in the given single hidden layer of ELM. It is 

the basic method of the ELM algorithm for hidden layer feedforward neural interfaces. 

The ELM is an algorithm, and it is used for addressed single hidden layer neural 

interface problems and provide several hidden layers. With the use of the ELM 

algorithm, we can easily analysis of big data in various IoT applications. 

The output function of ELM with Z hidden nodes 

𝑓𝑍 𝑝 =Σi=1 to  Z  αihi p  , Whereαi  is output weight of ith   hidden node 

𝑕 𝑝 = [ 𝐽 𝑕𝑖 𝑝 , ……… . . 𝑕𝑍 𝑝  ] is the ELM hidden layer output. 
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If M given the training samples, then the ELM hidden layer output formula is given as: 

   𝐻 =

 
 
 
 
 
𝑕 𝑝1 

𝑕 𝑝2 
⋮
⋮

𝑕 𝑝𝑀  
 
 
 
 

=   
𝐽(𝑎1 , 𝑏1, 𝑝1) ⋯ 𝐽(𝑎𝑍 , 𝑏𝑍 , 𝑝1)

⋮ ⋱ ⋮
𝐽(𝑎1, 𝑏1 , 𝑝𝑀) ⋯ 𝐽(𝑎𝑍 , 𝑏𝑍 , 𝑝𝑀)

                                        (4) 

Training data set targetmatrix 

𝑇 =  

 
 
 
 
 
𝑡1

𝑡2

⋮
⋮
𝑡𝑀 

 
 
 
 

                                                                                                                  (5) 

ELM is a regulation neural network. However, hidden layer mapping formed by both 

random hide nodes and its objective function is as follows: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒:  𝛼 r
τ1    +  C H𝛼 − T g

τ2                                                                                (6) 

      Where 𝜏1 > 0, 𝜏2 > 0 𝑎𝑛𝑑 𝑟, 𝑔 = 0,
1

2
, 1,2, …………… . ∞ 

We can use a different combination of 𝜏1, 𝜏2,𝑟, 𝑔, and find different results in various 

learning algorithms for regression, classification, compression, clustering, and, others. 

With ELM, computes the hidden layer output formula using training and classification.  

 

Input: Training set F= {a1, a2…….𝑎𝑀} with class variable  

Q = {Q1, Q2,………….QM}, representation of hidden connections Z and anonymous 

testing examples Fu = {d1, d2……………di} 

Training: 
 Assign the input weight {w1, w2,…………….𝑤𝑀} and G= {b1, b2………𝑏𝑀  }

T 

 Compute the hidden layer output formula H= f(w. F + G)
 

 Compute the output weight H
+
. Q.

 

Classification: 

 Compute hidden layer output formula of new instances Hu = f (w. Fu + G). 

 Find the class label of new examples of Fu: Qu = Hu. h. 

We solve the single hidden layer neural network and classify IoT data problems 

using the ELM algorithm at the cloud layer of the proposed framework. It provides 

efficient performance for handling the massive amount of data and easily analyzing the 

big data in IoT applications. 

4. Experimental Evaluation 

This section discusses the experimental evaluation part to evaluate the proposed 

framework's adequate performance with high accuracy and low latency. We employed 

the NSL-KDD dataset consisting of sample events associated with five big data analysis 

classes, as presented in Table 2. We used KDDTest+, KDDTest-21, and KDDTrain+ 

dataset and disposed of it in a real-time infrastructure. The details and results of our 

algorithm are described in the subsection, and significant data analysis methods with 

machine learning and IoT Applications shown in Table 3 [30]. 
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Table 2. Big Data Analysis Categories of IoT Applications. 

Real_Time Offline 
Database 

Level 

Manufacturing 

Level 
Large Level 

GreenPlum Skribe MongoDB Data Analysis Plan MapReduce 

HANA Kafka 
TB-Level 

Data 
Distributed File Scala 

Parallel Processing TumeTunnel 
 

TB-Level Data 
 

Memory Based Chukwa 
   

Evaluation Methodology 

Weka [31] tool is used to estimate the experimental analysis of our proposed framework 

for big data analysis. This tool is mainly used for data tunneling, evaluating the analysis 

model using various machine learning models. Every data occurrence in the dataset has 

41 input qualities, and these are categorized into four types: essential attributes, content 

attributes, traffic attributes, and host-based attributes. Traffic attributes are time-based, 

which are extracted from traffic by utilizing different types of windows. 10-fold cross-

validation technique, we can apply [31,32] across the assembled NSL-KDD dataset and 

use two classes normal and anomaly as shown in the confusion matrix Table 4. 10 equal 

size subsets data are offered with the help of a fold cross-validation approach. In this 

division, training use nine subset data, and testing use one data set.This process is 

returned but has one situation that 10 datasets hold as the testing set exactly one time. 

For ELM classifier, the sigmoidal formula is offered as a hidden outcome operation. We 

used 50 simulations for the ELM algorithm with some parameter numbers on training 

data. A big data analysis report is evaluated with a confusion matrix. We practiced a 

productive workstation with Processor E5-1620 v3 (30 MB, 3.70Ghz processor rate), 

and the bandwidth specifications have been promoted from 1GE-100 GE. 

Table 3. Big Data Analysis Methods and IoT Applications 

Methods  

Applications 
Classification Clustering 

Association 

Rule 
Prediction 

Time 

Series 

Proposed  

ELM 

Method 

Social 

Networking 
- √ - √ √ √ 

Bioinformatics - √ √ - - √ 
Healthcare - √ √ - - √ 
Transportation - √ √ - - √ 
Market Analysis - √ √ √ - √ 
Disaster 

Management 
- - - √ √ √ 

Speech 

Recognition 
√ - - - √ √ 

e-governance √ √ √ - √ √ 
Industry 

Management 
√ √ √ - - √ 

Human Genetic - √ - - - √ 
Medical Imagine √ √ - - √ √ 
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Table 4. Confusion Matrix [33] 

Actual   Classified     

    Normal   Anomaly 

Normal 
 

𝑇𝑝  
 

𝐹𝑛  

Anomaly   𝐹𝑝    𝑇𝑛  

Where, 𝑇𝑝 is quantity of the normal profiles correctly classified as normal profiles as 

true positive, 

𝐹𝑝 is number of anomaly profiles incorrectly classified as normally once as false-

positive,  

𝐹𝑛 is indicates the quantity of normally profiles incorrectly classified as anomaly once 

as false-negative, 

𝑇𝑛 is the number of anomaly profiles correctly classified as anomaly once as true 

negative. 

Confusion matrix, which is used for evaluating the performance of the proposed 

framework for big data analysis and used the accuracy, false positive rate, precision, 

recall, F-measure, MCC, and AUC formulas or equation from 7 to 12 [33].   

a) Accuracy (True Positive Rate_ACC): 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝐹𝑛 +𝑇𝑛+𝐹𝑝
                                                                   (7) 

 

b) False Positive Rate (FPR):  

𝐹𝑃𝑅 =
𝐹𝑛+𝐹𝑝

𝑇𝑝+𝐹𝑛 +𝑇𝑛+𝐹𝑝 
                                                                             (8) 

 

c) Precision:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑝

𝑇𝑝+ 𝐹𝑝
                                                                                 (9) 

 

d) Recall (Detection_Rate):  

𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑅𝑎𝑡𝑒 =
𝑇𝑝

𝑇𝑝+ 𝐹𝑛
                                                                       (10) 

e) F-Measure:  

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛  𝑅𝑎𝑡𝑒

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛  𝑅𝑎𝑡𝑒
                                       (11) 

 

f) MCC (Mathew Correction Coefficient): 

𝑀𝐶𝐶 =
𝑇𝑝∗𝑇𝑛−𝐹𝑝∗𝐹𝑛

  𝑇𝑝+𝐹𝑛  𝑇𝑝+𝐹𝑝  𝑇𝑛+𝐹𝑝  𝑇𝑛+𝐹𝑛 
                                            (12) 

 

  g) The area under the receiver operation curve (AUC) shows the true and false 

positive sample rate.   

4.1. Proposed Framework Evaluation 

This subsection shows of our framework's evaluation. We applied KDDTest+ and 

KDDTest-21 datasets and following different machine learning classifiers: Naive Bayes 
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(NB) [34, 35], Logistic Regression (LR) [36, 37], Jrip (JR) [38], J48 Decision Tree 

(J48) [39], LMT Decision Tree (LMT), Random Forest (RF), Support Vector Machine 

(SMO) [40-42], K-Nearest Neighbors (IBK) [43, 44]. All classifier machine learning 

methods are notified in Table 5. We used the classification method with the ELM 

algorithm for classification, K-means algorithm for scaling, and PCA algorithm for 

feature extraction (proposed in subsection 3.2). The 10-fold cross-validation methods 

displayed accuracy, FPR, precision, detection rate, F-measure, and others over the NSL-

KDD dataset With the NSL-KDD data set, we trained 8 different machine learning 

classifiers in section 4, then utilized 10-fold cross-validation methods to estimate the 

results. Fig. 3 and Fig. 5 summarize all classifiers' performance results regarding 

standard evaluation standards as beforehand reported. 

According to Fig. 3 and Fig. 4 for the KDDTest+, KDDTest-21 dataset, all machine 

learning classifiers have a perfect classification capability to execute. According to the 

proposed framework's performance on the KDDTest+ dataset, it observed accuracy, 

FPR, precision value, F-measure is the highest of NB classifier compared to others.NB 

algorithm has the accuracy 98.8% of the proposed framework on the KDDTest+ dataset 

and 97.8% on the KDDTest-21 dataset. The latency time is 0.01 sec of the K-Nearest 

Neighbors algorithm of the KDDTest+ dataset's proposed framework. It is smaller than 

other; 0.08 sec is the NB algorithm's latency time of the proposed framework on the 

KDDTest-21 dataset.  

There is a slightly different of around 0.1 in detection_rate for the classifier NB, J48, 

and LMT. Furthermore, the RF and NB classifier obtained a similar value of MCC and 

AUC. Time taken time for making the model is less for IBK classifier compares to 

others. According to the proposed framework's performance on the KDDTest-21 

dataset, the NB classifier's accuracy is similar to RF classifier and FPR, precision, 

detection_rate, F-measure, and MCC value is highest of NB classifier compares than 

others. Time taken time for making the model is less for the NB classifier compares to 

others. FPR, Precision, detection_rate, F-Measure and MCC value of NB algorithm for 

proposed framework on KDDTest+ dataset is 15.8%, 98.6%, 98.5%, 98.7%, and 97.4%, 

it is also greater than another algorithm. Similarly, FPR, Precision, detection_rate, F-

Measure, and MCC value of the NB algorithm for the proposed framework on 

KDDTest+ dataset are 31.5%, 95.6%, 94.0%, 93.9%, and 92.7%; it is also greater than 

another algorithm.  
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Fig. 3. Proposed framework’s evaluation performance on KDDTest+. 

 

 

Fig. 4. Proposed framework’s evaluation performance on KDDTest-21. 

Table 5. Proposed framework’s execution for Several IoT applications 

Application 

Evaluation 

measure 
    

Dataset Accuracy (%) Latency(sec) 

Attack Detection 
KDDTest+ 86.53 0.011 

KDDTest-21 75.77 0.013 

Object Detection 
MNIST 84.2 0.057 

MS-COCO 78.32   0.048 
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The performance of the proposed framework of IoT applications, such as attack 

detection and object detection, is shown in Table 5. Attack detection evaluated on 

KDDTest+ and KDDTest-21 data set. Accuracy is 86.53% on KDDTest+ and 75.77% 

on KDDTest-21 data set. Latency time is 0.011sec on KDDTest+ dataset and 0.013sec 

on KDDTest-21 data set. Object detection was evaluated on MNIST and MS-COCO 

datasets. Accuracy is 84.2% on MNIST and 78.32% on the MS-COCO data set. Latency 

time is 0.057sec on the MNIST dataset and 0.048sec on the MS-COCO data set. 

Comparison with existing research is shown in Table 6 with methodology, security 

architecture, technology aspects, dataset labeling requirements, and conventional 

machine learning classifiers.      

Table 6. Comparison with existing research studies 

Research 

Work 
Year 

Security 

Architecture 

Technology 

Aspects 
Methodology 

Requiremen

t of dataset 

labeling 

Convention

al Machine 

Learning 

Classifier 

Li et al. [11] 2018 Centralized IoT 

The offloading approach with 

edge computing is used to 

optimize the performance of 

IoT applications 

High No 

Peng Li et al. 

[12] 
2018 

Cluster-based 

architecture 
IoT 

A deep convolutional 

computational model for big 

data features learning using 

tensor representation model 

High Yes 

Chhowa et al. 

[13] 
2019 Centralized IoT 

Deep Machine learning for big 

data analysis Low No 

Mishra et al. 

[14] 
2015 Centralized IoT 

Cognitive Oriented IoT big 

data framework Low Yes 

Zhang et al. 

[15] 
2018 

Centralized 

with BGV 

encryption 

IoT 

Double projection deep 

computational model for 

bigdata feature learning 
High Yes 

Hosseini et al. 

[16] 
2016 Centralized 

Epileptic 

Seizure 

Prediction 

Deep learning with cloud for 

Epileptic Seizure Prediction Low No 

Vinay et al. 

[17] 
2015 Centralized 

Social 

Network 

For face identification, a 

cloud-based big data analytics 

framework is used 
Low Yes 

Ying et al. [18] 2017 Centralized Smart City 

Deep reinforcement learning 

approach with SDN and 

mobile edge computing 
High No 

Liangzhi Li et 

al. [8] 
2018 Centralized IoT 

Distributed deep model for 

mobile crowdsensing High Yes 

Singh et al. [39] 2020 Distributed Smart City 

Provide IoT oriented 

infrastructure for the smart 

city based on deep learning 

and blockchain 

Medium No 

Proposed work 2020 Distributed 

Next 

Generation 

Web in IoT 

Machine learning-based 

distributed big data analysis 

framework for Next 

Generation Web in IoT 

Less No 

However, the proposed work encourages a distributed framework for big data 

analysis. It is suitable for advanced applications. It needs less labeled data to promote 

big data interpretation with precision and time detection in advanced applications. It 

provides higher execution over another significant data analysis time detection, and 

accuracy. Table 3 shows big data analysis methods and IoT applications via machine 

learning methods such as classification, clustering, association rule, prediction, and time 

series [45-47]. Proposed ELM methods are used in maximum IoT applications such as 

social networking, bioinformatics, smart energy, smart home, e-government, and others 
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compare to other machine learning methods [48-52]. ELM based framework on the 

cloud layer provides excellent performance at a high data rate.    

5. Conclusion 

This paper proposed a machine learning-based distributed big data analysis framework 

for Next Generation Web in IoT. It relies on the edge layer with feature extraction and 

scaling and cloud layer with the ELM algorithm to facilitate real-time big data analysis 

and classification in IoT. The PCA algorithm used for feature extraction, the K-means 

algorithm for scaling, and the ELM algorithm for classification. Analysis of big IoT 

data and provides a distributive capability wherein extract, scale, and classified IoT data 

features at the edge layer and improved data fulfillment. Furthermore, the recommended 

approaches solve big data analysis issues by combining the feature extraction and 

scaling algorithms. The experimental evaluation on the KDDTest+ and KDDTest-21 

dataset determines that the framework realized excellent performance 0.06sec time 

taken for making the model, 98.8% accuracy rate for KDDTest+ dataset, and 0.08sec 

time taken for making the model, 97.8% accuracy rate for the KDDTest-21 dataset. 

Comparing the proposed machine learning-based big data analysis framework approach 

with the conventional machine learning classifier shows that it can manage label data 

issues and attain better appearance to the other classifier. The ELM-based method was 

used in the cloud layer and improved the proposed framework's performance and big 

data analysis issues easily using a distributed cloud. Finally, we compare the proposed 

framework with existing research according to methodology, security architecture, 

technology aspects, dataset labeling requirements, and conventional machine learning 

classifiers. 

We have two ways according to our proposed framework for the future. First, we 

expect to explore other improvements in our frameworks' advanced applications, such 

as using machine learning models to eradicate manual feature extraction and scaling for 

big data analysis. Second, we intend to construct our NSL-KDD dataset to developing a 

common framework across big data analysis. 

 

 
Acknowledgment. This study was supported by the Research Program funded by the SeoulTech 

(Seoul National University of Science and Technology). 

References 

1. Zantalis, F., Koulouras, G., Karabetsos, S., Kandris, D.: A Review of Machine Learning and 

IoT in Smart Transportation. Future Internet, Vol. 11, No. 4, 94. (2019) 

2. Keenan, M: The Future of Data with the Rise of the IoT. [Online]. 

Available:https://www.rfidjournal.com/articles/view?17954(Accessed in October 2018)   

3. Verma, A.: Internet of Things and Big Data- Better Together. [Online]. Available: 

https://www.whizlabs.com/blog/iot-and-big-data/ (Accessed on August 2018) 

4. Li, Y., Gao, H., Xu, Y.: Special Section on Big Data and Service Computing. Intelligent 

Automation and Soft Computing, Vol. 25, No. 3, 511-512. (2019) 

https://www.rfidjournal.com/articles/view?17954
https://www.whizlabs.com/blog/iot-and-big-data/


 Machine Learning Based Distributed Big Data...           615 

5. Zhang, Y., Wang, Y. G., Bai, Y. P., Li, Y. Z., Lv, Z. Y., Ding, H. W.: A New Rockburst 

Experiment Data Compression Storage Algorithm Based on Big Data Technology. 

Intelligent Automation and Soft Computing, Vol. 25, No. 3, 561-572.(2019) 

6. Liu, M., Cheng, L., Qian, K., Wang, J., Liu, Y.: Indoor acoustic localization: a survey. 

Human-centric Computing and Information Sciences, Vol. 10, No. 1, 2. (2020) 

7. Singh, S.K., Rathore, S., Park, J. H.: BlockIoTIntelligence: A Blockchain-enabled Intelligent 

IoT Architecture with Artificial Intelligence, Future Generation Computer Systems, Vol. 

110, 721-743. (2019) 

8. Abeshu, A., &Chilamkurti, N.: Deep learning: the frontier for distributed attack detection in 

fog-to-things computing. IEEE Communications Magazine, Vol. 56, No. 2, 169-175. (2018) 

9. Park, J. H., Salim, M. M., Jo, J. H., Sicato, J. C. S., Rathore, S., & Park, J. H.:  CIoT-Net: a 

scalable cognitive IoT based smart city network architecture. Human-centric Computing and 

Information Sciences, Vol. 9, No.1, 29. (2019) 

10. Singh, S. K., Salim, M.M., Cha, J., Pan, Y., Park, J. H.: Machine Learning-Based Network 

Sub-Slicing Framework in a Sustainable 5G Environment. Sustainability, Vol. 12, 6250. 

(2020)  

11. Li, L., Ota, K., Dong, M.:  Human in the Loop: Distributed Deep Model for Mobile 

Crowdsensing. IEEE Internet of Things Journal, Vol. 5, No. 6, 4957-4964. (2018) 

12. Mohammadi, M., Al-Fuqaha, A., Sorour, S., Guizani, M.: Deep learning for IoT big data and 

streaming analytics: A survey. IEEE Communications Surveys & Tutorials, Vol. 20, No.4, 

2923-2960. (2018) 

13. Hu, L., Ni, Q.: IoT-driven automated object detection algorithm for urban surveillance 

systems in smart cities. IEEE Internet of Things Journal, Vol. 5, No. 2, 747-754. (2017) 

14. Li, H., Ota, K., & Dong, M.: Learning IoT in edge: Deep learning for the Internet of Things 

with edge computing. IEEE Network, Vol. 32, No. 1, 96-101. (2018) 

15. Li, P., Chen, Z., Yang, L. T., Zhang, Q., Deen, M. J.: Deep convolutional computation model 

for feature learning on big data in Internet of Things. IEEE Transactions on Industrial 

Informatics, Vol. 14, No. 2, 790-798. (2017) 

16. Chhowa, T. T., Rahman, M. A., Paul, A. K., Ahmmed, R.: A Narrative Analysis on Deep 

Learning in IoT based Medical Big Data Analysis with Future Perspectives. In 2019 

International Conference on Electrical, Computer and Communication Engineering 

(ECCE) 1-6. (2019) 

17. Mishra, N., Lin, C. C., Chang, H. T.: A cognitive adopted framework for IoT big-data 

management and knowledge discovery perspective. International Journal of Distributed 

Sensor Networks, Vol. 11, No. 10, 718390. (2015). 

18. Zhang, Q., Yang, L. T., Chen, Z., Li, P., Deen, M. J.: Privacy-preserving double-projection 

deep computation model with crowdsourcing on cloud for big data feature learning. IEEE 

Internet of Things Journal, Vol. 5, No. 4, 2896-2903. (2017) 

19. Hossain, B., Morooka, T., Okuno, M., Nii, M., Yoshiya, S. and Kobashi, S.: Surgical 

Outcome Prediction in Total Knee Arthroplasty using Machine Learning. Intelligent 

Automation and Soft Computing, Vol. 25, No. 1, 105-115. (2019) 

20. Vinay, A., Shekhar, V. S., Rituparna, J., Aggrawal, T., Murthy, K. B., & Natarajan, S.: 

Cloud-based big data analytics framework for face recognition in social networks using 

machine learning. Procedia Computer Science, Vol. 50, 623-630. (2015) 

21. He, Y., Yu, F. R., Zhao, N., Leung, V. C., Yin, H.: Software-defined networks with mobile 

edge computing and caching for smart cities: A big data deep reinforcement learning 

approach. IEEE Communications Magazine, Vol. 55, No. 12, 31-37. (2017) 

22. Liu, C., Cao, Y., Luo, Y., Chen, G., Vokkarane, V., Yunsheng, M., Hou, P.: A new deep 

learning-based food recognition system for dietary assessment on an edge computing service 

infrastructure. IEEE Transactions on Services Computing, Vol. 11, No. 2, 249-261. (2017) 

23. Jeong, Y. S., Park, J. H.: Advanced Big Data Analysis, Artificial Intelligence & 

Communication Systems. Journal of Information Processing Systems, Vol. 15, No. 1. (2019) 



616           Sushil Kumar Singh et al. 

24. Mahdavinejad, M. S., Rezvan, M., Barekatain, M., Adibi, P., Barnaghi, P., Sheth, A. P.: 

Machine learning for Internet of Things data analysis: A survey. Digital Communications 

and Networks, Vol. 4, No. 3, 161-175. (2018) 

25. Tang, Z., Liu, K., Xiao, J., Yang, L., Xiao, Z.: A parallel k‐means clustering algorithm based 

on redundance elimination and extreme points optimization employing 

MapReduce. Concurrency and Computation: Practice and Experience, 29(20), e4109. (2017) 

26. Sun, W., Du, H., Nie, S., He, X.: Traffic Sign Recognition Method Integrating Multi-Layer 

Features and Kernel Extreme Learning Machine Classifier, Computers, Materials & 

Continua, Vol. 60, No. 1, 47-161. (2019) 

27. Cao, J., & Lin, Z.:  Extreme learning machines on high dimensional and large data 

applications: a survey. Mathematical Problems in Engineering, (2015). 

https://doi.org/10.1155/2015/103796 

28. Duan, M., Li, K., Liao, X., Li, K.: A parallel multiclassification algorithm for big data using 

an extreme learning machine. IEEE transactions on neural networks and learning 

systems, Vol. 29, No. 6, 2337-2351. (2017) 

29. Akusok, A., Björk, K. M., Miche, Y., Lendasse, A.: High-performance extreme learning 

machines: a complete toolbox for big data applications. IEEE Access, Vol 3, 1011-1025. 

(2015) 

30. Marjani, M., Nasaruddin, F., Gani, A., Karim, A., Hashem, I. A. T., Siddiqa, A., Yaqoob, I.: 

Big IoT data analytics: architecture, opportunities, and open research challenges. IEEE 

Access, Vol. 5, 5247-5261. (2017) 

31. Rathore, S., Loia, V., & Park, J. H.: SpamSpotter: An efficient spammer detection 

framework based on an intelligent decision support system on Facebook. Applied Soft 

Computing, Vol. 67, 920-932. (2018) 

32. Luo, M., Wang, K., Cai, Z., Liu, A., Li, Y., Cheang, C.F.: Using Imbalanced Triangle 

Synthetic Data for Machine Learning Anomaly Detection, Computers, Materials & 

Continua, Vol. 58, No. 1, 15-26, (2019) 

33. Rathore, S., Park, J. H.: Semi-supervised learning based distributed attack detection 

framework for IoT. Applied Soft Computing, Vol. 72, 79-89. (2018) 

34. Zhuang, X., Zhou, S.: The Prediction of Self-Healing Capacity of Bacteria-Based Concrete 

Using Machine Learning Approaches, Computers, Materials & Continua, Vol. 59, No. 1, 57-

77. (2019) 

35. Ma, T., Pang, S., Zhang, W., Hao, S.: Virtual Machine Based on Genetic Algorithm Used in 

Time and Power Oriented Cloud Computing Task Scheduling. Intelligent Automation and 

Soft Computing, Vol. 25, No. 3, 605-613. (2019) 

36. Lin, J., Yin, J., Cai, Z., Liu, Q., Li, K., Leung, V.: A secure and practical mechanism of 

outsourcing extreme learning machine in cloud computing. IEEE Intelligent Systems, Vol. 

28, No. 6, 35-38. (2013) 

37. Peng, F., Zhou, D. L., Long, M., Sun, X. M.: Discrimination of natural images and 

computer-generated graphics based on multi-fractal and regression analysis. AEU-

International Journal of Electronics and Communications, Vol. 71, 72-81. (2017) 

38. Chernick, M. R., Murthy, V. K., &Nealy, C. D.: Application of bootstrap and other 

resampling techniques: Evaluation of classifier performance. Pattern Recognition 

Letters, Vol. 3, No. 3, 167-178. (1985) 

39. Singh, S. K., Jeong, Y. S., & Park, J. H.: A Deep Learning-based IoT-oriented Infrastructure 

for Secure Smart City. Sustainable Cities and Society, Vol. 60, 102252. (2020) 

40. Kuang, F., Zhang, S., Jin, Z., & Xu, W. A novel SVM by combining kernel principal 

component analysis and improved chaotic particle swarm optimization for intrusion 

detection. Soft Computing, Vol. 19, No. 5, 1187-1199. (2015) 

41. Duan, L., Han, D., & Tian, Q.: Design of intrusion detection system based on improved 

ABC_elite and BP neural networks. Computer Science and Information Systems, Vol. 16, 

No. 3, 773-795. (2019) 



 Machine Learning Based Distributed Big Data...           617 

42. Zhang, L. B., Peng, F., Qin, L., & Long, M.: Face spoofing detection based on color texture 

Markov feature and support vector machine recursive feature elimination. Journal of Visual 

Communication and Image Representation, Vol. 51, 56-69. (2018) 

43. Tanwar, S., Tyagi, S., Kumar, S.: The role of internet of things and smart grid for the 

development of a smart city. In Intelligent Communication and Computational Technologies 

23-33. (2018) 

44. Qi, E., Deng, M.: R&D investment enhance the financial performance of company driven by 

big data computing and analysis. Computer Systems Science and Engineering, Vol. 34, No. 

4, 237-248. (2019) 

45. Kumari, A., Tanwar, S., Tyagi, S., Kumar, N., Parizi, R. M., & Choo, K. K. R.: Fog data 

analytics: A taxonomy and process model. Journal of Network and Computer Applications, 

Vol. 128, 90-104. (2019). 

46. Wang, T., Wen, L., Zhou, Y., & Zhang, J.: A energy balanced routing scheme in wireless 

sensor networks based on non-uniform layered clustering. International Journal of Sensor 

Networks, Vol. 27, No. 4, 239-249. (2018) 

47. Oh, B.D., Song, H.J., Kim, J.D., Park, C.Y., Kim, Y.S.: Predicting Concentration of PM10 

Using Optimal Parameters of Deep Neural Network. Intelligent Automation and Soft 

Computing, Vol. 25, No. 2, 343-350. (2019) 

48. Azzaoui, A. E., Singh, S. K., Pan, Y., & Park, J. H.: Block5GIntell: Blockchain for AI-

Enabled 5G Networks. IEEE Access. (2020) https://doi.org/10.1109/ACCESS.2020.3014356 

49. Yang, H., Yi, J., Zhao, J., Dong, Z.: Extreme learning machine based genetic algorithm and 

its application in power system economic dispatch. Neurocomputing, Vol. 102, 154-162. 

(2013) 

50. Cha, J., Singh, S.K., Pan, Y., Park, J. H.: Blockchain-Based Cyber Threat Intelligence 

System Architecture for Sustainable Computing. Sustainability, Vol. 12, 6401. (2020) 

51. Sicato, J. C. S., Singh, S. K., Rathore, S., Park, J. H.: A Comprehensive Analyses of 

Intrusion Detection System for IoT Environment. Journal of Information Processing 

Systems, Vol. 16, No. 4, 975-990, 2020. (2020) 

52. Zhang, T., Hou, M., Zhou, T., Liu, Z., Cheng, W., & Cheng, Y.: Land-use classification via 

ensemble dropout information discriminative extreme learning machine based on deep 

convolution feature. Computer Science and Information Systems, Vol. 1, No. 00, 10-10. 

(2020) 

 

 

 

Sushil Kumar Singh received his M.Tech. Degree in Computer Science and 

Engineering from Uttarakhand Technical University, Dehradun, India. Currently, he is 

pursuing his Ph.D. degree under the supervision of Prof. Jong Hyuk Park at the 

Ubiquitous Computing Security (UCS) Laboratory, Seoul National University of 

Science and Technology, Seoul, South Korea.His current research interests include 

Blockchain, Artificial Intelligence, Big Data, and the Internet of Things. 

 

Jeonghun Cha received the B.S. degree in computer science from DongyangMirae 

University, Seoul, South Korea. He is currently pursuing the master’s degree in 

computer science and engineering with the Ubiquitous Computing Security (UCS) 

Laboratory, Seoul National University of Science and Technology, Seoul, South Korea, 

under the supervision of Prof. Jong Hyuk Park. His current research interests include 

Information security, Cyber Threat Intelligence, and Internet-of-Things (IoT) security. 

 

Tae Woo Kim received the B.S. degree in computer science from Kumoh National 

Institute of Technology, Gumi, South Korea. He is currently pursuing the master’s 

degree in computer science and engineering with the Ubiquitous Computing Security 



618           Sushil Kumar Singh et al. 

(UCS) Laboratory, Seoul National University of Science and Technology, Seoul, South 

Korea, under the supervision of Prof. Jong Hyuk Park. His current research interests 

include Cloud security, Software Defined Network, and Internet-of-Things (IoT) 

security. 

 

Dr. Jong Hyuk Park received Ph.D. degrees in Korea University, Korea and Waseda 

University, Japan. He is now a professor at the Department of Computer Science and 

Engineering, Seoul National University of Science and Technology, Korea. Dr. Park has 

published about 300 research papers in international journals and conferences. He is 

editor-in-chief of Human-centric Computing and Information Sciences (HCIS) by 

Springer, The Journal of Information Processing Systems (JIPS) by KIPS. His research 

interests include IoT, Information Security, Smart City, Blockchain, etc. Contact him at 

jhpark1@seoultech.ac.kr. 

 

Received: March 30, 2020; Accepted: January 19, 2021. 
 



 

 

 

 

 
CIP – Каталогизација у публикацији 

Народна библиотека Србије, Београд 

 

004 

 

COMPUTER Science and Information 

Systems : the International journal  / 

Editor-in-Chief Mirjana Ivanović. – Vol. 18,  

No 2 (2021) -        .   – Novi Sad (Trg D. Obradovića 3):  

ComSIS Consortium, 2021 - (Belgrade 

: Sigra star).  –30 cm 

 

Polugodišnje. – Tekst na engleskom jeziku 

 

ISSN 1820-0214 (Print) 2406-1018 (Online) = Computer 

Science and Information Systems 

COBISS.SR-ID 112261644 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Cover design: V. Štavljanin 

Printed by: Sigra star, Belgrade 


	Korice Vol 18 No 2
	002 - Unutrasnja korica 2021
	_ComSIS_18_2_naslov_sadrzaj
	ComSIS-SI_ESNG-Web_preface
	A_3FINAL_ComSIS-Final_#10761Fin_V2
	Blank Page

	B_ComSISExample_#10856_V2
	C_ComSISExample2_#10880Final_V2
	Blank Page

	D_ComSISExample2_10890_final
	E_ComSISExample2_10893_final_V2
	Blank Page

	F_ComSISExample2_11068Final2_V2
	Blank Page

	G_ComSISExample2_11074Final
	H_ComSISExample2_11187_final
	I_ComSISExample2_11221_V2
	Blank Page

	J_ComSISExample2_11306Final
	K_ComSISExample2_11330_FINAL_V2
	Blank Page

	L_ComSISExample2_11516Final2
	_ComSIS_18_2_poslednja_strana

