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Editorial

Mirjana Ivanović1, Miloš Radovanović1, and Vladimir Kurbalija1

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia

{mira,radacha,kurba}@dmi.uns.ac.rs

This first ComSIS issue of Volume 19 for 2022 contains 14 regular articles and 7 ar-
ticles in the special section “Applications of Intelligent Systems.” Published papers cover
a wide range of attractive contemporary topics, and we believe that readers will enjoy
reading and sharing them among their colleagues. We are thankful for the hard work and
diligence of all our authors and reviewers, without whom the current issue, and journal
publication in general, would not be possible.

The first regular article, “Teaching Computational Thinking in Primary Schools: World-
wide Trends and Teachers’ Attitudes” by Valentina Dagienė et al. begins this issue by ex-
amining worldwide tendencies in teaching computational thinking in primary education.
A comprehensive survey and case study was performed to identify the level of teacher
understanding of the subject and its integration approach in class activities, the results
of which can be useful to primary school educators, educational initiatives, government
authorities, policy makers, as well as e-learning system and content developers.

The second article, “Link Quality Estimation Based on Over-Sampling and Weighted
Random Forest” by Linlan Liuet al. proposes a link quality estimation method which
combines the K-means synthetic minority over-sampling technique (K-means SMOTE)
and weighted random forest in order to address the problem of wireless link sample im-
balance. Experimental results show that the proposed link quality estimation method has
better performance with samples processed by K-means SMOTE, outperforming naive
Bayesian, logistic regression and K-nearest Neighbor estimation methods.

In “Comparative Analysis of HAR Datasets Using Classification Algorithms, ” Suvra
Nayak et al. perform an experimental analysis on two publicly available human activity
recognition (HAR) data sets using several classifiers: support vector machines, random
forest and logistic regression. All algorithms perform very well on the given problems,
with random forest notably outperforming the others on one of the data sets.

Maria Gorbunova et al., in their article “Distributed Ledger Technology: State-of-the-
Art and Current Challenges” provide an exhaustive topical review of the state-of-the-art of
distributed ledger technology applicability in various sectors, outlining the importance of
the practical integration of technology-related challenges, as well as potential solutions.

“Entropy-based Network Traffic Anomaly Classification Method Resilient to Decep-
tion” authored by Juma A. Ibrahim and Slavko Gajin addresses the weakness of gen-
eral entropy-based anomaly detection related to its susceptibility to deception by adding
spoofed data that camouflage the anomaly. The article proposes two approaches focusing
on, respectively, protection mechanism against entropy deception based on the analysis
of changes in different entropy types, and extending the existing entropy-based anomaly
detection approach with anomaly classification.

Davor Sutic and Ervin Varga, in “Scaling Industrial Applications for the Big Data Era”
tackle the problems of power flow and island detection in power networks, and general
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graph sparsification, focusing on scalability to large data sets. The authors introduce open
source and distributed solutions involving algorithms for solving systems of linear equa-
tions, graph connectivity and matrix multiplication, and spectral sparsification of graphs,
all featured in a released toolkit.

The article “A Graph-based Feature Selection Method for Learning to Rank Using
Spectral Clustering for Redundancy Minimization and Biased PageRank for Relevance
Analysis” by Jen-Yuan Yeh and Cheng-Jung Tsai addresses the feature selection problem
in learning to rank (LTR). The proposed approach consists of four steps: (1) using rank-
ing information to construct an undirected feature similarity graph; (2) applying spectral
clustering to cluster the features; (3) utilizing biased PageRank to assign a relevance score
with respect to the ranking problem to each feature; and (4) applying optimization to se-
lect features from each cluster.

“Deep RNN-Based Network Traffic Classification Scheme in Edge Computing Sys-
tem” by Kwihoon Kim et al. proposes a deep recurrent neural network based traffic classi-
fication scheme (deep RNN-TCS) for classifying applications from traffic patterns in a hy-
brid edge computing and cloud computing architecture, performing training on the cloud
server and classification at the edge nodes. Extensive simulation-based experiments, show
that the proposed approach achieves a notable improvement in accuracy while operating
several orders of magnitude faster compared to the conventional scheme.

In “Building of Online Evaluation System Based on Socket Protocol, ”Peng Jiang et
al. describe the process of developing and online evaluation system for educational insti-
tutions based on the socket protocol, involving function design of students and teachers,
data flow design, evaluation difficulty grading design, and system implementation. In ad-
dition, the article presents a method for difficulty classification of the evaluation, and of
the test questions, laying the foundation for carrying out personalized testing and evalua-
tion.

Miroslav Štampar and Krešimir Fertalj, in “Applied Machine Learning in Recognition
of DGA Domain Names” address the problem of recognizing domain names generated
by domain generation algorithms (DGAs) using machine learning algorithms. The authors
engineered a robust feature set, and accordingly trained and evaluated 14 machine learning
(ML), 9 deep learning (DL), and two comparative models on two independent data sets.
Results show that if ML features are properly engineered, there is a marginal difference
in overall score between top ML and DL representatives, which achieve performance
comparable to the state-of-the-art.

“Semantic Web Based Platform for Harmonization of Teacher Education Curricula”
by Milinko Mandić describes a semi-automatic software platform for harmonization of in-
formatics curricula at all levels of education, involving ontology matching, as well as map-
ping informatics curricula to ontological models. Comparison of the informatics teacher
education curriculum from the Republic of Serbia with the reference ACM K12 model,
indicates that it is necessary to consider the improvement of teacher education curriculum,
and application of new matching techniques.

Zorica Srd̄ević et al. in “How MCDM Method and the Number of Comparisons Influ-
ence the Priority Vector” tackle the issue in multi-criteria decision making of determining
the number of requited judgments a decision-maker/analyst needs to perform. The arti-
cle presents a comparison of the results obtained by standard analytic hierarchy process
(AHP), limited AHP and best-worst method (BWM) if the number of criteria is 6, 7, and 8.
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The examples show that BWM’s results are comparable with the results if standard AHP
is used, while the limited version of AHP is generally inferior to the other two methods.

The article “Explainable Information Retrieval using Deep Learning for Medical Im-
ages” by Apoorva Singh et al. proposes an efficient deep learning model for image classi-
fication which tackles the following problems: (1) numerous image features; (2) complex
distribution of shapes, colors and textures; (3) imbalance data ratio of underlying classes;
(4) movements of the camera, objects; and (5) variations in luminance for site capture.
Experimental evaluation on a real-world streaming data set demonstrates comparatively
better performance than traditional methods.

The final regular article “RICNN: A ResNet&Inception Convolutional Neural Net-
work for Intrusion Detection of Abnormal Traffic” authored by Benhui Xia et al. proposes
a ResNet and inception-based convolutional neural network (RICNN) model for abnor-
mal traffic classification. Experimental results on the show that RICNN not only achieves
superior overall accuracy compared to a variety of CNN and RNN models, but also has a
high detection rate across different categories, especially for small samples.
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Guest Editorial – Applications of intelligent systems

Amelia Badica1, Costin Badica1, Vladimir Kurbalija2, Ladjel Bellatreche3, and Mirjana
Ivanović2

1 University of Craiova, Romania
2 University of Novi Sad, Serbia

3 National Engineering School for Mechanics and Aerotechnics, France

This special section includes extended versions of selected papers from the Inter-
national Conference on INnovations in Intelligent SysTems and Applications (INISTA
2020) held on August 24-26, 2020, in Novi Sad, Serbia and online due to the Covid-19
pandemic (hybrid approach). There were 51 accepted papers in the conference, and 7
of them was selected for this special issue. All of these papers were carefully revised,
extended, improved, and judged acceptable for publication in this special section. Each
paper has undergone a review process of two rounds; also, it has been reviewed by two ref-
erees at least. The aim of this special issue is to present some new directions and research
results in the area of intelligent systems.

The first paper ”Hyper-parameter Optimization of Convolutional Neural Networks for
Classifying COVID-19 X-ray Images” by Grega Vrbančič, Špela Pečnik and Vili Podgor-
elec presented an approach to transfer learning based classification method for detecting
COVID-19 from X-ray images. The authors employed different optimization algorithms
for solving the task of hyper-parameter settings. This approach achieved overall accuracy
of 84.44% on a dataset of 1446 X-ray images, which outperformed both conventional
CNN method as well as the compared baseline transfer learning method. The authors
also conducted a qualitative in-depth analysis and gain some in-depth view of COVID-19
characteristics and the predictive model perception.

The second paper ”A Fast Non-dominated Sorting Multi-objective Symbiotic Organ-
ism Search Algorithm for Energy Efficient Locomotion of Snake Robot” by Yesim Aysel
Baysal and Ismail Hakki Altas deals with energy efficient locomotion of a wheel-less
snake robot. The optimum parameters for the energy efficient locomotion of the snake
robot are obtained with two different multi-objective algorithms based on symbiotic or-
ganism search algorithm. These parameters are tuned considering both minimizing the
average power consumption and maximizing the forward velocity of the robot. The pa-
per also investigates the energy efficient locomotion of the snake robot under different
environment conditions.

The problem of employing gated architectures in Echo State Networks (ESNs) is ex-
plored in the paper ”On the effectiveness of Gated Echo State Networks for data ex-
hibiting long-term dependencies” by Daniele Di Sarli, Claudio Gallicchio and Alessio
Micheli. Gated architectures have contributed to the development of highly accurate ma-
chine learning models that can tackle long-term dependencies in the data, but with the
cost of highly demanding algorithms which require backpropagation through time. On
the other side, ESNs can produce models that can be trained efficiently thanks to the use
of fixed random parameters. However, these algorithms are not ideal for dealing with
data presenting long-term dependencies. The authors concluded that using pure reservoir
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computing methodologies is not sufficient for effective gating mechanisms, while instead
training even only the gates is highly effective in terms of predictive accuracy.

The fourth paper ”A Comparison of Deep Learning Algorithms on Image Data for De-
tecting Floodwater on Roadways” by Salih Sarp, Murat Kuzlu, Yanxiao Zhao, Mecit Cetin
and Ozgur Guler concentrates on object detection and segmentation algorithms. More pre-
cisely it investigates detection and segmentation of (partially) flooded roadways for the
purpose of vehicle routing and traffic management systems. This paper proposes an au-
tomatic floodwater detection and segmentation method utilizing the Mask Region-Based
Convolutional Neural Networks (Mask-R-CNN) and Generative Adversarial Networks
(GAN) algorithms. The results show that the proposed Mask-R-CNN-based floodwater
detection and segmentation outperform previous studies, whereas the GAN-based model
has a straightforward implementation compared to other models.

The fifth paper ”An Approach for Selecting Countermeasures against Harmful Infor-
mation based on Uncertainty Management” by Igor Kotenko, Igor Saenko, Igor Parashchuk
and Elena Doynikova explores the possibilities for the counteraction against the spread of
harmful information in the Internet. The paper considers models, algorithms and a com-
mon techniques based on an assessment of the semantic content of information objects
under conditions of uncertainty. An experimental evaluation has shown that it is possible
to eliminate uncertainties of any type and, thereby, to increase the efficiency of choosing
measures to counter harmful information.

The problem of using the consensus of collectives for solving problems is studied in
the paper ”An Effective Method for Determining Consensus in Large Collectives” by Dai
Tho Dang, Thanh Ngo Nguyen and Dosam Hwang. The rapid development of informa-
tion technology has facilitated the collection of distributed knowledge from autonomous
sources to find solutions to problems. However, due to rapid increment of collectives,
determining consensus for a large collective is very time-consuming and expensive oper-
ation. Therefore, this paper proposes a vertical partition method (VPM) to find consensus
in large collectives. The authors show, both theoretically and experimentally, that the com-
putational complexity of the VPM is lower than the basic consensus method.

The last paper in this special section ”Automatic Derivation of the Initial Conceptual
Database Model from a Set of Business Process Models” by Drazen Brdjanin, Aleksandar
Vukotic, Danijela Banjac, Goran Banjac and Slavko Maric presents a possibility of auto-
matically deriving the initial conceptual database model from a set of business process
models. The proposed approach proposes the incremental synthesis of the target model
by iteratively composing the partial conceptual database models that are derived from the
models contained in the source set. The experimental evaluation shows that the imple-
mented approach enables effective automatic derivation of the initial conceptual database
model.

We gratefully acknowledge all the hard work and enthusiasm of authors and reviewers,
without whom the special section would not have been possible.
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Abstract. Computational thinking (CT) as one of the 21st century skills enters 

early years education. This paper aims to study the worldwide tendencies of 

teaching CT through computing in primary education and primary school 

teachers’ understanding of CT. A survey of 52 countries has been performed and 

complemented by a qualitative study of 15 countries. In order to identify teachers’ 

understanding-level of CT and its integration approach in the class activities, a 

case study of 110 in-service teachers from 6 countries has been performed. The 

implications of the research results may be useful for primary school educators, 

educational initiatives, government authorities, policy makers, e-learning system 

and content developers dealing with support for teachers aiming to improve their 

CT professional development qualification. 

Keywords: informatics education; computational thinking development; early 

years’ education; 21st century skills; teacher professional development. 

1. Introduction 

In the 2000s, education policy makers of many countries started to bring computer 

science into school curricula as a response to demands of 21st century learning skills. 

Instead of the term “computer science” many countries especially in multilingual Europe 

use other names (e.g., computing or informatics) or enrich with technology-based 

components (e.g., digital fluency, digital competence). The terms “informatics”, 

“computing” and “computer science”, used in this paper, refer to more or less the same 

subject, that is, the entire discipline. 

In European countries it is common to use informatics or its similar translations. 

Several documents have declared a strong separation between informatics and digital 

literacy [9, 7], whereas other international initiatives, like DigComp, has included 
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elements of informatics (e.g., programming) into the digital competence area “Digital 

content creation” [16]. 

A decade ago the term “computational thinking” [33, 34] started to flourish in the 

United States, and Europe recognized the importance of an appropriate informatics 

education in schools. 

Computational thinking (CT) has been actively promoted in schools in an integrative 

way or as a part of informatics subject, as it addresses concepts and learning goals of 

informatics. We may notice that interest in teaching informatics in primary school has 

increased during the last decade [24]. As recommended for informatics education in the 

report by the Committee on European Computing Education, “All students must have 

access to ongoing education in informatics in the school system. Informatics teaching 

should preferably start in primary school…” [9, p. 3]. 

Recognizing the importance of introduction of CT in primary school, the path 

towards this goal has many challenges, e. g. curriculum design and implementation, in-

service and pre-service teacher training [23] due to novelty and possible misconceptions 

of CT, e.g. [18]. 

The aim of this paper is two-fold: to study worldwide informatics curriculum 

tendencies in primary education and determine primary school teachers’ understanding 

of CT. 

The main Research Questions we aim to answer via this study are:  

1. What are the latest tendencies in introducing informatics and computational 

thinking through informatics in primary education in various countries and what 

are the recommendations based on the experts' experiences? 

2. What is primary school teachers’ understanding (or their possible 

misconceptions) of computational thinking? 

In the next Section we discuss CT and existing practices of its implementation in 

primary school. In Section 3, we present research methodology. The results of 

quantitative and qualitative studies hold with experts, representing countries, and in-

service teachers are discussed in the Results section. Finally, we discuss limitations, 

provide conclusions, discussion and recommendations. 

2. Computational Thinking and Informatics in Primary 

Education 

Computational thinking became popular after Jeannette Wing published a paper 

declaring that “computational thinking represents a universally applicable attitude and 

skill set everyone, not just computer scientists, would be eager to learn and use” [33, p. 

33] and that the U.S. National Science Foundation included this idea in a funding call in 

2007. Despite S. Papert’s initiatives in computing education and publication of his 1980 

book “Mindstorms” [29], many educators and other people heard arguments about the 

value of informatics (computer science) in education for the first time. Seymour Papert 

coined the concept of “computational thinking” in “Mindstorms” and used it for 

teaching procedural thinking to children.  

Later J. Wing gave a more concrete definition, stating that CT involves solving 

problems, designing systems, and understanding human behavior, by drawing on the 
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concepts of CT [34]. It includes naturally a range of mental tools that reflect the breadth 

of the field of informatics. So computational thinking became a new wave in the 

movement to provide students with powerful tools for solving real world problems. The 

rapid growth of newcomers in this area led to considerable confusion about learning 

objectives and the essence of CT [13]. 

CT is a term applied to describe the increasing attention on students' knowledge 

development about designing computational solutions to problems, algorithmic thinking, 

and coding. Based on a systematic literature review the dimensions of CT are discussed 

and a three-stage model for developing computational thinking is proposed [28]. 

Peter J. Denning and Matti Tedre have in their book [14] portrayed CT in all aspects, 

its richness and deepness, and presented a long history of computing and connected to 

current practical challenges. “There has never been a consensus about what 

computational thinking “really” is. <...> We should embrace the lack of a fixed 

definition as a sign of the vitality of the field rather than our own failure to understand 

an eternal truth.” [14, p. 217].  

Many countries have brought informatics into secondary school curricula with the 

intention to teach students important skills that no other subject does (e.g. computing 

design, programming). Until the early 2000s informatics was part of the upper secondary 

school curriculum (grades 10–12). Teaching fundamental computational thinking skills 

such as computer modeling or programming is much harder than introducing pupils to 

text processing or other application tools. Because of the shortage of qualified teachers, 

teaching informatics was replaced by focusing more and more on application of 

information and communication technologies (ICT). This resulted in a heavy focus on 

using computers and tools instead of informatics concepts, as teachers were not used to 

or trained in the latter [4]. 

Several countries have included informatics as a part of digital literacy or information 

technologies curricula for secondary schools. For example, the Netherlands published 

the report “Digital Literacy in Secondary Education - Skills and Attitudes for the 21st 

Century” and included the elective informatics subject in the upper grades [20]. 

Furthermore, in that report, CT is considered to be an integral part of digital literacy. 

Lithuania renamed informatics as information technologies and developed new curricula 

for grades 5 to 12 in 2005 [10, 11]. 

Research on education in the early years has shown that it is important to encourage 

children to reflect upon the modern world around them and focus on real-world 

problems using various technologies [27]. Primary schools have recognized the 

importance of including elements of CT in their teaching and started to incorporate them 

in lessons [1]. However, there are difficulties with teacher training and professional 

development in the computing discipline. Extensive and detailed methodological 

support should be provided to ensure that the relevant competences would be achieved 

[32]. 

International organizations like Computer Science Teacher Association (CSTA), the 

British Computing at School (CAS), Australian Curriculum Assessment, and Reporting 

Authority (ACARA) developed frameworks for computational thinking education in 

schools starting from elementary or primary schools to upper secondary schools. The 

CAS introduced a new subject of computing that replaced information technology in UK 

schools [6]. Australia has developed a curriculum called Digital Technologies: this is a 

new national subject within the Technologies learning area since 2016 [2, 3]. The 
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subject is mandatory from kindergarten to year 8, with elective choice for pupils in year 

9 and 10. The digital technologies curriculum includes fundamental ideas from the 

academic disciplines of computer science, information systems and informatics. Media 

arts and online safety are integrated correspondingly into arts, health and physical 

education, while ICT is integrated across all subjects. CSTA developed detailed K-12 

Computer Science standards that delineate a core set of learning objectives designed to 

provide the foundation for a complete informatics curriculum and its implementation at 

schools [8]. These three curricula have been analyzed and notable insights have been 

provided [15]. One of the important conclusions is that introducing informatics at an 

early age can broaden the pupils’ perception of computing and create their interest in 

technological disciplines. The review of informatics education in Australia, England, 

Estonia, Finland, New Zealand, Norway, Poland, South Korea, and Sweden the US 

provide information on initiatives taking part in primary education [21, 22]. 

When introducing informatics in primary education, we face several challenges. Peter 

Hubwieser et al. [23] have concluded in their research on informatics education: 1) 

proper teacher education in substantial extent and depth seems to be one of the most 

critical factors for the success of rigorous informatics education on the one hand and 

also one of the hardest goals to achieve on the other; 2) there is a convergence towards 

computational thinking as a core idea of the K-12 curricula; 3) programming in one form 

or another, seems to be absolutely necessary to introduce to the students. So pre-service 

teacher education and in-service teacher training are the crucial points when introducing 

CT to primary schools. In order to motivate teachers to learn about CT, they have to see 

positive benefits for both them and their pupils. Having access to high-quality training 

courses and engaging educational resources is hence crucial [25, 26]. 

A detailed study on coding in primary schools was conducted by Rich et al. [30]. 

Some international trends in teaching informatics at primary-school level were drawn. 

More than 55% of 310 teachers (from 23 countries) had no or very little training with 

computing/coding prior to deciding to teach it in the classroom. Average experience of 

teaching computing/coding is 4.6 years (although such experience varies greatly by 

country). Teachers revealed that they don’t necessarily have a high confidence in their 

computing/coding ability, but that seems not to be impeding them from teaching it as a 

subject (even though this was their most prevalent apprehension and challenge).  

An instrument to survey teachers about their implementation of informatics 

curriculum to understand pedagogy, practice, resources and experiences in classrooms 

around the world was developed and implemented [17]. The researchers reviewed and 

analyzed pilot data from 244 teachers across seven countries (Australia, England, 

Ireland, Italy, Malta, Scotland and the United States). The resulting instrument combines 

a country-level report template and a teacher survey that will provide teachers with a 

means to communicate their experience enacting informatics curricula.  

Fessakis and Prantsoudi [18] presented the research of the perceptions, attitudes and 

beliefs on CT of informatics teachers (N=136) who teach in various types of schools 

(primary, secondary, higher education) in Greece. Results show that for successful 

integration of CT in classroom lessons, teachers need to have clarified the practices and 

dimensions of the concepts. Also, an appropriate knowledge of informatics didactics is 

needed. Concerning the relation between CT and informatics, misconceptions also 

occur, as most teachers mistakenly consider informatics as a subset of CT or as a totally 

different field. Only ¼ of them perceive that CT and informatics intersect and are not 
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totally different cognitive fields. These misconceptions need to be treated with proper 

in-service professional development and/or pre-service education. 

3. Research Methodology and Respondents 

3.1. Research Design 

This research study employs a mixed method approach in order to investigate the current 

situation in informatics education in primary schools and teachers’ understanding of CT 

in different countries, i.e., both quantitative and qualitative approaches are used in order 

to collect and analyze data. From the methodological viewpoint, our research was 

designed as a survey. Detailed composed questionnaires were used for the data 

collection processes. 

Our research consisted of two studies and three phases as presented in Table 1. 

Table 1. Studies and phases of the present research 

First study: experts’ opinions Second study: in-service 

teachers’ opinions 

Phase I 

Quantitative research 

Phase II 

Qualitative research 

Phase III 

Quantitative and 

Qualitative research 

Survey on experts’ 

opinions about the most 

up-to-date information 

about the practice and 

situation of introduction of 

informatics in primary 

education in 52 countries. 

Continuous survey on 

selected experts’ from 15 

countries that have 

informatics curriculum 

introduced or where it is 

being developed at the 

moment. 

A case study on primary 

and pre-primary teachers’ 

understanding about CT 

and its integration in the 

class activities in 6 

different countries. 

 

In order to answer Research Question 1, we survey the situation on informatics in 

primary education in different countries (52 countries included, phase I of the first 

study). Our quantitative data are supported with qualitative data collected from the 

countries that have implemented informatics curriculum or undergo its development 

process (phase II of the first study). In order to answer Research Question 2, the survey 

of 110 in-service teachers (a case study) has been conducted (phase III, the second 

study). 
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3.2. The First Study: Experts’ Opinions 

The Phase I of the first study included the quantitative analysis of answers provided by 

experts from 52 countries. This study was conducted during the spring-summer period 

of 2019, and the first results were presented to the international community during the 

ISSEP 2019 (Informatics in Secondary Schools: Evolution and Perspectives) conference 

[12]. The study of experts’ opinions let access the most up-to-date and generalized 

information about the practice and situation of introduction of informatics in primary 

education in different countries.  

The requirements for the respondents (experts), participating in the study were very 

high: an expert was involved in the creation of the national education system, developed 

curriculum and methodological material in informatics (or similar discipline depending 

on how it is called in respondent's country), and was knowledgeable of the situation at 

the primary education level. If an expert could not answer all the questions, the expert 

suggested another expert to whom the questions were redirected.  

In addition, we asked each expert to self-evaluate the level of confidence of their 

answers on the scale from 1 (low) to 5 (high). General confidence level was evaluated 

by the experts as high (median: 5, mean: 4.6). The list of countries, represented by the 

experts, includes 34 countries from the European region (Austria, Belarus, Belgium, 

Bosnia and Herzegovina, Bulgaria, Croatia, Czechia, Denmark, Estonia, Finland, 

France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Macedonia, Malta, 

Netherlands, Norway, Poland, Portugal, Romania, Russia, Serbia, Slovakia, Slovenia, 

Spain, Sweden, Switzerland, Ukraine, United Kingdom), and 18 non-European countries 

(Algeria, Australia, Cyprus, Cuba, India, Indonesia, Iran, Japan, Malaysia, Palestine, 

Philippines, Singapore, South Africa, South Korea, Thailand, Tunisia, Turkey, 

Uzbekistan). 

The phase II of the first study was aimed at extending the study to qualitative 

research. For this purpose, only countries that have an informatics curriculum introduced 

or where it is being developed were selected. The questionnaire was completed by 

experts from the following 15 countries: Australia, Belarus, Bosnia and Herzegovina, 

Estonia, Greece, Indonesia, Malta, Netherlands, Poland, Romania, Russia, Sweden, 

Switzerland, Ukraine, and the UK. The goal of this phase was to gain a deeper 

understanding of the background for the answers given by the closed-type questions in 

the quantitative study in phase I, by probing the knowledge and recommendation from 

the experts in these countries. Usually, there is considerable variation between schools 

and districts in a country. Therefore, we selected as much as possible experts who were 

considered as national experts and presented recommendations based on their 

experience. We note that the comments provided by the experts reflect their personal 

opinion and do not reflect those of the organization they are representing. This study has 

been conducted during the summer-autumn period in 2019. 

The qualitative questionnaire included the following questions to the experts 

representing the countries: 

 What are the main areas of competence (content topics), included in the newest 

version of primary school informatics curriculum?  

 What learning theories and methodologies are most usually used in primary school 

informatics in your country? 



 Teaching Computational Thinking in Primary Schools…           7 

 

 What tools are most usually used in informatics primary education? 

 What best practices and failures in informatics integration in primary education do 

you notice in your country? If there were just a start of informatics integration in 

primary education right now, what would you have done differently? Consider the 

following aspects: informatics as a separate/integrated subject; Age of students; Pre-

service and in-service primary school teacher training and teacher support; 

Curriculum development and update; Research; Organizational aspects. 

The preliminary results of the first study have shown that there is a lack of teacher 

training activities. Therefore, we decided to study the situation with focus on the primary 

education in-service teachers’ level. At this phase we decided not to limit to informatics 

as a subject concept, but use CT as a universal way of addressing skills of informatics 

and other related subjects, no matter if the country has introduced an informatics 

curriculum or not. The study was aimed at examining the understanding of CT by the in-

service teachers (the second study, phase III).  

3.3. The Second Study: In-Service Teachers’ Opinions 

This study corresponds to phase III (Table 1). 110 pre-primary and primary teachers 

from 6 countries answered the questionnaire about their own understanding of 

computational thinking and its integration approach in the class activities. The 

distribution of teachers by their teaching type is as follows: class teachers (70.91%), 

STEM subject teachers (mainly mathematics, science, and technology teachers) 

(11.82%), special education teachers (4.55%), and others (e.g., administration) 

(12.73%). By a class teacher we consider a primary school teacher who usually teaches 

all subjects from preschool through fourth to sixth grade in most cases. In the study, 

there were teachers from 6 countries: Belgium (43 respondents), Finland (11 

respondents), Lithuania (23 respondents), Portugal (6 respondents), Spain (20 

respondents), and Sweden (7 respondents). This study has been conducted during 

autumn 2019.  

As not all surveyed countries at the time of the survey had officially approved the 

curriculum of informatics as a subject in primary school, we used the computational 

thinking concept in order to identify the level of its integration in primary education 

based on teachers’ perspective. We included pre-primary teachers due to the differences 

in the students’ age in primary education and in order to examine preparation for 

informatics in primary education. 

The online questionnaire, which took 15–20 minutes to answer, consisted of 14 

questions that included eleven five-level Likert-scale questions (see the list of questions 

in Table 2) and three open-ended questions as follows: Describe what you understand by 

CT; If you already work on CT in class, describe how; Describe your needs to work on 

CT in class. 
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4. Results I. Study of Experts’ Opinions 

4.1. General Implementation 

The vast majority of surveyed countries (83%) teach at least some elements of 

informatics in primary education. However, there are many differences in the level of 

informatics implementation. Out of the countries who teach at least some elements of 

informatics, 26% have either a non-compulsory (elective) informatics subject in primary 

education, or the level of introduction of informatics in primary education differs 

depending on the region, school type (e.g. private), choice done by school, and other 

factors. 

It is important to know which age groups different primary education systems 

embrace. Most frequent lower and upper age boundaries are 6 and 11, and in general, 

the age of pupils in primary education in surveyed countries ranges from 3 to 16. 

According to experts’ opinion, informatics education should start already at an early 

age, using playful approaches (more unplugged activities) and not forcing children to 

repeat formal tasks like steps or commands. In Lithuania, informatics is going to be 

introduced starting from pre-school (one year before grade 1).  

Out of the countries who teach informatics in primary education (N = 37), 44% 

introduce it in the first year of primary school, 3% in the second year, 22% introduce 

informatics in grade 3, the same number (22%) in grade 5, and correspondingly 3% and 

6% introduce it in grade 2 and grade 6. 

Of the 17 countries who introduce informatics in grades 1 or 2 (47% out of countries 

with teaching of informatics in primary education; these 17 countries being Australia, 

Belarus, Bosnia and Herzegovina, Cuba, Denmark, Estonia, Greece, Indonesia, Norway, 

Poland, Romania, Russia, Sweden, Switzerland, Thailand, Ukraine and the UK), all 

(except Thailand) reported to have informatics curriculum for primary school or it is 

being developed at the moment of the survey. 

4.2. Curriculum Issues 

27 countries, that is 52% of the surveyed countries, have already introduced an 

informatics curriculum for primary education: 56% among them are countries of the 

European region (Fig. 1). There is no informatics curriculum in primary education in 

27% of all surveyed countries, and the curriculum is being developed at the moment in 

21% of all surveyed countries. Active development of new curriculum can be noticed in 

the surveyed countries from the European region (91% of all respondents who stated 

that curriculum is under development). However, when presenting generalized results, 

we should be aware of the factors described in the Limitations section. 
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Fig. 1. Existence of informatics curriculum for primary education in the surveyed countries, N=52 

During the first stage of the survey we asked experts whether six areas of primary 

informatics education are being developed in their primary education (each area had 

explanations on the content included into it). It is not a surprise that informatics content 

areas in primary education are similar from country to country, but that the naming and 

assigning to the particular category differs. For this reason, we selected a model to 

compare with. The model for the selected topics corresponds to the Lithuanian 

informatics curriculum for primary and pre-primary education, which is in the 

implementation process: 

– Digital content. Essential skills of working with digital devices; managing textual, 

graphical, numeric, visual, audial information; information visualization and 

presentation; digital content creation. 

– Algorithms and programming. Solving problems: algorithm, action control 

commands (sequencing, branching, looping), programming in a visual programming 

environment for children. 

– Problem solving. Essential technical and technological skills of working with digital 

devices: solving technical problems, evaluating and identifying suitable 

technologies for the selected problem, creative use of technologies. 

– Data and information. Working with data skills: problem analysis, data collection, 

sorting, search and data management, content quality evaluation. 

– Virtual communication. Social skills in a virtual environment: continuous learning, 

e-learning, communication via email, chats, social networks, sharing, collaboration, 

reflection. 

– Safety. Digital safety, safe work with digital devices; ethics and copyright issues of 

information processing and usage; safety, ethics and copyright issues in virtual 

communication. 

The areas are being addressed in primary informatics education of up to 72% of 

countries. From 42% to 62% of the addressing countries are the countries who have 

implemented informatics curriculum or being developed it at the moment of the survey, 

and up to 10% are those countries with no curriculum (Fig. 2). 

In the countries with existing informatics curriculum or curriculum under 

development, the following three content areas - Digital content (62% out of all 52 

respondents), Algorithms and programming (54% of all surveyed countries), Safety 

(50% of all respondents) - are taught more often. Digital content and Algorithms and 

programming are even taught in some countries that have not introduced an informatics 

curriculum. 
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As it was mentioned before, 17 countries introduce informatics in grades 1 or 2. 

Almost all of them teach Digital content skills, and more than 70% of these countries 

introduce all other areas. 

Further communication with experts from 15 countries that are either in a stage of 

active development of informatics curriculum in primary education, or already have 

introduced it, has shown that mostly just the naming of content topics differs between 

countries. For example, from the curriculum in Greece: 1. I know, create and express 

myself with ICT; 2. I communicate and collaborate using ICT; 3. I inquire-explore, 

discover, and solve problems using ICT; 4. ICT as a phenomenon in society. Bosnia and 

Herzegovina uses: Introduction to ICT; Components of computer systems; Treatment of 

data; Digital and virtual world; Algorithms and data structures. In Estonia: Key stage 1: 

Digital art, (playful) coding and digital safety. Key stage 2: Digital media, (visual) 

programming and digital hygiene. In the Netherlands the new curriculum has started to 

be implemented in 2020. The domains of digital literacy are discussed in these areas: 

information skills, media literacy, basic ICT skills and CT (solving issues or problems 

using digital technology). In primary education, pupils learn to use digital resources 

consciously in their own context and level of learning. 

 

Fig. 2. Informatics content areas in primary education in surveyed countries (N=52) 

In Switzerland the subject “Media education & informatics” consists of the 

competence areas defined by: 1. Pupils can present, structure and evaluate data from 

their environment; 2. Pupils can analyze simple problems, describe possible solution 

methods and implement them in programs; 3. Pupils understand the structure and 

operation of information processing systems and can apply concepts of secure 

computing. 

The government of Italy has recently approved the introduction of CT and coding in 

compulsory school curricula by 2022, clarifying that this will not imply the introduction 

of a new subject neither in primary school nor in lower secondary school [19]. This 

suggests that CT will be probably handled as a transversal subject in primary school and 

within the existing subjects of mathematics or technology (including information 

technology) in lower secondary school. This situation is not unique in Europe – 

consider, for example, France, Finland, Sweden, and Norway, which have recently 

completed a curricula reform following this path [5]. 
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4.3. Subject Integration 

When comparing informatics integration in primary education, we face the effect of 

different age groups in primary education in different countries (e.g., in some countries 

primary education embraces grades 5, 6, and only for these grades, separate subject is 

used, while in other countries these grades are included in basic education level), 

phenomenon of changing integration through different grades (e.g., integrated in grades 

1 to 3, while separate in grade 4), region-level and school-level differences in primary 

education (school/region level choice). These issues affected the data that we collected 

using quantitative questionnaires (with closed-question options available). When 

analyzing the quantitative data, out of the respondent countries who either have 

curriculum or undergo curriculum development process at the moment (N = 38), 50% of 

countries introduce informatics as a separate subject in primary education.  

As it was discussed in the introductory section, the name of the subject varies across 

the countries, e.g., computing, computer science, computer modeling, information 

technologies, ICT, digital technologies, media education, technology and design. 21% of 

the countries include the basics of informatics in primary education in an integrated way. 

Some countries introduce it both as a separate subject and as integrated to other subjects 

either due to pilot study taking part at the moment (e.g., Denmark), due to differences in 

school years (e.g., in Switzerland, for grade 1–2 the subject is integrated, for grade 3–4 

the subject is separated), or due to possibility to select on a school level (e. g., Czechia). 

Further communication with experts via qualitative questionnaire (Phase II) enabled 

us to obtain more information and recommendation on the subject integration. 

In the fifteen additionally surveyed countries, three ways of teaching informatics are 

used: as a separate subject; as a subject integrated into other disciplines’ activities; 

mixed approach when there are both separate subject and natural integration into other 

subjects, or there is integrated informatics up to some grade, and then separated subject, 

or there is a selection possibility. 

As reported by the experts, informatics as a separate subject is taught in Australia, 

Bosnia and Herzegovina, Greece, and Ukraine. Some experts from these countries 

provided opinion based on their practice that “interdisciplinary approach for the 

integration to other subjects should be developed” (Greece). 

Estonia, the Netherlands, Poland, Russia, and Switzerland, and reported to use both 

approaches: integrated and separated subjects. In other surveyed countries, an integrated 

approach is used. 

For those countries, where informatics curriculum is being developed, or it is being 

integrated into other subjects, experts state that some part of informatics subject should 

be learnt separately: “After learning the basics of informatics it can be integrated in 

other subjects” (Estonia). “Students should be prepared in other literacies, like coding” 

(Malta). “Integrated subject has pros and cons. In a short time <...> it is the best. In the 

long term a separate subject may be better” (Sweden). 

In Australia, the subject of Digital Technologies is introduced in a separate way [3]. 

Teachers are encouraged to teach digital technologies knowledge and understanding as a 

separate topic, but to teach the processes and production skills integrated in other 

subjects in parallel, for example by creating a quiz game to show how the human body 

works and using robotic toys in literacy and numeracy activities. This has been a 

challenge to trained teachers. Digital literacy, which comes closest to informatics, is 
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introduced as both a separate subject and integrated into other fields. An expert 

proposed: “appointing a specialist for digital literacy in every school who can serve as 

an expert, helping out other teachers is recommended”. 

One expert, representing the United Kingdom, provides an insight that “the cross-

curricula element is a context in which an activity is set, e.g. Vikings as a context for 

making artwork, Math for a presentation. Whether we are really stretching pupils and 

differentiating effectively across subjects is very questionable. However, by setting 

computing in cross-curricular contexts then there is possibly more motivation for 

teachers to include the activities. English curricula are stated separately, and teachers 

find it hard to very effectively merge objectives in a single lesson. But they can do this 

over sequences and in themed topics. However, I have not seen research which proves 

this is effective”.  

In primary schools of Poland, a stand-alone informatics subject is called Computer 

activities and runs through grades 1 to 6. In grades 1-3, computer activities are supposed 

to be fully integrated with other activities like reading, writing, calculating, drawing, 

playing etc. At the next stages of education, students are expected to use computers as 

tools supporting learning of various subjects and disciplines, in a formal, non-formal, 

and incidental manner in school and at home [31]. 

4.4. Teacher Training 

A key question in the quality of informatics teaching in primary education is teacher 

training. Out of the 52 respondent countries, 77% have included elements of informatics 

into primary teacher education programs (data for one non-European country is not 

available) (Fig. 3). 27% of countries include all main aspects of computing in primary 

teacher training programs (answer “Yes”). However, almost half of the surveyed 

countries (46%) has teacher training mostly limited to digital literacy. In two countries 

(4%, Finland and Czechia), on the contrary, primary teacher training in informatics 

mostly includes programming. 

It should be noticed that all countries who answered “Yes” to the question on teacher 

training have informatics curriculum in primary education. 

Training in primary teacher education programs is limited mostly to digital literacy 

and dominates among all countries, even in those who have introduced informatics-

related curriculum in primary education or where such curriculum is being developed. 

Three experts, representing countries with informatics-related curriculum in primary 

education but without teacher training included into primary teacher training programs, 

commented that it is planned to be introduced soon (Denmark), some programs do 

(Poland), or informatics elements in primary education are taught by school teachers of 

informatics (Latvia). 
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Fig. 3. Informatics inclusion in primary teacher education programs, N = 52 

Further probing of the experts provided more generalized information on the topic. In 

all 15 countries of the Phase II study, pre-service and in-service teacher training 

activities are taking place. It is included in pre-service teachers’ education programs in 

colleges and universities, but the time allocated for the subject differs from university to 

university even within the same country. The majority of experts’ state that there should 

be more training. It is also stated, for instance, that “newly graduated students can serve 

as an example for more experienced teachers to learn from” (the Netherlands). In Greece 

and Bosnia and Herzegovina, informatics is usually taught by a computer science 

graduate, and therefore, more pedagogical training rather than subject training is needed. 

An expert from Malta stated the need to train university tutors in the basics of 

informatics and usage of information technologies in their work, so that student teachers 

can see good examples of information technology integration in educational processes. 

Professional development courses are organized as in-service teacher training in 

informatics. Countries are developing online courses for teachers, organize face-to-face 

training and provide funding opportunities for competence development. Several cases 

are presented below. 

In Australia, in-service teacher training has been “... a challenge to up-skill teachers. 

There have been many funding opportunities offered by both federal and state 

governments. Some schools and teachers are still resistant to change”. The United 

Kingdom offers a new programme for in-service teachers funded by the government in 

England called the National Centre for Computing Education (NCCE), with £84m, 

which runs from November 2018 to July 2022. In Sweden, the National Agency for 

Education has developed online courses (about programming and how to program) and 

is also paying for university courses for teachers. There is more training for in-service 

teachers taking place than for pre-service. The Ministry of Education of Romania 

provides support and takes care of in-service teacher training. In Ukraine, in-service 

teachers are provided every year with online courses and a few weeks of learning at 

regional centers during summer. Poland states that many local and national activities are 

taking place. In Russia, it is defined by the Federal standard that each teacher must take 

a refresher course of at least 72 hours every 3 years. Courses for primary school teachers 

include all subjects, including computer science. Each publishing house, whose 

textbooks are included in the official Federal list of textbooks recommended by the 

Ministry of Education, provides methodological support to teachers on the basis of its 

methodological services. At the same time, primary school teachers are accustomed to 

the outdated model of teaching only the theoretical foundations of computer science. 
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Switzerland and Belarus state to have mandatory preparation of pre-service and in-

service teachers. In Indonesia, teacher training is organized by the government and 

community services by the Bebras Indonesia community. Bebras Indonesia NBO 

collaborates with about 50 universities all over the country, to introduce the Indonesian 

K-12 informatics curriculum to neighboring schools. 

4.5. Educational Resources and Methodological Aspects 

The experts were asked questions about tools (hardware and software), educational 

resources and methods used in their countries for informatics education in primary 

school. The experts noted that there is an endless list of tools and they vary from school 

to school (they can choose themselves). A typical scenario for tools is described by an 

expert from Australia: “Some schools are creating smart gardens using micro:bits or 

Arduinos. Some schools run Coding Clubs using Code Club Australia resources. Others 

use Lego robotics and compete in the First Lego League. In primary schools, students 

use visual programming to implement solutions using a variety of tools and platforms at 

the discretion of the teacher, including but not limited to: Scratch, Blockly, Lego 

robotics, ScratchJr, Sphero, Ozobot, Dash robot, Swift playgrounds, Kodable, code.org, 

etc. Many schools use the Bebras challenge to teach and test CT skills.”  

Only experts from Australia, Greece, The Netherlands, Russia, and the United 

Kingdom mentioned that they have repositories for educational resources. Other 

countries lack modern and up-to-date literature and nation-wide resources for teachers. 

Also, the methods used for primary education in all 15 countries mostly depend on 

teachers. Teachers need a lot of support, starting from teacher training and resources. 

Methodology used to teach informatics elements in primary education highly depends 

on a school or a teacher. But, among most usually used methodologies, experts mention: 

collaborative learning, group and pair work projects, problem solving, inquiry-based 

learning, role-playing, game-based learning, learning by doing, tinkering, 

interdisciplinary approach, PRIMM (Predict, Run, Investigate, Modify, Make), Use-

Modify-Create, design approach, worked examples. Some schools (e. g. in Australia) are 

using the TPACK model and others are using the SAMR (Substitution, Augmentation, 

Modification, and Redefinition) model. 

5. Results II. Survey on Teachers’ Understanding of CT 

5.1. Teachers’ Attitudes on Computational Thinking 

Teachers were asked the open-ended question Q1: Describe what you understand by 

CT. All respondents answered this question. The answers were grouped in 6 categories, 

based on the frequency, that show the same or similar understanding, and summarized in 

Fig. 4. The main categories are described below. 
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Fig. 4. Understanding of computational thinking by different types of teachers (N = 110) 

The category “Problem solving thinking” includes logical and critical thinking and 

decision making, and according to the teachers’ answers it can be defined as “an ability 

of a person to solve problems having interiorized the concepts in a computational 

language and having a critical sense”. One more description that characterizes this 

category: “to think in logical, discrete steps and reduce, reformulate complex problems 

into well characterized models to which we can apply standard solution methods”. The 

answers of 44.5% of all teachers fall into this category (83% from Portugal, 72% from 

Sweden, 60% from Spain, 46% from Finland, 35% from Lithuania and 33% from 

Belgium).  

The category “Problem solving with computer” consists of answers related to 

problem solving and practical use. According to the answers, it can be defined as 

“ability to objectively analyze and evaluate a problem, develop possible solutions to the 

problem and then format these solutions in ways that a computer could execute”. The 

answers of 20% of all teachers were assigned to this category (the category was based 

on the answers of teachers from Spain and Belgium). 

The category “Thinking as computer” involves programming as well as using 

algorithms, and according to teachers’ answers, it can be described as “it is learning to 

think like a computer and how you can use computers to do logical measurements”. The 

answers of 13.6% of all teachers fall into this category (23% from Belgium, 17% from 

Portugal, 14% from Sweden). 

6.4% of teachers showed misconceptions in understanding CT by providing answers 

related to the use of only CT, for example described as “computational thinking is using 

ICT in daily purposes”. Answers that were categorized as “No understanding” were 

provided by 13.6% of teachers (36% from Finland and 35% from Lithuania).  

We have analyzed teachers’ understanding of CT according to different types of 

teachers. The results, presented in Fig. 5, show that 54% of STEM subject teachers and 

42% of class teachers (i.e. primary school teachers) as well as 64% of other teachers 

understand CT as problem solving thinking. Unfortunately, 23% of STEM and 14% of 

class teachers provided answers showing no understanding.   
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5.2. How Teachers Teach Computational Thinking in Class 

Teachers were asked an open-ended question Q5: If you already work on computational 

thinking in class, describe how. Only half of teachers answered this question. The 

answers were categorized according to the usage of tools: programming (coding), 

robotics, tangible devices, and unplugged activities. 43% of the teachers who answered 

this question named the tools they have used to develop CT skills of pupils. The tools, 

mentioned by the teachers, are the following: Scratch, ScratchJr, code.org, Minecraft 

Education, LEGO, WeDo, Bee-bots, Ozobot, mBot, micro:bit, Makey Makey, Scottie 

Go, Cubetto, Bebras cards.  

Half of the teachers who responded to this question have described their work on CT 

in class through the methodology aspects. Some examples: “I try to induce pupils to 

“think on paper” including drawing the problem, finding patterns such as geometric 

shapes and to identify pieces of the problems to solve one by one. I also encourage 

pupils to reformulate problems into easier ones, i.e. if the numbers are large and hard to 

grasp, make a new problem with easy numbers where the pupil can anticipate the 

answer”; “Face situations through critical thinking with sequences and instructions to 

solve a problem in a simpler way”.  

In 7% of the answers, the teachers described the usage of ICT as enhancing their 

pupils’ CT skills. It shows limited understanding of computational thinking in education. 

5.3. Factor Analysis 

Closed-type questions regarding CT education and understanding by the teachers (see 

Table 2) have been analyzed by conducting factor analysis. The factor analysis has been 

chosen for a twofold reason: to reduce the number of variables and to validate our 

questionnaire. This method aims at identifying clusters (components) of items for which 

responses for the questionnaire on understanding of CT had common patterns of 

variation. Each factor corresponds to a group of variables whose members correlate 

more highly among themselves than they do with variables not included in the factor. 

Table 2 shows the identified four factors using Varimax with Kaiser Normalization 

rotation method.  

Four factors have been identified: 

1. Active integration of computational thinking (questions Q2, Q3 and Q4). 

2. Computational thinking as algorithmic thinking and/or as problem-solving (Q7, 

Q13, Q14). 

3. Computational thinking has been associated with a tool (Q8, Q9 and Q10). 

Computational thinking as digital literacy and thought processes (Q11 and Q12). 
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Table 2. Results of factor analysis 

Variable 

Factor 

1 2 3 4 

Q4. I work already on CT in my class. .888    

Q3. I understand how I can integrate CT in my lessons. .846    

Q2. CT is integrated in the curriculum of my school. .846    

Q13. Identifying elements and their relationships within 

a system is a dimension of CT. 

 .816   

Q14. CT aims at working with algorithms.  .641   

Q7. CT is the human capability to solve complex 

problems. 

 .602   

Q8. CT can only be learned by applying digital tools.    .825  

Q10. CT can only be learned through programming.    .768  

Q9. CT incorporates thinking skills to use computers 

effectively. 

  .483  

Q11. CT is a basic skill comparable to reading, writing, 

calculating, … 

    .841 

Q12. CT is an abstract and logical thought process.    .660 

 

Factor 1 corresponds to practical CT skills development in an educational process. 

Those teachers who understand well what CT is, have integrated the CT development in 

their lessons. Factors 2 and 4 show two important aspects of CT: understanding of CT as 

algorithmic thinking and/or as problem solving, also understanding of CT as basic skills 

and thought processes. Factor 3 shows limited understanding of CT as depending on the 

usage of a particular tool (e.g.: CT can be learned only by using digital tools, only 

through programming, and using computers effectively). 

Distribution of teacher opinions within each factor is shown in Figure 5. For the 

reasons of representation simplicity, we converted the 5-point Likert scale to the 3 

groups of positive, neutral and negative answers (“agree”, “neutral”, “disagree”).  

The data analysis revealed that 44% of respondents actively integrate CT in their 

lessons, 33% of teachers are of neutral position, and 24% do not integrate CT at all (Fig. 

5, F1). The vast majority of respondents (78%) do agree that CT is understood as an 

algorithmic thinking and problem-solving ability (Fig. 5, F2). However, 24% of 

surveyed teachers think that CT is associated with a tool (digital tool, programming only 

or using a computer only) (Fig. 5, F3). In addition, more than half of the respondents 

(55%) have no strong opinion on this question, i.e., 79% of the teachers have some level 

of misunderstanding of CT education. At the same time, 73% of teachers associate CT 

with literacy and basic skill as reading, writing, and abstract and logical thinking (Fig. 5, 

F4). 
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Fig. 5. Teachers’ understanding of computational thinking, distributed among factors (N = 110) 

Teachers indicated their needs in order to better integrate CT in their class work. This 

was an answer to the open-ended question of the questionnaire (Q6. Describe your needs 

to work on computational thinking in class). 72 respondents (65.4%) submitted their 

answers to this question. Out of qualitative answers, we defined 6 categories of the 

needs: educational resources, best practice examples, more time allocation, 

technological support, providing fundamental knowledge, and focus on teacher training. 

Some teachers indicated needs corresponding to several categories in the same answer 

(e.g. “More educational resources and technological support”). Major categories are 

related to methodological support and teacher training: they might be overlapping, but 

we leave them as separate categories, as they have been derived from the wordings used 

by the teachers. Analysis of teachers’ needs by categories for each factor is presented in 

Fig. 6. 

Respondents positively contributing to Factor 1 Active integration of computational 

thinking in their classes (“agree”, 47%, N = 72) mostly need educational resources and 

technological support (14% out of all respondents who answered this question, or 29% 

out of those who actively develop CT skills in their lessons) (see Fig. 6, Factor 1). They 

also need more best practice examples on how to teach CT as well as more teacher 

training (10% out of all respondents who answered these questions, or 21% out of those 

who actively develop CT skills in their lessons). Respondents who negatively contribute 

to Factor 1, i.e., do not apply CT to education in practice (“disagree”, 32%, N = 72), 

indicated their need for fundamental knowledge (10% of all respondents who submitted 

answer to this question, or 41% out of those who do not develop CT skills in their 

lessons). They also expressed a need for more educational resources (35%), more best 

practice examples (29%) and more teacher training (20%). We notice that those 

teachers, who do not actively develop CT skills of their students, did not indicate that 

they needed more time allocation or technological support in order to change their 

practice. 

The vast majority of teachers who submitted an answer about their needs are 

positively contributing to Factor 2 Computational thinking as algorithmic thinking and 

problem-solving (86%). Most of them indicate that more educational resources (28% out 

of all respondents who answered this question, or 32% out of those who agree on this 

factor question group), best practice examples (correspondingly, 22% and 26%) and 
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focus on teacher training (22% and 26%) are needed. Respondents who do not see CT as 

algorithmic thinking and problem-solving skills, mention time allocation and best 

practice examples as their need (50% in “disagree” group). 

 

Fig. 6. Teachers’ needs, represented by Factors 1–4 (N = 72) 

Factor 3 shows limited understanding of CT, i.e., CT is here assumed associated with 

particular tools. 31% out of those teachers who expressed their needs, do associate CT 

with particular tools. The pattern of needs is similar to that of Factor 2 (Figure 6, Factor 

3). Despite understanding of computational thinking, teachers mostly indicate the need 

of educational resources, best practice examples, providing fundamental knowledge and 

focus on teacher training. Time allocation and technological support are not among top 

level needs. Teachers who do not associate CT with a tool (7%, N = 72), mostly indicate 

the need of best practice examples and educational resources. Factor 4 shows a similar 

pattern as the one of Factor 3. 

5.4. Limitations of the Research 

The limitations of this research are driven by a challenging task to compare 

implementation of informatics in different countries due to the difference in the 

education systems. For instance, only 17 out of 52 surveyed countries (33%) introduce 

informatics in grades 1 or 2. 19% of countries start teaching informatics in grade 5 or 6 

while in some countries, grade 5 is already the starting grade for secondary school. 

There are also differences in school implementation and regional implementation within 

a single country, as generalized by the experts. It should also be mentioned that the data 

analyzed here reflects the situation for the time of the survey, i.e. 2019. One of the future 

research directions is studying further developments of informatics and CT 
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implementation in primary school comparing to the study results presented in this 

article. 

The next limitation is due to the dynamics of the informatics (CT) integration into 

primary education and the number of teacher respondents, the size of subgroups (e.g. 

teacher profession) do not allow to study differences between subgroups. The topic of 

misunderstanding of CT by the primary school teachers needs further investigation and 

is also one of the directions for future work. 

6. Conclusion and Discussion 

Introduction of informatics education in primary schools is a difficult and challenging 

task. According to the ACM Europe and Informatics Europe strategy [7] the most 

important challenges are: 1) curriculum development; 2) teacher preparation (education) 

and training; 3) research of the implementation process and what should be taught. We 

addressed them in this paper. 

Active participation of experts representing 52 countries for quantitative study and 15 

countries for qualitative study indicates the importance of the problem. 21% of surveyed 

countries of quantitative study undergo active development of informatics curriculum 

for primary education (91% of these countries belong to the European region). 

The current tendencies and trends we learnt by answering our first research question 

are the following. 

The results of the quantitative study have shown that CT and concepts related to 

informatics subject are introduced in the majority of surveyed countries (83%) in 

primary education. However, there are a lot of differences in the level of its 

implementation.  

Informatics is introduced in grades 1 or 2 in 33% of surveyed countries. In these 

countries, the most implemented are Digital content skills, and more than 70% of these 

countries introduce other areas, related to algorithms and programming, problem 

solving, data and information, virtual communication and safety. The titles of the 

content areas differ among the countries, but include similar concepts. 

At the time of the research, many countries pay priority to have informatics as a 

separate subject in primary education rather than integrating into other subjects. 

However, this result cannot be strictly interpreted (see Limitations section). Due to the 

interdisciplinary nature of primary education, it seems natural to have integrated 

informatics education. Additional insights from the qualitative research and experts’ 

opinions and recommendations tell us that integration relies to a large degree on 

teachers’ competence and curriculum flexibility. Experts expressed the wish for natural 

integration into other subjects’ topics together with a separated subject. 

Still more attention should be paid to primary teacher education and training. The 

results from the quantitative study show that training in primary teacher education 

programs is mostly limited to digital literacy in the majority of surveyed countries, even 

in those who have introduced an informatics-related curriculum in primary education or 

where such a curriculum is being developed. Additional experts’ comments revealed that 

at the time of this research, more attention is paid to in-service teacher professional 

development and teacher training than to pre-service teacher education. Furthermore, 
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informatics, CT and digital literacy courses are included in professional development 

programs. There are national activities and financial support from the state to take 

informatics-related courses. Some countries introduce the requirements for primary 

teachers to accomplish some minimal number of CT and/or informatics courses during a 

defined period of time. Countries that have an official curriculum of informatics, or 

where it is being developed, include informatics/CT related modules in the future 

teachers’ study programs. However, the level of training of pre-service teachers differs 

from university to university even within the same country. 

The results of the teachers’ study on their understanding or misconceptions related to 

CT (as posed by the second research question) show that: 

– Almost half (44%) of the respondents actively integrate CT in their lessons, but one 

third (33%) is of a neutral position, and 24% do not integrate CT at all. 

– Four factors have been identified, related to integration of CT into the primary 

school lessons and CT understanding by the teachers: 1) active integration of CT; 2) 

CT as algorithmic thinking and/or as problem-solving; 3) association of CT with a 

tool; 4) CT as literacy and thought processes. 

– The vast majority of teachers (79%) have some level of misunderstanding of CT 

education as related to the tool usage. This requires further investigation and 

confirms again the need of teacher training on CT and its integration in their 

lessons. 

– Time allocation and technological support are not essential for teachers in order to 

start introducing CT in their lessons. Instead, additional fundamental knowledge 

and methodological support in the form of educational resources, more practical 

examples and focus on teacher training is needed. This result confirms the essential 

need for teacher training and methodological support. 
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Abstract. Aiming at the imbalance problem of wireless link samples, we propose 

the link quality estimation method which combines the K-means synthetic 

minority over-sampling technique (K-means SMOTE) and weighted random 

forest. The method adopts the mean, variance and asymmetry metrics of the 

physical layer parameters as the link quality parameters. The link quality is 

measured by link quality level which is determined by the packet receiving rate. 

K-means is used to cluster link quality samples. SMOTE is employed to 

synthesize samples for minority link quality samples, so as to make link quality 

samples of different link quality levels reach balance. Based on the weighted 

random forest, the link quality estimation model is constructed. In the link quality 

estimation model, the decision trees with worse classification performance are 

assigned smaller weight, and the decision trees with better classification 

performance are assigned bigger weight. The experimental results show that the 

proposed link quality estimation method has better performance with samples 

processed by K-means SMOTE. Furthermore, it has better estimation performance 

than the ones of Naive Bayesian, Logistic Regression and K-nearest Neighbour 

estimation methods. 

Keywords: Wireless Sensor Network, Link Quality Estimation, Weighted 

Random Forest, Oversampling. 

1. Introduction 

The Wireless Sensor Network [1] (WSN) is a self-organizing network formed by 

wireless communication through various inexpensive micro sensor nodes with sensing 

capabilities, computing power, and communication capabilities. In recent years, WSN 

has been widely used in different fields, such as military target tracking, natural disaster 

rescue, biomedical health monitoring, hazardous environment detection, and so on.  
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WSN is different from traditional network because of its design and limited 

resources. Sensor nodes are usually deployed in the wild environment with few people. 

The network is built by self-organization between nodes, and the information in 

monitoring areas is sent to the sink node through multi hops. The ability of processing, 

storage and communication of sink nodes are relatively great. They process the received 

information such as fusion, calculation and storage, and transmit the data to the remote 

terminal equipment through the external networks. 

Wireless communication technology is used to transmit sensing data between sensor 

nodes. Due to the small communication range and low bandwidth of sensor nodes, a 

large number of sensor nodes are needed to monitor one area together, so as to obtain 

relevant data. 

Due to the different deployment environments of sensor nodes, there are great 

differences in the interference received by nodes [2]. In some harsh field environments, 

interference will seriously affect the communication, resulting in unstable 

communication links, and data loss in the process of transmission. In the existing routing 

protocols [3], although there is a packet loss retransmission mechanism, which allows 

sending nodes to retransmit data packets, for worse quality links, this will cause nodes to 

repeatedly send data packets, result in seriously consuming node energy. Selecting high 

quality links for communication through link quality estimation will improve the 

efficiency of data transmission and reduce the number of retransmissions. For nodes 

with limited energy storage, this will further reduce the energy consumption of the 

nodes, thus extending the life cycle of the entire network. 

The existing link quality estimation methods mainly use physical layer parameters 

and link layer parameters to construct a link quality estimation model. However, in the 

existing methods, the distribution problem of sample data is not considered, so that it 

will affect the accuracy of link quality estimation, especially when imbalanced samples 

occur. The existing estimation models tend to be more inclined to the majority of sample 

data, thus affecting the classification performance of the model on the minority of 

sample data. Therefore, this paper employs K-means SMOTE to deal with imbalanced 

sample data. K-means is used to cluster samples. In order to balance samples, SMOTE 

is employed to increase minority class samples. Make the distribution of link quality 

samples achieve balance through K-means SMOTE. Benefit from the great effect on the 

imbalanced data processing of weighted random forest, weighted random forest is 

adopted to construct the estimation model, which lean the interest towards to the correct 

classification of rare class, and improve the prediction performance. 

Considering the fluctuation and asymmetry existing in the links are fully considered. 

The mean, variance and asymmetry metrics of the physical layer parameters are selected 

as the link quality parameters, and a link quality estimation model based on weighted 

random forest is constructed. 

The main contributions of this paper are as follows:  

(1) A method of processing imbalanced samples is proposed during the link quality 

estimation process. Aiming at the problem of link quality imbalanced samples, this 

paper uses synthetic minority over-sampling technique to deal with imbalanced samples. 

K-means clustering is used to divide the samples into different clusters, and minority 

samples is increased by stochastic linear interpolation in each cluster, so that samples of 

each link quality level is balanced. 
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(2) A link quality estimation model based on weighted random forest is proposed, 

which set decision trees with poor classification performance smaller weight and good 

classification performance bigger weight. 

(3) The evaluation metrics suitable for imbalanced samples are employed to propose 

evaluate models. This paper comprehensively evaluates the performance of the proposed 

evaluate model by accuracy, recall and F1 value. 

The rest of the paper is organized as follows. The state-of-the–art is discussed in 

Section 2. The selection of link quality parameters is addressed in Section 3. The 

division of link quality level is described in Section 4. The processing of imbalanced 

data is presented in Section 5. The link quality estimation model is constructed in 

Section 6. The experiments and analysis are presented in Section 7. The conclusion is 

made in section 8. 

2. Related Work 

Link quality estimation has attracted many scholars to carry out in-depth research, the 

existing methods fall mainly into the following categories: link quality estimation 

method based on link characteristics [4], link quality estimation method based on 

probability estimation theory, and link quality estimation method based on intelligent 

learning [5].  

2.1. Link quality estimation method based on link characteristics 

Such methods mainly use the received signal strength indicator (RSSI), link quality 

indicator (LQI), and signal to noise ratio (SNR) to estimate link quality. In order to 

solve the link quality problem of the upper communication network in the transmission 

detection system, the literature [6] analyzes the network characteristics of WSN and 

selects the optimal next hop node in the routing establishment stage according to the hop 

count and network environment. Literature [7] proposes a simple, accurate and low-cost 

link quality estimation technique, which is suitable for WSN scenarios with limited 

resources. Kalman filtering and fuzzy logic are used to optimize the influence of RSSI 

and LQI on link quality at low cost. Experimental results show that the method realizes 

error-free transmission at the cost of less delay.  

Literature [8] employs several link property indicators in the fuzzy algorithm, without 

specific calculation methods and formulas. Literature [9] proposes a new link delay 

aware energy efficient routing metric, namely, predicted remaining deliveries (PRD), for 

routing path selection of wireless sensor networks deployed in harsh environments. 

Literature [10] proposes a link quality metric method based on triangle metric. The link 

quality can be evaluated quickly and reliably with fewer link detection packets by using 

geometric methods combined with packet reception rate (PRR), LQI and SNR 

information. 

Literature [11] establishes a generalized model that connects PLR to link quality 

indicator, a physical layer link quality measure, and packet length under diverse 

environmental conditions. By rich observations on the spatio-temporal characteristics of 
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the dependency of packet loss rate (PLR) on LQI and packet length, propose a packet 

loss rate model as a function of LQI and packet length, that is applicable in all 

experimented scenarios. A comparison with a literature LQI-only based PLR model 

shows that the proposed model has higher accuracy for various packet lengths. 

2.2. Link quality estimation method based on probability estimation theory 

Such methods focus on estimating the packet reception rate at the receiving end in 

communication. In literature [12], based on the analysis of common lognormal path loss 

models, the wireless link quality characterized by SNR can be decomposed into two 

parts with different characteristics, a time-varying nonlinear part and a non-stationary 

random part. By processing the two parts separately, a new link quality estimation 

method WNN-LQE is proposed to obtain the confidence interval of link quality. In 

literature [13], the mathematical model of exponentially weighted moving average 

(EWMA) and link quality prediction are used to solve the problem of unstable packet 

transmission rate. The experimental results show that the correlation is established in the 

EWMA model. Literature [14] proposes a three-layer impulse response framework to 

analyze the time fading effect of fixed wireless links in industrial environment. The 

original observation of link quality is mapped to the distributed parameter space. In the 

new space, the measurement noise has a constant covariance, meeting the requirements 

of linear Kalman filtering. Based on this, an enhanced Kalman filter is designed, which 

can obtain better link quality prediction effect in industrial environment. 

Estimating the quality of a link is a key primitive in WSNs, as upper layers use this 

piece of information in making performance-critical decisions. Literature [15] proposed 

Rep, a novel sampling scheme able to extract the link quality from the packet repetitions 

of low-power preamble sampling MACs. The experiments show that Rep reduces the 

energy and traffic used for link estimation by one order of magnitude, and increases the 

speed of the process by one order of magnitude, while maintaining state-of-the-art 

accuracy. 

Considering the selection of high quality path in mobile ad-hoc network is a critical 

issue due to mobility of nodes and variable channel conditions during data transmission, 

Literature [16] proposed routing protocol named as modified expected transmission 

count enabled ad-hoc on-demand distance vector (MXAODV). Select the path with the 

smallest number of hops as the next hop of the mobile ad hoc network, and modify the 

expected transmission number at the same time. Extensive simulation has been done to 

analyze the performance of MXADOV. Significant improvements found in terms of 

throughput, packet delivery fraction, normalized routing load and end-to-end delay. 

2.3. Link quality estimation method based on intelligent learning 

Such methods are mainly modeled by intelligent learning methods such as machine 

learning and pattern matching.  

Literature [17] proposed a lightweight, fluctuation insensitive multi-parameter fusion 

link quality estimator, which have characteristics of high flexibility and low overhead. 
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Signal-to-Noise Ratio and Link quality indicator are preprocessed by exponential 

weighted Kalman filtering. These two parameters are fused using lightweight weighted 

Euclidean distance. Link quality is estimated quantitatively with the mapping model of 

the fused parameter and packet reception ratio, which is constructed by logistic 

regression. Experimental results show that the proposed estimator could reflect link 

quality more realistically. Compared with some similar estimators, estimate error of the 

proposed one is reduced by 18.32% to 60.11%. 

Literature [18] uses naive Bayes (NB), logistic regression (LR), artificial neural 

networks (ANN) to build a prediction model. By combining link layer parameter PRR 

and physical layer parameters RSSI, LQI and SNR, link quality is predicted. Literature 

[19] uses RSSI and LQI as estimation parameters. It divides link quality into five grades 

according to PRR, and establishes a multi-classification link quality estimation 

mechanism based on support vector machine. Literature [20] proposes a missing data 

estimation algorithm based on k-nearest neighbor (KNN), which uses a linear regression 

model to describe the spatial correlation of data from different sensor nodes and uses 

data information from multiple neighbor nodes to estimation missing data. Literature 

[21] proposes a link quality estimation algorithm based on stacked autoencoder. The 

zero-filling method is developed to process the original missing link information. The 

SAE model is used to extract the asymmetric characteristics of the uplink and downlink. 

The estimation method based on the physical layer and link layer parameters only 

estimates the link quality from a single perspective and cannot fully reflect the link 

characteristics. The estimation method based on machine learning adopts a data-driven 

approach, which constructs a learning model to mine the relationship between link data 

and link quality by collecting a large amount of link quality data. 

Considering the fluctuation and asymmetry of the link, this paper selects the mean, 

variance and asymmetry indicators of the physical layer parameters as the link quality 

parameters and determines the link quality level according to the PRR so as to estimate 

the link quality. Since sensor nodes are often deployed in harsh environments, they are 

subject to environmental noise during communication, which makes the link quality 

worse. Samples of good link quality and bad link quality account for a small proportion, 

and samples of medial link quality account for a big proportion. So, the samples show 

imbalance. If the samples are directly used for training, the model will produce 

deviation. Therefore, the samples need to be processed before training. In this paper, K-

means SMOTE is used to preprocess the samples to reduce the imbalance. And a link 

quality estimation model based on weighted random forest classification (WRF) 

algorithm is constructed to estimate the link quality. 

3. Selection of Link Quality Parameters 

In the process of link quality estimation in this paper, the link quality level is estimated 

according to the physical layer parameters. The relationship between the physical layer 

parameters and link quality levels can be mined through the link quality estimation 

model. Reasonable link quality parameters can better characterize the status of links, so 

as to improve the effect of the estimation model. 
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WSN is often deployed in harsh environment. It is easy to be affected by the 

environment in the communication, causing instability of communication links and 

making link quality volatility and asymmetry [22]. The physical layer parameters RSSI, 

LQI, and SNR can quickly detect link changes, which can reflect the sensitivity of the 

link. So, we choose physical layer parameters as link quality parameters. The asymmetry 

level (ASL) of the link is reflected by difference between physical layer parameters of 

uplink and downlink, and the stability of the link is reflected by the variance of the 

physical layer parameters. There are defined as follows: 
2[ , ( ), ( )]Input PHY PHY ASL PHY                                         (1) 

Where 

( , , )

up downASL PHY PHY

PHY RSSI LQI SNR

 


                                              (2) 

4. Division of Link Quality Level 

We take link quality level to measure link quality. Literature [23] divides the link quality 

into three levels according to the PRR value, which are good link, middle link and bad 

link. Experiments show that the average number of consecutive lost packets in good 

links is 1.6, the number of consecutive lost packets in middle links and poor links is 5.3 

and 56.8, respectively. The link can be well distinguished by the PRR value. In this 

paper, the link quality level is divided by the same standard, and the link quality is 

divided into three levels by the PRR value. The specific division criteria are shown in 

Table 1. 

Table 1. Divide Standard. 

Link quality level  Link status PRR 

Level 1 Good Link [80,100] 

Level 2 Middle Link [20,80) 

Level 3 Bad Link [0,20) 

5. Processing of Imbalanced Data 

The experiments are conducted in parking, indoor and forest scenarios. Link quality 

samples in different scenarios with different interferes have different distribution 

characteristics. In some real-world scenarios, the link quality samples of a certain level 

account for a small proportion of the total sample set is small, which leads to the 

imbalance of link quality samples distribution. 

Due to the imbalance of link quality samples, if the samples are directly used for 

training, there will be a certain deviation to the classification model, which will make the 

model more inclined to the majority class samples and eventually lead to the decline of 

the learning performance of the classification model. For the processing of imbalanced 
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samples [24], the distribution of imbalanced samples can be changed through data 

sampling to reduce the degree of data imbalance. Commonly used methods mainly 

include over-sampling [25] and under-sampling [26]. Over-sampling improves the 

classification performance of the model for minority class by adding the number of 

minority class samples, while under-sampling reduces the imbalance of data by reducing 

the number of classes of majority class samples. Since under-sampling will delete data, 

it may cause some important information of majority class samples to be lost. When 

there are few minority class samples, the distribution of samples will be balanced by 

under-sampling, which will cause a too small data set and further limit the performance 

of the classifier. The commonly used over-sampling method is random over-sampling, 

which replicates a small number of minority class samples randomly, thereby increasing 

the number of minority class samples and changing the degree of data imbalance. 

However, it does not add additional information to minority class samples, which 

increases the training time and easily leads to over-fitting of the model. 

Chawla [27] et al. proposed SMOTE in 2002. This method not only replicates 

existing minority class samples, but also creates synthesizes samples by interpolation, 

which can avoid the over-fitting risk of random over-sampling. During the execution of 

SMOTE algorithm, a sample a is randomly selected from minority class samples, and a 

sample b is randomly selected from its nearest neighbor. And then, random linear 

interpolation is performed between samples a and b, namely new sample x=a+w*(b - a), 

where is the random weight between (0, 1). 

SMOTE algorithm still has some deficiencies in dealing with within-class imbalance 

and noise. There are mainly two problems. First, when randomly selecting minority class 

samples for uniform over-sampling, the problem of between-class imbalance can be 

effectively solved, but the problem of within-class imbalance is ignored. In areas where 

minority class samples are dense, the number of samples will further increase, while in 

areas where minority class samples are sparse, the samples are still sparse. Second, 

SMOTE algorithm may further amplify the noise existing in the data. When the selected 

sample a is noise in majority class samples, the linear interpolation is performed by 

selecting the nearest neighbor, and the resulting synthetic sample is likely to be noise, 

which will reduce the classification performance of the trained model. 

K-means SMOTE algorithm [28] combines K-means clustering and SMOTE 

algorithm to avoid noise generated by carrying out over-sampling in the clustering area 

and solves the problem of between-class imbalance and within-class imbalance. Due to 

the adoption of K-means clustering, when the samples synthesis is performed in the 

cluster region, the sparse samples distribution region synthesizes more samples than the 

dense samples region, thus solving the within-class imbalance problem. 

K-means SMOTE algorithm includes three steps: clustering, filtering and over-

sampling. In the clustering step, the entire data is clustered into clusters by the K-means 

algorithm. The filtering step selects clusters with a high proportion of minority class 

samples, determines the number of synthetic samples assigned to each cluster, and 

assigns more synthetic samples to clusters with sparse sample distribution. In the over-

sampling step, SMOTE is applied to the selected cluster to achieve a balance between 

the majority and minority samples. 

K-means is a commonly used unsupervised clustering algorithm in data mining. For a 

given sample set 
1 2{ , , , }mD x x x L , randomly selecting k  samples from D  as initial 
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mean vectors 
1 2{ , , , }k  L , calculating the distance 

2ji j id x   between the 

sample ( 1,2, , )jx j m L  and each mean vector (1 )i i k   , and dividing the sample 

jx  into clusters with the smallest 
jid  according to the size of 

jid . In each cluster, 

calculate new mean vector 
i   and replace the original mean vector until current mean 

vector is not updated or the maximum number of iterations is reached. Finally, the 

clustered 
1 2{ , , , } kC c c cL  is obtained. 

The filtering step selects clusters to be over-sampling and determines the number of 

samples to be generated in each cluster. The selection of clusters is determined 

according to the proportion of minority class samples and majority class samples in each 

cluster, and clusters with at least 50% minority class samples are selected. The cluster 

with a higher proportion of minority class samples can also be selected through the 

hyperparameter imbalance rate threshold of K-means SMOTE algorithm. The default 

value is 1, and the imbalance rate threshold of cluster 
ic  is defined as: 

( ) 1

( ) 1






i

i

majority count c
irt

minority count c
                                              (3) 

In order to determine the generating sample number of each cluster, it is necessary to 

assign sampling weights to the selected clusters and assign bigger weights to the clusters 

with sparse samples to generate more samples. The calculation steps of sampling 

weights are as follows: 

1) For each filtered cluster f , the Euclidean distance matrix between minority class 

samples is calculated, ignoring majority samples. 

2) The average distance of each cluster is obtained by calculating the average value 

of non-diagonal elements in the distance matrix. 

3) Calculate the density of minority class samples in the cluster. 

( )
( )

( )


m

minority count f
density f

average minority distance f
                             (4) 

Where m  is the number of features. 

4) Calculate the sparsity of minority class samples in a cluster. 

1
( )

( )
sparsity f

density f
                                             (5) 

5) The sampling weight of each cluster is defined as the sparsity of the cluster divided 

by the sum of the sparsity of all clusters, and the sum of the sampling weights of all 

clusters is 1. 

In the over-sampling step, SMOTE is used for over-sampling in the selected clusters, 

and the number of samples to be generated for each cluster is ( )sampling weight f n , 

where n  is the total number of samples to be generated. The process of imbalanced link 

quality samples processing based on k-means SMOTE is shown as Algorithm 1. 
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Algorithm 1 Imbalanced sample processing algorithm 

Input: input space
2{( , ( ), ( )), } i i i iZ PHY PHY ASL PHY lv , number of clusters k , 

imbalance rate threshold irt , nearest neighbor 20knn Error! Reference source not found.. 

Output: The synthesized link quality sample after the over-sampling. 

begin 

clusters
2- ( , ( ), ( ))i i iK means PHY PHY ASL PHY ; 

filtered cluster  ; 

     for C   clusters do 

           Calculate imbalance ratio of link quality samples by eq(3); 

           If imbalance ratio < irt then 

               filtered cluster   filtered cluster U {C}; 

           end 

     end 

     for f   filtered cluster do 

average minority distance (  ( ))mean euclidean distance f ; 

Calculate ( )density f  by eq(4); 

Calculate ( )sparsity f  by eq(5); 

     end  

     sparsity sum
 

 ( )



f filtered clusters

sparsity f ; 

     sampling weight
( )

  

sparsity f

sparsity sum
; 

     generated link quality samples  ; 

     for f   filtered cluster do 

          number of samples ( )sampling weight f n ; 

          generated link quality samples  generated samples U  

( ,   , )SMOTE f number of samples knn ; 

     end 

     return generated link quality samples 

end 

6. Link Quality Estimation 

In different experimental scenarios, the link quality level distribution of the collected 

sample data is imbalanced. The K-means SMOTE method is used to randomly linearly 

interpolation on the original samples to increase the number of minority class samples, 

and improves the classification accuracy of the estimation model for minority class 

samples.  
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6.1. Construct estimation model 

Link quality estimation is a process of estimating link quality level based on selected 

link quality parameters, which is essentially a multi-classification problem. Random 

forest algorithm [29] is not prone to over-fitting in the training process, and can identify 

overlapping samples between classes, which is suitable for multi-classification 

problems. Two random processes are introduced into the random forest. One is to 

randomly extract samples by Bootstrap resampling method when constructing training 

subsets to increase the differences among the subsets. The second is to randomly select 

features from the total number of features to construct the decision tree in order to 

ensure the diversity of the decision tree and reduce the similarity between the trees. 

Since the randomness is guaranteed by the two random processes, the decision tree may 

not be pruned during construction process, and it can also ensure that the random forest 

is not prone to over-fitting. 

Data set

Bootstrap Bootstrap Bootstrap Bootstrap

Sample subset T1 Sample subset T2 ... Sample subset Tn

Decision tree 

classification 

result h1

Decision tree 

classification 

result h2

...
Decision tree 

classification 

result hn

weighted random forest 

estimation model
Test set

estimation  

result

w1 w2 wn

 

Fig. 1. Link quality estimation model based on weighted random forest. 

The traditional random forest algorithm produces the final result through combined 

voting and gives the same weight to each decision tree. This method gives a too big 

weight to the decision tree with low classification performance, leading to reducing the 

overall classification performance. In this paper, a WRF [30] algorithm is applied to 

construct a link quality estimation model. The model structure is shown in Figure 1. 

WRF is an improved algorithm for random forests. It assigns smaller weights to decision 

trees with low classification performance and bigger weights to decision trees with high 

classification performance. 

Let the training sample set processed by K-means SMOTE be {( , )} i iT x y ,where 

2{ , ( ), ( )} ii i ix PHY PHY ASL PHY , { }i iy lv , 1,2,...,i N , N  is the total number of 

samples, 
ix  is the vector composed of the selected link quality parameters, and 

iy  is the 

link quality level value. In the training process of WRF, the training sample set is split 



 Link quality estimation based on over-sampling...           35 

 

into different training subsets 
1 2, , , nT T TL  by Bootstrap resampling method, and the 

training process for each subset is independent of each other and does not affect each 

other. The link quality decision trees are constructed for the training subsets, shown in 

Fig.1. The key to decision tree learning is to select the optimal partitioning attribute. ID3 

decision tree learning algorithm selects attributes with large information gain when 

dividing nodes, but the information gain criterion will bring certain deviation. For 

attributes with a large number of values, the corresponding information gain is larger. In 

order to reduce this influence, C4.5 decision tree algorithm selects attributes with large 

gain rate when dividing nodes. In this paper, C4.5 algorithm is used in the process of 

decision tree construction, that is, gain rate is used to select features when dividing 

attributes. The calculation process of gain rate is as follows: 

1) Calculating information entropy 

2

1

( ) log

y

k k

k

Ent T p p


                                                    (6) 

Where T  is the current sample set, 
kp  is the proportion of the k th sample in the 

sample set, and y  is the number of categories of the sample set, which is the number of 

link quality levels in this paper. 

2) Calculating information gain 

1

( ) ( ) ( )

v
V

v

v

T
Gain T,a Ent T Ent T

T

                                  (7) 

Where vT  is the subsets according to attribute a , V  is the number of divided 

subsets, vT  is the number of samples in the subsets, T  is the total number of samples, 

and ( )vEnt T  is the information entropy calculated from subsets vT . 

3) Calculating gain rate 

( )
( )

( )

Gain T,a
Gain_ratio T,a

IV a
                                          (8) 

Where, 

2

1

(a) log

v v
V

v

T T
IV

T T

                                              (9) 

A decision tree is constructed for each training subset separately, and when selecting 

the optimal partition attribute, the attribute with the largest gain rate is selected. Since 

the training and classification processes of each decision tree are independent of each 

other, the construction and classification processes of the decision tree can be 

parallelized so as to save program running time. 

In order to determine the weight of each decision tree, WRF divides the samples into 

training sets and test sets at a ratio of 3:1. The out-of-bag data is employed to estimate 

the accuracy of the decision tree, and to calculate the voting weight jw  of the decision 

tree. In the implementation process of WRF, the training set includes 75% of the initial 

samples. For each decision tree, about 50% of the in-bag data is used to train the 

decision tree, and 25% of the data is used to evaluate the classification performance of 

the decision tree and to calculate the voting weight. 
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, 1,2, ,

correct

j

j

n

X
w j n

X
  L                                            (10) 

Where correct

jX  is the number of out-of-bag samples with the correct classification, 

and 
nX  is the total number of out-of-bag samples.  

After the weight of decision tree is calculated on the training set, the estimation 

model is applied on the test set. For each test sample, the output sequence 

1 2{ ( ), ( ), , ( )}nh X h X h XL  of n  decision tree classifiers can be obtained, and the weight 

jw  of decision tree is used to construct a combined classification model. 

1

( ) arg max ( ( ) )
n

j i
Y

i

H x w I h x Y


                                     (11) 

Where ( )H x  is the combined classification model, ( )ih x  is the i -th decision tree 

classification model, Y  is the output variable, which is the value of link quality level, 

and ( )I   is the indicative function. 

6.2. Evaluation Metrics of models 

Accuracy is often used as the evaluation metric of link quality estimation models. But 

for models with imbalanced samples, accuracy does not well reflect the performance of 

them. For example, there is a test set of 1000 samples including 100 negative samples. If 

a model classifies all samples into positive, then the accuracy of the model is 90%. From 

the view of accuracy, it can be seen that the estimation effect of the model is very good, 

but the model does not identify even one negative sample. So such model has no 

meaning. Therefore, this paper uses the precision, recall and F1 values to evaluate the 

performance of proposed model.  

For the two-class classification problem, the combination of the real class of the 

sample and the predicted class of the classifier has four cases: true positive, false 

positive, true negative and false negative. The confusion matrix formed by the 

classification results is shown in Table 2. 

Table 2. Confusion Matrix. 

Real class 
Predict result 

Positive Negative 

Positive TP FN 

Negative FP TN 

Confusion matrix can be used to evaluate the precision and recall of classifiers. 

TP
precision

TP FP



                                                (12) 

TP
recall

TP FN



                                                   (13) 

2* *
1

precision recall
F

precision recall



                                               (14) 
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7. Experiments and Analysis 

In the experiments, TelosB nodes of Crossbow Company and the wireless sensor 

network link quality test platform were used to collect the required data, and K-means 

SMOTE algorithm and WRF estimation model were implemented through python 

platform. 

7.1. Experimental Scene Setting 

Three experimental scenarios are set up, namely, forest, indoor and campus parking. In 

each experimental scenario, a small star link quality testing network is deployed to 

collect corresponding link quality data. The experimental parameter settings are shown 

in Table 3.  

Table 3. Experimental Parameter Setting. 

Parameter attribute Parameter value 

Transmit power /dBm 31 

Channel 26 

Number of probe packets 30 

Packet transmission rate 5 

Transmission period/ms 200 

Test period /s 10 

7.2. Analysis of experimental results 

In the experiments, the training set and the test set are randomly distributed at a ratio of 

3:1. For the data in the training set, K-means SMOTE is used to balance samples. WRF 

is used to construct a link quality estimation model for the original samples and the 

samples processed by K-means SMOTE respectively. The evaluation confusion matrix 

diagrams under different scenarios are shown in Figure 2 to Figure 7.  

 

Fig. 2. Confusion matrix of original samples in parking scenes. 
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Fig. 3. Confusion matrix of K-means SMOTE processing samples in parking scenes. 

 

Fig. 4. Confusion matrix of original samples in indoor scenes. 

 

Fig. 5. Confusion matrix of K-means SMOTE processing samples in indoor scenes. 
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Fig. 6. Confusion matrix of original samples in forest scenes. 

 

Fig. 7. Confusion matrix of K-means SMOTE processing samples in forest scenes. 

It can be seen from Figure 2 and Figure 3 that the estimation accuracy of good link in 

the parking scene is 33% for the original samples, 60% after K-means SMOTE 

processing, and the estimation accuracy is increased by 27%. In the indoor scene, the 

estimation accuracy for middle link has increased by 3%, and in the forest scene, the 

estimation accuracy for bad link has increased by 7%. The estimation results of three 

experimental scenes show that the data processed by K-means SMOTE can obviously 

improve the estimation effect of the model on minority class samples. 

In order to further reflect the estimation effect of the model, we calculate the 

precision, recall and FI value of the original samples and the samples processed by K-

means SMOTE under different scenes respectively. 
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Fig. 8. Comparison of precision. 

 

Fig. 9. Comparison of recall. 

 

Fig. 10. Comparison of F1. 



 Link quality estimation based on over-sampling...           41 

 

Figure 8 to Figure 10 show the comparison of precision, recall and F1 of the original 

data and K-means SMOTE processed data under different scenes respectively. As can 

be seen from the Figures, in the parking scene, the precision, recall and F1 value of the 

data processed by K-means SMOTE have increased by 13%, 27% and 24%, 

respectively, with the most obvious performance improvement. In other scenes, the 

evaluation metrics of K-means SMOTE with the data processed are improved compared 

with ones of the model with the original data, indicating that K-means SMOTE has good 

performance in dealing with imbalanced data. 

In order to further verify the estimation performance of WRF, this paper uses the 

data, processed by K-means SMOTE to train WRF model, and compares the trained 

WRF model with NB, LR and KNN models in three experimental scenarios.  

The comparison results of precision, recall and F1 in each scenario are shown in 

Figure 11 to Figure 13. 

 

Fig. 11. Precision comparison result 1. 

 

Fig. 12. Recall comparison result 1. 
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Fig. 13. F1 comparison result 1. 

As can be seen from Figure 11 to Figure 13, the precision of the WRF model is 35% 

bigger than that of the LR model in the parking scene, and the precision and F1 of the 

WRF model in the three scenes are bigger than those of the other three models. The recall 

values in the indoor scene and the forest scene are also bigger than that of the NB, LR and 

KNN models. The experimental results show that the WRF has good estimation 

performance in different experimental scenes. 

8. Conclusion 

The main work of this paper is as follows: The average, variance and asymmetry metric 

of physical layer parameters are selected as link quality parameters, and link quality 

level are divided according to PRR values to estimate link quality. K-means SMOTE is 

applied to generate minority samples, and the samples are divided into different clusters 

by K-means, thus noise data can be avoided. For different clusters, minority class 

samples are generated by random linear interpolation in each cluster, so that the number 

of minority class samples is increased, thus solving the imbalance of link data. This 

paper constructs a link quality estimation model based on WRF, assigns smaller weights 

to decision trees with low classification performance and bigger weights to decision 

trees with high classification performance in the combined model, and uses out-of-bag 

data to evaluate the accuracy of the decision trees. Precision, recall and F1 are used to 

evaluate the performance of proposed model. The experimental results in three scenarios 

show that the proposed model with samples processed by K-means SMOTE presents 

better performance. Compared with NB, LR and KNN estimation models, WRF model 

has better estimation performance. 

 
Acknowledgements: This work was supported by the National Natural Science Foundation of 

China (Grant No. 61962037, 61762065, 61363015, 61501218), the Natural Science Foundation 

of Jiangxi Province (Grant No. 20171ACB20018, 20171BAB202009, 20181BAB202015).  

 



 Link quality estimation based on over-sampling...           43 

 

References 

1. Buşoniu, L., Babuška, R., Schutter, B. D.: Multi-agent Reinforcement Learning: An 

Overview. Innovations in Multi-Agent Systems and Applications, Vol. 38, No. 2, 156-172. 

(2010) 

2. Babuška, R., buşoniu, L., and De Schutter, B.: Reinforcement learning for multi-agent 

systems. IEEE International Conference on Emerging Technologies and Factory 

Automation. IEEE, 1-7. (2006) 

3. Liu, Z., Wang, F.: Scale-free topology for wireless sensor networks with energy efficient 

characteristics, Journal of Beijing University of Posts and Telecommunications, Vol. 38, No. 

1, 87-91. (2015) 

4. Cao, N., Liu, P., Li, G., Zhang, C.: Evaluation models for the nearest closer routing protocol 

in wireless sensor networks, IEEE Access, Vol. 6, No. 1, 77043-77054. (2018) 

5. Gao, D., Zhang, S., Zhang, F.: RowBee: A routing protocol based on cross-technology 

communication for energy-harvesting wireless sensor networks, IEEE Access, Vol. 7, No. 1, 

40663-40673. (2019) 

6. Lowrance, C. J., Lauf, A. P.: Link quality estimation in ad hoc and mesh networks: A survey 

and future directions, Wireless Personal Communications, Vol. 96, No. 1, 475-508. (2017) 

7. Bote-Lorenzo, M. L., Gómez-Sánchez, E., Mediavilla-Pastor, C.: Online machine learning 

algorithms to predict link quality in community wireless mesh networks, Computer 

Networks, Vol. 132, No. 1, 68-80. (2018) 

8. Lu, J., Zhu, Y., Xu, Z.: A reliable wireless sensor network routing method for power 

transmission line monitoring, Power System Technology, Vol. 41, No. 2, 644-650. (2017). 

9. Jayasri, T., Hemalatha, M.: Link quality estimation for adaptive data streaming in WSN, 

Wireless Personal Communications, Vol. 94, No. 3, 1543-1562. (2017) 

10. Baccour, N., Koubâa, A., Youssef, H.: F-lqe: A fuzzy link quality estimator for wireless 

sensor networks, in Proc. 2010 European Conference on Wireless Sensor Networks, 

Coimbra, Portugal, 240-255. (2010) 

11. Lai, X., Ji, X., Zhou, X.: Energy efficient link-delay aware routing in wireless sensor 

networks, IEEE Sensors Journal, Vol. 18, No. 2, 837-848. (2018) 

12. Boano, C. A., Zúniga, M. A., Voigt, T.: The triangle metric: Fast link quality estimation for 

mobile wireless sensor networks, in Proc. 19th International Conference on Computer 

Communications and Networks, Zurich, Switzerland, 1-7.(2010)  

13. Zhang, Y., Fu, S., Jiang, Y.: An LQI-based packet loss rate model for IEEE 802.15.4 links, 

in Proc. IEEE Annual International Symposium on Personal, Indoor, and Mobile Radio 

Communications(PIMRC), Bologna, Italy, 1-7.(2018) 

14. Sun, W., Lu, W., Li, Q.: WNN-LQE: Wavelet-neural-network-based link quality estimation 

for smart grid WSNs, IEEE Access, Vol. 5, No. 1, 12788-12797. (2017)  

15. Mi, X., Zhao, H., Zhu, J.: Research on EWMA based link quality evaluation algorithm for 

WSN, in Proc. 2011 Cross Strait Quad-Regional Radio Science and Wireless Technology 

Conference, Harbin, China, 757-759.( 2011) 

16. Qin, F., Zhang, Q., Zhang, W.: Link quality estimation in industrial temporal fading channel 

with augmented Kalman filter, IEEE Transactions on Industrial Informatics, Vol. 15, No. 4, 

1936-1946. (2019) 

17. Rojas, C., Decotignie, J.: Leveraging MAC preambles for an efficient link estimation, in 

Proc. International Conference on Wireless and Mobile Computing, Networking and 

Communications (WiMob), Limassol, Cyprus, 1-10.( 2018) 

18. Sharma, A., Bansal, A., Rishiwal, V.: Selection of high quality path through MXAODV in 

mobile ad-hoc network, International Journal of Systems Control and Communications, Vol. 

10, No. 1, 1-17. (2019) 



44           Linlan Liu et al. 

 

19. Liu, W., Xia, Y., Luo, R.: Lightweight, fluctuation insensitive multi-parameter fusion link 

quality estimation for wireless sensor networks, IEEE ACCESS, Vol. 8, No. 1, 28496-

28511. (2020) 

20. Liu, T., Cerpa, A. E.: Data-driven link quality prediction using link features, ACM Trans on 

Sensor Networks, Vol. 10, No. 2, 1-35. (2014) 

21. Shu, J., Liu, S., Liu, L.: Research on link quality estimation mechanism for wireless sensor 

networks based on support vector machine, Chinese Journal of Electronics, Vol. 26, No. 2, 

377-384. (2017) 

22. Pan, L., Li, J.: K-nearest neighbor based missing data estimation algorithm in wireless sensor 

networks, Wireless Sensor Network, Vol. 2, No. 2, 115-122. (2010) 

23. Luo, X., Liu, L., Shu, J., AL-KALI, M.: Link quality estimation method for wireless sensor 

networks based on stacked autoencoder, IEEE Access, Vol. 7, No. 1, 21572-21583. (2019)  

24. Baccour, N., Koubâa, A., Youssef, H.: Reliable link quality estimation in low-power 

wireless networks and its impact on tree-routing, Ad Hoc Networks, Vol. 27, No. 1, 1-25. 

(2015) 

25. Bildea, A., Alphand, O., Rousseau, F., Duda, A.: Link quality estimation with Gilbert-Elliot 

model for wireless sensor networks, in Proc. IEEE 26th Annual Int. Symp. Personal, Indoor, 

and Mobile Radio Communications (PIMRC), Hong Kong, China, 2049-2054.(2015) 

26. Zhu, M., Xia, J., Jin, X., Yan, M., Cai, G., Yan, J., Ning, G.: Class weights random forest 

algorithm for processing class imbalanced medical data, IEEE Access, Vol. 6, No. 1, 4641-

4652. (2018)  

27. Galar, M., Fernandez, A., Barrenechea, E.: A review on ensembles for the class imbalance 

problem: bagging-, boosting-, and hybrid-based approaches, IEEE Trans on Systems, Man, 

and Cybernetics, Part C (Applications and Reviews), Vol. 42, No. 4, 463-484. (2012) 

28. Batista, G. E., Prati, R. C., Monard, M. C.: A study of the behavior of several methods for 

balancing machine learning training data , ACM SIGKDD explorations newsletter, Vol. 6, 

No. 1, 20-29. (2004) 

29. Chawla, N. V., Bowyer, K. W., Hall, L. O.: SMOTE: Synthetic minority over-sampling 

technique, Journal of Artificial Intelligence Research, Vol. 16, No. 1, 321-357. (2002) 

30. Douzas, G., Bacao, F., Last, F.: Improving imbalanced learning through a heuristic 

oversampling method based on K-means and SMOTE, Information Sciences, Vol. 465, No. 

1, 1-20. (2018) 

31. Liaw, A., Wiener, M.: Classification and regression by random forest, R News, Vol. 2, No. 

3, 18-22. (2002) 

32. Winham, S. J., Freimuth, R. R., Biernacka, J. M.: A weighted random forests approach to 

improve predictive performance, Statistical Analysis and Data Mining: The ASA Data 

Science Journal, Vol. 6, No. 6, 496-505. (2013) 

 

 

 

Linlan Liu born in 1968, and received the Bachelor degree in computer science from 

the National University of Defense Technology, Changsha, China, in 1988. Currently 

she is a full Professor, Internet of Things Technology Institute, Nanchang Hangkong 

University, Nanchang, China. She was a Visiting Scholar at Wilfrid Laurier University, 

Waterloo, Ontario, Canada. She has authored/coauthored more than 70 papers. Her 

research interests include wireless sensor networks and embedded system 

(765693987@qq.com). 

 

Yi Feng born in 1995. She received the Master degree from Nanchang Hangkong 

University, Nanchang, China, in 2020. She is now with the Department of School of 



 Link quality estimation based on over-sampling...           45 

 

Engineering, Zhejiang Normal University Xingzhi College, Jinhua, China. Her research 

interests include wireless sensor networks. (458018002@qq.com). 

 

Shengrong Gao born in 1994. He received the Master degree from Nanchang 

Hangkong University, Nanchang, China, in 2019. His research interests include wireless 

sensor networks. (1322415547@qq.com). 

 

Jian Shu born in 1964. He received the M.Sc.degree in computer networks from 

Northwestern Polytechnical University. He is currently a Professor with Nanchang 

Hangkong University. His research interests include wireless sensor networks, 

embedded systems, and software engineering. (shujian@nchu.edu.cn). 

 

Received: December 18, 2020; Accepted: May 22, 2021. 

 





Computer Science and Information Systems 19(1):47–63 https://doi.org/10.2298/CSIS201221043N 

 

Comparative Analysis of HAR Datasets Using 

Classification Algorithms 

Suvra Nayak
1
, Chhabi Rani Panigrahi

1
, Bibudhendu Pati

1
, Sarmistha Nanda

1
, and 

Meng-Yen Hsieh
2
 

1 Department of Computer Science, Rama Devi Women’s University,  

Bhubaneswar, India 

{suvra.nayak24, panigrahichhabi, patibibudhendu, sarmisthananda}@gmail.com 
2 Department of Computer Science & Information Engineering,  

Providence University, Taiwan 

mengyen@gm.pu.edu.tw 

Abstract. In the current research and development era, Human Activity 

Recognition (HAR) plays a vital role in analyzing the movements and activities of 

a human being. The main objective of HAR is to infer the current behaviour by 

extracting previous information. Now-a-days, the continuous improvement of 

living condition of human beings changes human society dramatically. To detect 

the activities of human beings, various devices, such as smartphones and smart 

watches, use different types of sensors, such as multi modal sensors, non-video 

based and video-based sensors, and so on. Among the entire machine learning 

approaches, tasks in different applications adopt extensively classification 

techniques, in terms of smart homes by active and assisted living, healthcare, 

security and surveillance, making decisions, tele-immersion, forecasting weather, 

official tasks, and prediction of risk analysis in society. In this paper, we perform 

three classification algorithms, Sequential Minimal Optimization (SMO), Random 

Forest (RF), and Simple Logistic (SL) with the two HAR datasets, UCI HAR and 

WISDM, downloaded from the UCI repository. The experiment described in this 

paper uses the WEKA tool to evaluate performance with the matrices, Kappa 

statistics, relative absolute error, mean absolute error, ROC Area, and PRC Area 

by 10-fold cross validation technique. We also provide a comparative analysis of 

the classification algorithms with the two determined datasets by calculating the 

accuracy with precision, recall, and F-measure metrics. In the experimental 

results, all the three algorithms with the UCI HAR datasets achieve nearly the 

same accuracy of 98%.The RF algorithm with the WISDM dataset has the 

accuracy of 90.69%,better than the others. 

Keywords: Machine Learning, Human Activity Recognition, WEKA, Classifier, 

Classification Algorithms. 

1. Introduction 

Due to recent scientific research efforts, Machine Learning (ML) [1] as an essential 

branch of computer science has emerged out of Artificial Intelligence (AI). Based on the 

importance of the logical and knowledge-based approaches, there is a rift between ML 

and AI. ML mechanism relying on database technology is the extensive use of data 
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technological items [12]. Various problems such as HAR, air quality prediction[21], key 

sentence extraction using the comments in the blogs[22], detection of emergency 

situation[23], face recognition for security purpose [24],[30], film review analysis for 

maximizing the profit of investors and recommendation for viewers [25], intrusion 

detection[26], [31] can be solved using the ML techniques[27]. Human Activity 

Recognition (HAR) plays an essential role in different fields, such as human-computer 

interaction, health care, and security surveillance [2], as one of the prominent research 

branches. Due to specific challenges like optimal sensor placement, sensor motion, 

inherent variability, and cluttered background, HAR remains a very intricate task [3], 

[4]. HAR systems can replace human operators to intensify the proficiency and 

fruitfulness of the analysis and observation processes. For example, one of the HAR 

systems inform users about an emergent situation by tracking their health conditions 

with the help of specific sensor devices. Disaster management is a research area which 

attracts researchers of different communities like health care, computer science, 

business, and disaster management etc. The disaster recovery systems need to be 

designed using effective fault-tolerant techniques [41]. HAR plays a very important role 

during any kind of emergency. For collecting information on human behaviour, the steps 

with raw sensor data are concluded [10], [13], [15]: (a) pre-processing, (b) preliminary 

classification, (c) select classifier, and (d) performance evaluation. Classification is a 

widely used way of ML techniques, while the datasets consisting of training data and 

testing data are required. The training dataset always comprises a set of characteristics, 

and the primary role of classification divides the dataset to determine the classes [14]. 

There are several classification algorithms in the literature for resolving multiple 

challenges such as Multilayer Perceptron (MLP), SMO, decision tree, J48, RF, SL, 

Artificial Neural Network (ANN), Convolutional Neural Network (CNN), Support 

Vector Machine (SVM) [28-29], [32], [42] and others. The essential components of 

classification techniques [15] are shown in Figure 1. 

The remaining of the article is organized as follows: Section 2 summarizes the related 

works proposed in the literature. The methodology adopted in our experiments is 

presented in Section 3. Section 4 summarizes and analyzes the experimental results. 

Section 5 presents a detailed comparison of the adopted classification algorithms with 

the chosen HAR datasets and finally, we provide concluding remarks and future 

directions of this research in Section 6. 
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Fig. 1. Components of Classification Techniques 

2. Related Work 

In this section, a brief study of HAR datasets used for various applications is presented. 

Various researchers used different datasets for HAR in the literature [40]. The details of 

the datasets used are presented in Table 1. 

Authors in [41] used different classifiers such as RF, IBK, J48, Bagging, and MLP 

for HAR. From the experimental results of the authors, it is indicated that RF performs 

well as compared to other considered classifiers and they achieve the 87.19 % accuracy. 

In [33], different classifiers like PEF, FNN, PTN, and PDF were used by the authors on 

various HAR datasets i.e. WISDM, MHEALTH, and SPAR. From the experimental 

results obtained, FNN was found to be the best classifier by the authors. The authors 

used categorical cross-entropy loss, the embedding and triplet loss for training. Also the 

authors observed that the training can be improved by using subject triplet selection. In 

[37], Yang et al. used DPCRCN for classification which uses end-to-end learning. 

During experimentation, they used Adam optimizer with the ReLU activation function. 
In [38], authors used HMDB, UCF101 and Kinetic datasets in their work and used a 

supervised approach where the weights of the branch were learned with standard back-

propagation. The relation schema was integrated with an appearance branch and a Smart 
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Block was created to capture the spatiotemporal information. Then multiple Smart 

Blocks were stacked up to construct ARTNet. 

Table 1. Details of HAR Datasets used for Various Applications 

Author 

[Year] 

Dataset Used Tools/ 

Framework 

Used 

Classifiers Used Best 

Classifier 

Accuracy 

in % 

Nanda et al. 

[2021] [41] 

WISDM 

Smartphone 

and 

Smartwatch 

Activity and 

Biometric 

Dataset 

WEKA  RF, IBK, 

Bagging, J48 

and MLP 

RF 87.19 

Burns et al. 

[2020] [33] 

WISDM, 

MHEALTH, 

and SPAR  

Seglearn, Keras,  

and  Python 

Scikit-learn 

library 

FCN, PEF, PDF, 

PTN  

PTN WISDM: 91. 3 

MHEALTH: 

99.9 

SPAR: 99.0  

Yang et al. 

[2019] [37] 

AReM LSTM, Fully 

connected Layer, 

and Softmax 

 LR, RF, SVM, 

DPCN, LSTM, 

XgBoost, 

LISEN, IDNNs, 

Dual Path 

Convolutional 

Neural Network 

(DPCRCN ) 

DPCRCN 99.97 

Wang et al. 

[2018] [38] 

Kinetics, 

HMDB51, 

UCF101 

SMART Blocks, 

Two stream 

CNN, 3D CNNs, 

and ARTNets 

C3D and 

ARTNet 

ARTNet Kinetics: 78. 7  

HMDB51: 

70.9 

UCF101: 94.3 

Min-Cheol 

Kwon et al. 

[2018]  

[39] 

HAR dataset Python Scikit-

learn library 

DT, RF, and 

SVM, ANN 

ANN 95 

Jain et al. 

[2017] [34]  

Physical 

Activity 

Sensor data, 

UCI HAR 

Score level 

fusion and 

Feature level 

fusion 

k-NN and 

Multiclass SVM 

Multiclass 

SVM 

Physical 

Activity 

Sensor data: 

96.83, 

UCI HAR: 

97.12 

Walse et al. 

[2016] [35]

  

WISDM  WEKA and 

Adaboost.M1  

Decision Stump, 

Random Tree,  

RF, Hoeffding 

Tree, REP Tree, 

J48 

J48 97.83  

Kutlay et al. 

[2015] [36] 

MHEALTH  WEKA  SVM and MLP MLP 91.7  
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In [39], authors developed a HAR system where data from an off-the-shelf 

smartwatch was collected and ANN was used for human activity classification. The 

proposed system was improved by the authors by considering location information. 

From the experimental results of authors it was observed that an accuracy of 95% was 

achieved using ANN. Jain et al. [34] used UCI-HAR dataset and Physical Activity 

Sensor data for activity recognition and are publicly available sensor-based datasets. 

Here SVM and kNN classifiers were used by the authors. The simulation results indicate 

that SVM performs best for both of the datasets. Authors used a histogram of centroid 

and for feature extraction, gradient signature-based Fourier descriptor was utilized and 

then for information fusion, score and feature level fusion were combined. In [35], 

Walse et al.  used different classifiers like Random Tree, J48, Hoeffding tree, RF, 

Decision Stump, and REP tree a log with MetaAdaboost.M1 for classification. All 

considered classification models were experimented with 10-fold cross-validation 

technique and J48 with MetaAdaboost.M1 was found to give improved results as 

compared to other algorithms. In [36], Kutlay et al. applied SVM and MLP classifiers 

on the MHEALTH dataset for classification. From the experimental results by the 

authors, it was found that MLP with 10 fold cross-validations gave 91.70% accuracy. 

3. Methodology 

In this section, we choose and discuss two HAR datasets downloaded from the UCI ML 

repository [16] and three classification algorithms. In this paper, we use the WEKA 

software as an open-source tool to demonstrate the classification algorithms. 

Table 2. Description of UCI HAR and WISDM Datasets 

Description/Dataset UCI-HAR WISDM 

Instances 10299 15630426 

Attributes 561 6 

No. of Subjects 30 51 

Activities 6 18 

Characteristics Multivariate/ Time-

Series 

Multivariate/ Time-Series 

Associated Tasks Classification/ 

Clustering 

Classification 

Sampling Rate 50 Hz 20 Hz 

Device used Smartphone: Samsung 

Galaxy 2  

Smartphone: Google Nexus 5/5x or 

Samsung Galaxy S5 Smart watch: 

LG G Watch 

Type Filtered (Butterworth 

low pass filter) 

Raw data as collected 

Sensors used Accelerometer, 

Gyroscope 

Accelerometer, Gyroscope 

File Type Text CSV 
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3.1. Datasets 

We detail each of the datasets in Table 2. The UCI-HAR dataset is one of the chosen 

HAR datasets constructed from the recordings of 30 subjects performing activities of 

daily living while carrying a waist-mounted smartphone with embedded inertial sensors 

[5]. The dataset is characterized by multivariate and time series. The other dataset, 

WISDM, contains time-series sensor data of accelerometer and gyroscope, collected 

from 51 test subjects with 18 activities using smartphones and smart watches [6]. The 

characteristic of this dataset is multivariate on actual time-series and attribute 

characteristics. 

3.2. Classification algorithms 

The three classification algorithms are as follows: SMO, RF, and SL. We used WEKA 

tool to evaluate the algorithms with the two HAR datasets, provide a comparison of 

these algorithms, and suggest which algorithms may perform best. The specifics of the 

classification algorithms are described in this section below. 

 Sequential Minimal Optimization Algorithm (SMO): This algorithm is developed 

by John C. Platt, Microsoft researcher in the year 1998 [18]. During the training of 

SVM, SMO is proposed to solve various quadratic problems. The worst-case time 

complexity of SMO as one of supervised classification algorithms is O(n
3
).  Generally, 

SMO breaks down a significant problem into the sub-problems using the divide and 

conquer method, and solves them through analysis. SMO performs the functions of 

polynomial or RBF kernels to solve the classification problems, implemented in the 

popular LIBSVM tool [9] and widely used for training SVM. Using Support Vector 

Machine with sparse datasets, SMO is found to be the fastest algorithm. 

 Random Forest Algorithm (RF):RF is developed by Breiman [19].This algorithm is 

designed for regression, classification, and other tasks by building a multitude of 

decision trees during training time and output the class, while the class represents the 

mode of classification or mean prediction of the trees [7],[8]. RF is one of the 

supervised learning algorithms, and mostly used for classification. By originating 

decision trees on the training data, the algorithm can make the prediction from each of 

the data samples. Generally, RF selects the best solution using the voting technique, 

and reduces the over fitting by averaging the results of calculated classification. 

Consequently, RF consisting of multiple single trees is an ensemble method, better 

than a single decision tree. 

 Simple Logistic Algorithm (SL): This algorithm proposed by Sumner et al. in the 

year 2005 [20] is used for modelling the possibility of a particular event or certain 

class such as fail/pass, or lose/win.  The algorithm for supervised learning tasks 

applies the simple logistic function on the data to predict the probability of a target 

variable. Besides, the algorithm is used to model a binary dependent variable, while 

every event would be assigned a probability value between 0 and 1. In logistic 

regression, estimating the parameters of a logistic model is applied in various fields 

such as ML, medical fields, and social sciences. Logistic regression is a statistical 

model used to model a binary dependent variable using a logistic function, although 
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many variations exist. In regression analysis, logistic regression estimates a logistic 

model with given parameters, as a form of binary regression [11]. 

The different features of these three classification algorithms are given in Table 3. 

Table 3. Features of SMO, RF, and SL Classification Algorithms 

Algorithm SMO RF SL 

Primary Problem Classification Classification and 

Regression 

Classification can be done 

but good for 

Regression 

Class Type Binary and 

Multiclass 

Binary and 

Multiclass 

Good for Binary but 

Multiclass is also possible 

Solution Approach Quadratic 

Programming 

Uncorrelated forest 

of trees 

Statistical Learning 

Dataset Type Large Large Small 

Time Complexity O(n3) O(v * n (log (n)) O(n) 

Data Normalization Required Not Required Not Required 

Raw 

Implementation 

Difficult Difficult Easy 

Predictors Categorical or 

Numeric 

Categorical or 

Numeric 

Numeric 

4. Results and Analysis 

We have presented the results obtained from our experimentation, along with the 

accuracy analysis of the classifiers in this section. We considered two HAR datasets, 

UCI HAR and WISDM, to evaluate the quality of each of the classifiers. Three 

particular classifiers corresponding to SMO, RF, and SL algorithms were generated with 

the two datasets. We measured a number of parameters such as the accuracy percentage; 

the number of correctly classified instances, and the error percentage, while as the three 

metrics of the accuracy are adopted, corresponding to the values of precision, recall, and 

F-measure. Using the confusion matrix and weighted average computation, we 

calculated all these measures for each of the classifiers. The sum of diagonals in the 

matrix denotes the number of correctly classified instances. True Positive (TP) and False 

Positive (FP) denote the true positive and false-positive rates. Suppose that TPA, TPB, 

and TPC denote the TP number of class A, class B, and class C, individually, the 

accuracy value is computed in Equation (1) as follows: 

  

             Accuracy =                                               (1) 

The other metrics related to accuracy are used for evaluating the performance results 

of each of the classifiers, as follows: 

Precision: This metric is called positive predictive value as the fraction of 

appropriate instances among the retrieved instances. The formula of Precision is defined 

in Equation (2), as follows: 

Precision=                                                                (2) 
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Recall: Recall, also called sensitivity, is the fraction of the number of appropriate 

instances retrieved [17], defined in Equation (3): 

Recall=                                                                    (3) 

F-Measure: Precision and accuracy are combined into the calculation of F-Measure. 

Keeping in view the weighted average of both values, F-measure in Equation (4) is 

calculated as follows: 

F=                                                        (4) 

MCC: The Matthews Correlation Coefficient (MCC) correlates with the actual and 

predictive series. The formula of MCC always returns a value between -1 and +1 [17], 

defined as Equation (5). 

MCC= , where  is the total number of observations.                                    (5) 

Kappa statistic: The kappa statistic, κ measures the inter-related reliability for the 

qualitative items. Since κ considers the agreement possibility that occur by chance [17], 

the formula of κ is defined as follows. 

κ =1-                                                    (6) 

Where, P0 is the relative observed agreement among raters and is identical to 

accuracy. Pe represents the hypothetical probability of chance agreement. The observed 

data is used to calculate the probabilities of each observer randomly by considering each 

category [17]. 

 

Fig. 2. Accuracy % Graph for 8, 10, and 12 Fold Cross Validation 

In this work, the experimental results of the classifiers were operated on the 

considered datasets, while the classifiers were implemented by the SMO, RF, and 

Simple Logistics algorithms. We have used 8-fold, 10-fold, and 12-fold cross-validation 

to estimate the performance of all of the three considered algorithms during our 

experimentation. Based on the results, it was found that the cases of 10-fold cross-

validation have a good accuracy performance on all the three algorithms. The 

experimental results of all the considered algorithms with different cross validations are 

presented in Figure 2. 

https://en.wikipedia.org/wiki/Evaluation_of_binary_classifiers
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The results obtained for each of the algorithms in terms of the different parameters 

such as TP rate, FP rate, Precision, Recall, F-Measure, MCC, ROC area, and PRC area 

are given in Tables 4-12 based on the datasets. The WISDM dataset contains the sensor 

data, collected using mobile devices such as phone and watch. Accelerometer and 

Gyroscope as sensors are embedded to the considered devices. The classification 

algorithms identify their activities with the data received from the phone and watch 

devices.  

Table 4. Weighted Average of Accuracy of the SMO Algorithm with 8 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisi

on 

Recall F-

Measure 

MC

C 

ROC 

Area 

PRC 

Area 

UCI HAR Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.98 

WISDM Phone A 0.49 0.03 0.48 0.49 0.48 0.45 0.89 0.39 

Phone G 0.30 0.04 0.29 0.30 0.29 0.25 0.81 0.23 

Watch A 0.70 0.02 0.70 0.70 0.70 0.68 0.95 0.61 

Watch G 0.55 0.03 0.55 0.55 0.55 0.52 0.90 0.43 

Table 5. Weighted Average of Accuracy of the RF Algorithm with 8 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precision Recall F-

Measure 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.78 1.00 1.00 

WISDM Phone A 0.87 0.01 0.87 0.87 0.87 0.86 0.99 0.93 

Phone G 0.56 0.03 0.56 0.56 0.56 0.53 0.92 0.60 

Watch A 0.84 0.01 0.84 0.84 0.84 0.83 0.99 0.90 

Watch G 0.70 0.02 0.70 0.70 0.69 0.68 0.96 0.75 

Table 6. Weighted Average of Accuracy of the SL Algorithm with 8 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precision Recall F- 

Measure 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.99 

WISDM Phone A 0.47 0.03 0.45 0.47 0.45 0.43 0.89 0.45 

Phone G 0.32 0.04 0.30 0.32 0.30 0.27 0.84 0.30 

Watch A 0.69 0.02 0.69 0.69 0.69 0.67 0.97 0.75 

Watch G 0.58 0.03 0.57 0.58 0.57 0.55 0.93 0.59 

 

Tables 4-6 present the classification results in terms of accuracy measures such as TP, 

FP, Recall, F-Measure, Precision, MCC, PRC area, and ROC area for the considered 

datasets with 8 fold cross validation. The dataset is partitioned into 8 different sets 

randomly.  Among them one set behaves as validation set whereas remaining sets act as 

training set. This was repeated for 8 times by considering each partition as validation set 

and the results are averaged to get the prediction.  In UCI-HAR dataset, SMO, RF, and 

SL algorithms produce nearly the same results. Also, in UCI HAR dataset, SMO, RF as 

well as SL algorithm results in higher accuracy percentage whereas in WISDOM dataset 

the accuracy percentage was found to be less in all types of sensors data and Phone with 
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Accelerometer sensor performs better among them in RF algorithm with an accuracy of 

87%. 

Table 7. Weighted Average of Accuracy of the SMO Algorithm with 10 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisio

n 

Recall F-

Measur

e 

MCC ROC 

Area 

PRC 

Area 

UCI HAR Phone  0.98 0.00 0.98 0.98 0.98 0.98 0.99 0.97 

WISDM Phone A 0.60 0.02 0.60 0.60 0.60 0.58 0.93 0.53 

Phone G 0.36 0.03 0.35 0.36 0.35 0.31 0.84 0.29 

Watch A 0.78 0.01 0.78 0.78 0.78 0.77 0.97 0.72 

Watch G 0.61 0.02 0.60 0.61 0.60 0.58 0.93 0.51 

Table 8. Weighted Average of Accuracy of the RF Algorithm with 10 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisio

n 

Recall F-

Measur

e 

MCC ROC 

Area 

PRC 

Area 

UCI 

 HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.97 0.99 0.99 

WISDM Phone A 0.90 0.00 0.90 0.90 0.90 0.90 0.99 0.95 

Phone G 0.70 0.01 0.69 0.70 0.69 0.68 0.95 0.76 

Watch A 0.89 0.00 0.89 0.89 0.89 0.88 0.99 0.94 

Watch G 0.79 0.01 0.78 0.79 0.78 0.77 0.97 0.84 

Table 9. Weighted Average of Accuracy of the SL Algorithm with 10 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisi

on 

Recall F-

Measu

re 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.98 0.99 0.99 

WISDM Phone A 0.51 0.02 0.50 0.51 0.50 0.48 0.91 0.52 

Phone G 0.35 0.03 0.34 0.35 0.34 0.30 0.85 0.34 

Watch A 0.74 0.01 0.73 0.74 0.73 0.72 0.97 0.78 

Watch G 0.61 0.02 0.60 0.61 0.60 0.58 0.94 0.63 

Table 10. Weighted Average of Accuracy of the SMO Algorithm with 12 Fold Cross Validation 

Datasets Device TP 

rate 

FP 

rate 

Precis

ion 

Recall F-

Measu

re 

MCC ROC 

Area 

PRC 

Area 

UCI HAR Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.98 

WISDM Phone A 0.49 0.03 0.48 0.49 0.48 0.45 0.89 0.39 

Phone G 0.31 0.04 0.29 0.30 0.29 0.26 0.81 0.23 

Watch A 0.70 0.02 0.70 0.70 0.70 0.68 0.95 0.61 

Watch G 0.55 0.03 0.55 0.55 0.55 0.52 0.90 0.44 

 

Like 8 fold cross validation, the result of 10 fold cross validation was also estimated and are 

provided in the Tables 7-9 using all the considered algorithms and datasets. From the simulation 
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results, it is found that the prediction accuracy is improved in 10 fold cross validation as 

compared to the 8 fold cross validation. Using the UCI-HAR dataset, SMO, RF, and SL 

algorithms produce the same results and the accuracy percentage is about 98%. Using 

the WISDM dataset, we computed the accuracy of the classifiers and is found to give 

better accuracy as compared to 8 fold cross validation in all types of sensors data.  

Table 11. Weighted Average of Accuracy of the RF Algorithm with 12 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Preci

sion 

Recall F-

Measu

re 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.78 0.99 0.99 

WISDM Phone A 0.87 0.01 0.88 0.87 0.87 0.87 0.99 0.94 

Phone G 0.57 0.03 0.56 0.57 0.56 0.54 0.92 0.60 

Watch A 0.84 0.01 0.84 0.84 0.84 0.83 0.99 0.90 

Watch G 0.70 0.02 0.70 0.70 0.70 0.68 0.96 0.75 

Table 12. Weighted Average of Accuracy of the SL Algorithm with 12 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisio

n 

Recal

l 

F-

Measur

e 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.99 

WISDM Phone A 0.47 0.03 0.45 0.47 0.46 0.42 0.89 0.46 

Phone G 0.33 0.04 0.31 0.33 0.31 0.28 0.84 0.31 

Watch A 0.69 0.02 0.69 0.69 0.69 0.67 0.97 0.75 

Watch G 0.58 0.03 0.57 0.58 0.57 0.55 0.93 0.59 

Table 13. Comparative Analysis Results of SMO, RF, and SL on UCI-HAR and WISDM 

Datasets 

Datasets Device Classif

iers 

Accur

acy in 

% 

Kappa 

statisti

cs 

Mean  

Absolu

te 

Error 

Root 

Mean 

Squared 

Error 

Relative 

Absolute 

Error in 

% 

Root 

Relative 

Squared 

Error in 

% 

UCI-

HAR 

Phone SMO 98.52 0.98 0.22 0.31 80.32 83.47 

RF 98 0.97 0.04 0.10 17.03 28.47 

SL 98.47 0.98 0.00 0.06 2.94 16.62 

WISDM Phone A SMO 60.94 0.58 0.09 0.21 94.99  95.91 

RF 90.69 0.90 0.02 0.09 26.11  42.55 

SL 51.48 0.48 0.07 0.18 67.56  80.69 

Phone G SMO 36.65 0.32 0.10 0.22 95.88 96.88 

RF 70.26 0.68 0.68 0.16 59.87  70.91 

SL 35.65 0.31 0.08 0.20 80.80  89.19 

Watch A SMO 78.47 0.77 0.09 0.21 94.48  95.38 

RF 89.51 0.88 0.03 0.10 31.43 46.62 

SL 74.10 0.72 0.04 0.14 41.54  62.55 

Watch G SMO 61.27 0.58 0.09 0.21 94.95  95.90  

RF 79.01 0.77 0.05 0.14 49.35  62.24 

SL 61.44 0.59 0.06 0.17 58.46  74.57  
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Table 10-12 present the results with 12 fold cross validation. The obtained results 

indicate that the accuracy decreases as compared to those with 10 fold cross validation. 

So, from this experimental study we can conclude that for both the datasets 10-fold cross 

validation works well as compared 8 fold and 12 fold cross validation. 

The accuracy percentages of all of the algorithms for both the datasets are presented 

in Table 13. From the comparative analysis results, it showed that the RF algorithm in 

all of the cases performs well in predicting human activity as compared to the SMO and 

SL algorithms in WISDM dataset and SMO showed higher accuracy of 98.52% in UCI-

HAR dataset as compared to RF and SL.   

5. Comparative Analysis 

A comparative analysis results in terms of accuracy is shown in Figure 3 for the SMO, 

RF, and SL algorithms with both UCI and WISDM datasets. SL algorithm is a good 

binary classifier which performs better than the others while adopting small datasets. In 

the current work, we have dealt with the multiclass data to the algorithms, and the 

experimental results showed that the RF and SMO performed better than the SL. In this 

paper, WISDM denotes a large dataset and UCI HAR denotes a small dataset. All of the 

three considered algorithms give good results in UCI HAR. On the contrary, the results 

obtained with the WISDM dataset were found to have less accuracy in the algorithms. 

Another observation from our experiment is that compared with using the gyroscope 

sensor, no matter what kind of device’s accelerator sensor is used, it can provide better 

results. 

From the obtained results, it is also found that the weighted average of TP rate is high 

in SMO and SL classifiers with the UCI HAR dataset. The weighted average of TP rate 

is high in RF with WISDM by the phone accelerometer. Consequently, SMO and SL 

with the UCI dataset provide better performance in terms of precision, recall, and F-

measure values. However, RF with WISDM gives the best performance in the same 

conditions. 

 

Fig. 3. A comparative analysis in terms of accuracy for SMO, RF, and Simple Logistic algorithms 

with UCI and WISDM datasets 
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Using the UCI HAR dataset, the kappa values of the three classifiers are almost same. 

Nevertheless, the kappa values for the classifiers with the WISDM dataset are different 

widely. By performing the RF with the WISDM dataset in Phone A, the kappa value is 

0.90, higher than the others. For UCI-HAR, although SMO results in a slightly higher 

accuracy as compared to RF and SL algorithms but the different error percentages such 

as Mean Absolute Error, Relative Absolute Error, Root Mean Squared Error, and Root 

Relative Squared Error was found to be less for SL than RF and SMO and is presented 

in Table 13. However, for WISDM dataset, in all types of sensors RF was found to give 

better results along with less error percentages as compared to SMO and SL. 

A MCC value of 0.98 was obtained in SMO and SL classifiers with the UCI dataset. 

While the three classifiers were applied in different devices, RF with the WISDM 

dataset obtained the largest value of MCC in Phone A, but a low value of MCC in the 

other devices. In Table 5, the three algorithms with the UCI dataset returned the ROC 

area value of 0.99as the maximum value from the range between 0 and 1 when being 

compared with these with the WISDM dataset. 

In addition, Watch A returns the ROC value of 0.97 as the maximum value in all the 

cases of WISDM dataset in Table 5. RF and SL with the UCI dataset have the maximum 

value of the PRC area, 0.99.In addition, RF with the WISDM dataset in Phone A, 

returned the PRC value of 0.95 in Table 4. According to the experimental results, it is 

evident that when the number of activities is increasing, the accuracy is decreasing, and 

when the number of activities is decreasing, the values of accuracy and the other metrics 

are increasing.  

Based on the above reason, the accuracy value is inversely proportional to the 

number of activities. That is why the classifiers with the UCI dataset consisting of six 

activities achieve better results than them with the WISDM dataset consisting of 

eighteen activities. 

6. Conclusion 

In this work, we have evaluated the performance of the three classification algorithms, 

namely SMO, RF, and SL in terms of the metrics related to accuracy such as TP rate, FP 

rate, F-measure, Precision, Recall, ROC area, and PRC area. On the UCI HAR dataset, 

SMO is a better algorithm than the others; however all of the algorithms provide nearly 

equal results. On the WISDM dataset, we found that RF is the best algorithm. According 

to the experimental results, we infer that the adopted classification algorithms are 

suitable to classify human activities in the domain of HAR. Recognizing human 

activities is very important and is useful for various applications like elderly care 

service, healthcare, assisted living, smart home, etc. This study can provide a reference 

to help researchers make decisions on applying classification algorithms into human 

activity recognition. 
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Abstract. Distributed Ledger Technology (DLT) is making the first steps toward
becoming a solution for the growing number of various decentralized systems world-
wide. Unlike pure Blockchain, DLT finds many uses across different industries, in-
cluding eHealth, finance, supply chain monitoring, and the Internet of Things (IoT).
One of the vital DLT features is the ability to provide an immutable and commonly
verifiable ledger for larger-scale and highly complex systems. Today’s centralized
systems can no longer guarantee the required level of availability and reliability due
to the growing number of the involved nodes, complicated heterogeneous architec-
tures, and task load, while the publicly available distributed systems are still in their
infancy. This paper aims to provide an exhaustive topical review of the state-of-the-
art of Distributed Ledger Technology applicability in various sectors. It outlines the
importance of the practical integration of technology-related challenges, as well as
potential solutions.

Keywords: Distributed management, Distributed information systems, Data stor-
age systems, Information exchange, Information security

1. Introduction and Motivation

The number of new services and devices on the market is growing at a tremendous pace on
a yearly basis [59]. More and more functions previously performed by humans are trans-
ferred to various smart devices to make life easier. Simultaneously, the devices evolve,
intending to become more computationally powerful in addition to more efficient and
independent data processing. On the other hand, the centralized coordination of an ever-
growing number of devices is already becoming a significant problem for conventional
systems designed for a smaller number of active nodes [47]. The Distributed Ledger Tech-
nology (DLT) has caused quite a stir over the last years as many experts now consider that
it has the potential for facilitating multiple bursts of creativity and catalyzing an excep-
tional level of digital innovation not seen since the advent of the Internet [80]. DLT has
been proposed to ensure the effective interaction of various complex-scalable systems [7].

The original concept of DLT existed before Bitcoin and blockchain concepts. The
Byzantine Generals Problem theorized by Lamport et al. as early as in the 1980th de-
scribed how § ‘computer systems must handle [...] conflicting information’ in an adversar-
ial environment [40]. Subsequent research led to the emergence of the first algorithm for
‘highly available systems that tolerate Byzantine faults’ with little increase in latency [16].
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The earliest identified occurrences of the concept of a ‘Blockchain’ can be traced back to
the 1990th with Haber et al. that introduced the notion of a chain of cryptographically-
linked data blocks to efficiently and securely timestamp digital data in distributed systems
using cryptographic hashing functions and Merkle trees [62], a mathematical construct
known for more than a third of a century [51].

Today, DLT aims at enabling the operation of a highly available, append-only database,
which is maintained by physically distributed storage and computing devices (referred to
as nodes), in an untrustworthy environment [67]. DLT promises to increase efficiency and
transparency of collaborations between individuals and/or organizations based on inher-
ent qualities such as tamper- and censorship resistance, and democratization of data [36].
Using a variety of methods, DLT provides an opportunity to solve several challenges in
various industries providing an additional level of secure abstraction for direct interaction
between heterogeneous systems [39].

DLT has received growing attention as an innovative method of storing and updating
data within and between organizations in recent years. A distributed ledger is a digital
ledger that is different from centralized networks and ledger systems in two significant
aspects. First, information is stored in a network of machines, with changes to the ledger
reflected simultaneously for all ledger holders. Second, the data is authenticated by a
cryptographic signature. Together, it provides a transparent and verifiable record of trans-
actions. Blockchain technology is one of the most well-known underlays of DLT, in which
the ledger comprises ‘blocks’ of transactions, and it is the technology that underlies the
cryptocurrency Bitcoin [20].

However, the possible uses of DLT go far beyond the financial sector, e.g., its use has
also been explored in education [18,61,70], e-Governance [33], agriculture [29], supply
chain [57] and many other industries. This paper is a critical review aiming to provide a
comparative analysis of existing DLT applications and to answer the following research
question:

What are the main challenges of the distributed ledger technology integration and
its further operation?

The rest of the paper is organized as follows. The next section provides an overview
of the method applied to the topical literature review. Section 3 describes the use of tech-
nology in various industries and the corresponding motivation to move toward DLT. The
review covers sectors such as eHealth, education, supply chain, intellectual property, In-
ternet of Things (IoT), finance, energetics, as well as a vision from the horizontal domain
perspective. Next, Section 4 outlines the main challenges that can be solved by applying
the DLT to the identified industries, thus, outlining the future perspectives of the DLT.
The last section concludes the paper.



Distributed Ledger Technology: State-of-the-Art and Current Challenges 67

2. Methodology

This section outlines the research methodology adopted to carry out this systematic liter-
ature review based on the PRISMA guidelines proposed in [44].

In order to identify key publications on the analysis of distributed ledgers through
modeling or simulation, we performed a literature search in scientific databases that cover
leading computer science journals and conferences: IEEE Xplore, ACM Digital Library,
ScienceDirect, SAGE Journals Online, and Springer Link.

To find relevant articles and papers for our research, we applied the following search
string: (DLT OR “Distributed Ledger”) AND (Applications OR Challenges OR “Future
Perspective” OR State-of-the-Art)

In total, we gathered a set of 963 potentially relevant publications, excluding grey
literature and pre-prints.

We then analyzed the titles, keywords, and abstracts of the publications to identify
papers and articles that described at least one modeling or simulation approach for dis-
tributed ledgers. In doing so, we selected a total of 45 publications. To further extend
our literature sample, we analyzed the selected publications’ references for additional pa-
pers or articles relevant to our research. Following this process resulted in a total of 61
publications.

Once the literature selection process was completed, we carefully read the selected
publications and used an open coding approach to identify the described DLT applications
and challenges. Next, we classified the extracted applications into six general groups. The
results of our analysis form the core of the topical literature review and are presented in
the next section.

3. DLT Applications State-of-the-Art

Today, the potential for using DLT technology can be already seen in almost all areas
of society, from healthcare to complex information systems, see Fig. 1. This section dis-
cusses the most promising DLT application areas, according to the literature review.

Healthcare Supply ChainEducation

Finances EnergeticsIntellectual Property Internet of Things

Fig. 1. Main DLT Applications Classification
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3.1. Healthcare sector

The use of Information and Communication Technologies (ICT) for health is commonly
defined as eHealth or “an emerging field of medical informatics, referring to the orga-
nization and delivery of health services and information using the Internet and related
technologies. In a broader sense, the term characterizes not only a technical development
but also a new way of working, an attitude, and a commitment for networked, global
thinking, to improve health care locally, regionally, and worldwide by using information
and communication technology” according to to [56]. eHealth has recently been added
to the list of sectors affected by DLT in several ways. DLT’s technological advances in
eHealth have been documented, among other things, by using data to record and analyze
human behavior. The adoption of wearables and IoT devices is expected only to accel-
erate this expansion [46,55]. It has been partially addressed by General Data Protection
Regulation (European Union) 2016/679 (GDPR), which requires transparency in data use
as well as covers other aspects related to health-related data [35,63].

One of the main challenges of the modern medical sector is the lack of unified patient
data storage [5]. To date, proprietary cloud centralized storages are utilized to solve this
problem being individual for different clinics, even city-wise. As a result, the complete
medical history or a list of diagnoses per patient can hardly be accessed. Moreover, it is
not possible to track the patient’s indices and produce appropriate analysis.

In 2015, 78.8 million patients, nearly a quarter of the US population, had their infor-
mation stolen after a hack occurred on the insurance corporation Anthem [23]. At the end
of 2019, the health insurance company started rolling out blockchain-powered features
that allow patients to securely access and share their medical data. In the next two to three
years, all 40 million members will gain access to it.

In this context, DLT has emerged as a path to application development that enables
interoperability between systems by providing secure and immutable information storage
and exchange [13,53]. Examples of extant use cases are defined for the following areas of
healthcare: pharma, biotechnology, medicine, insurance, genomics [2,68].

The authors of [77] propose a distributed system for patient health data sharing. The
content is generated by two types of IoT nodes: wearable devices and static sensors.
The data-sharing mechanism is operated through a distributed registry based on a system
called Tangle and based on Directed Acyclic Graph (DAG). The Masked Authenticated
Messaging (MAM) protocol is used to securely transmit encrypted data streams, thus,
ensuring reliable authentication. Merkle tree is applied to ensure data integrity [12].

The next tremendous challenge of the healthcare sector is the need to ensure data
confidentiality [27]. In most cases, the patient cannot have a complete view of the patient’s
medical data processing and access, which should be improved in the next-generation data
exchange systems.

Medical data storage is essential in eHealth being extremely sensitive and, therefore, a
primary target for various attacks [10]. Since the patients themselves could govern access
to their health records, there would no longer be a central point of attack that could be
compromised to release large numbers of patient records. Therefore, DLT has the poten-
tial to provide a flexible framework for the management of health data. DLTs provide the
infrastructure which may enable users in the future to have more control over their health
histories and medical records, allowing for better decision making and preventative mea-
sures to be applied [76].
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Next, the work [25] provides a deep discussion on the main components of blockchain
required for developing e-Health targeted distributed architectures. The studied roadmap
outlines how DLT can fit into existing Electronic Health Records (EHR) systems or In-
surance Content Management (ICM) systems. It also covers important topics of data ex-
change and privacy in such a heterogeneous environment.

The authors of [22] also presents a system allowing for flexible third-party access
to electronic medical records of patients, which makes it possible to confirm the fact of
such interaction unequivocally. The authors developed a DLT prototype, which records
the validity of information processing using Smart contracts based on Solidity [72].

Pharmaceutical companies often receive government funding to produce specific drugs,
such as vaccines and autoimmune diseases. DLT is useful and presumably suitable in ar-
eas such as transferring funds from the state treasury to the company and the transfer
of medical supplies along the supply chain. In 2020, counterfeit medicines will cost the
world economy more than 75 million USD. Tracking the provenance of drugs using DLT
is one approach to reduce this trade in counterfeit medicines [43].

3.2. Education sector

From the education perspective, one of the DLT applications is related to professional
competencies [54]. The authors propose a procedure for developing a register of the pop-
ulation of professional competencies. The proposed algorithm for the Education Index’s
critical components evaluation is based on the Ethereum blockchain platform. Moreover,
a scoring model for calculating these parameters is developed, and a Solidity smart con-
tract scheme is presented being based on the proposed algorithm.

DLT, based on Blockchain technology, also allows creating a decentralized environ-
ment where any third party does not control transactions and data. Based on this tech-
nology and the European Credit Transfer and Accumulation System (ECTS) is discussed
in [70]. The work proposes to create a global credit platform for higher education based on
Ark Blockchain called EduCTX, which ensures the aspects of user anonymity, data pri-
vacy & confidentiality due to potential legal reasons, depending on a country’s policy. It
is achieved by employing sophisticated, flexible multi-signature blockchain address gen-
eration based on the home university and dynamically generated student identifiers. The
system itself is expected to further process, manage, and control ECTX tokens in a Peer-
to-Peer (P2P) manner. The tokens could be ECTS received by students for courses taken.
In this case, universities will act as network partners. Interestingly, the designed schema
may face a (multi-)single-point-of-failure attack since taking over one university’s key
generator may create a flood of newly-produced wallets since students are not involved in
their private/public keys production (the university delivers those).

Nonetheless, DLT could be utilized in conjunction with other environments [61].
Here, the TEduChain platform is considered for fundraising in higher education and its’
control by students. The users of the platform would be students, fundraisers, and spon-
sors. The system comprises two different operating environments: a traditional unit man-
aged by a relational database and a blockchain-based DLT.
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3.3. Supply chain monitoring

Another popular niche for the application of DLT is the food industry with respect to sup-
ply chain monitoring [57]. The proposed DLT-based systems allow analyzing the record
of transactions and related metadata. It is designed to consider data confidentiality and
integrity, i.e., origin, contracts, process steps, environmental changes, microbiological
records, and many others. Today, the ability to track the food movement route is legally
required for all participants in this chain. International standards for food traceability are
established through a joint program of Food and Agriculture Organization (FAO) and
World Health Organization (WHO), and the principles of food traceability are outlined in
CAC/GL 60-2006 [34].

From an agricultural perspective, challenges in the supply chain include disconnected
stakeholders, limited financing resources, lack of transparency, costly intermediaries, and
more. DLT can be employed to trace and track the farming, food processing, and pro-
duction, distribution, and retail process and provide an unaltered record of food prove-
nance. The IBM Food Trust initiative started with its collaboration with Walmart and
has grown into a global consortium that includes big-name companies such as Dole,
Driscoll’s, Kroger, Nestle, Tyson, and Unilever. The improved data traceability provided
by the IBM platform reduced the time it took to trace a mango from the store back to
its source from 7 days to 2.2 seconds [29]. That reduction in time enables companies to
identify contaminated supply chains and recall affected products before consuming and
cause illness.

As an extension of Amazon’s web services, the e-commerce giant offers blockchain
tools for companies that do not want to create their own. In Australia, Nestle used the
Amazon blockchain product to help launch its new coffee brand, Chain of Origin. The
consumers can peer into the coffee supply chain by scanning the QR code and check-
ing where those were planted. Other Amazon blockchain customers include Sony Music
Japan, BMW, Accenture, and South Korean brewery Jinju Beer [32].

Biometric Blockchain (BBC) includes individuals’ biometric characteristics to uniquely
identify users of the system, which can satisfy the growing needs for the logistics of food
products [73]. Generally, it is essential after the recent incident with mislabeled food prod-
ucts, which led to the death of a passenger in an airplane [6]. The advantages of using the
BBC in food logistics are inevitable: the system aims not only to determine whether the
data or labels are genuine but also to indicate the responsible party in case of an accident
clearly.

3.4. Intellectual property

The next DLT application sector is related to licensing [64]. The authors consider modern
blockchain-based applications that support the licensing and distribution of intellectual
property. The paper compares both non-technical and technical application criteria. Non-
technical criteria are used to evaluate the application functionality range, while technical
criteria aim to study the technology used to implement the applications. Finally, eight
different platforms were analyzed and classified according to selected criteria.

Authors of [8] analyze Technical Protection Measures, Rights Management Informa-
tion (RMI), and Digital Rights Management (DRM) while developing the blockchain ar-
chitecture. Besides, the blockchain-related copyright aspects are highlighted, taking into
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consideration the specifics of private orders in terms of copyright are examined. Finally,
an interface for the DRM legal protection is developed.

The work [76] examines the use of the blockchain to create limited editions of digital
art with a particular focus on the business models of two companies: Monograph and As-
cribe. For some, the development of blockchain technologies and smart contracts suggests
an opportunity for artists to protect their work from misuse and expropriation. For oth-
ers, it indicates the possibility of more robust forms of digital rights management going
forward, which may negatively impact digital culture. However, this article argues that
the aim of limited editions on the blockchain is usually not to institute more substantial
restrictions over the use or a new form of digital rights management but rather to create
new kinds of tradable digital assets. In turn, this trend implies a different operation of
intellectual property rights concerning digital culture, one where alienation rather than
exclusion is significant, and a separate operation of scarcity concerning digital cultural
goods, where their free circulation is not necessarily antithetical to profit.

3.5. Financial sector

In 2018, an unprecedented shift towards the potential assimilation of DLT infrastructure
and the quasi-recognition of cryptocurrencies took place as a new asset class by wealth
managers and investors. Many reputable financial intermediaries, including Fidelity In-
vestments, Ameritrade, JPMorgan Chase, and the Intercontinental Exchange, have de-
cided not to remain indifferent to the 21st-century DLT revolution and its consequences
for the entire economy [50].

For example, partnering with blockchain leader Guardtime and multiple industry par-
ticipants, Ernst & Young Global Limited created a blockchain program that connects
clients, brokers, insurers, and third parties to distributed common ledgers. These capture
data about identities, risks, and exposures and integrate this information with insurance
contracts. This program is the first to apply blockchain’s transparency, security, and stan-
dardization to marine insurance [31].

The work [50] outlines that DLT affects the traditional financial industry and iden-
tifies several possible ways for transforming financial services with respect to the DLT
ecosystem. The adoption of DLT is expected to take place in three main directions, firstly,
through servicing the existing and potential client base both at the retail and institutional
levels, secondly, through the improvement of internal and intra-industry processes that re-
main slow, expensive, and error-prone, and, finally, by tokenizing both liquid and illiquid
assets, creating new financial products, and expanding the market. In general, the above
changes will open up new opportunities for creating wealth in the financial industry.

The authors of [26] consider the use of DLT to maintain the infrastructure of the secu-
rities market, which promises to solve serious challenges of fragmentation and violation
of property rights, which also impede market transparency.

At the same time, at least 40 central banks worldwide are currently, or soon will be,
researching and experimenting with Central Bank Digital Currency (CBDC) [41]. CBDC,
as a commonly proposed application of blockchain and DLT, has attracted much interest
within the central banking community for its potential to address long-standing challenges
such as financial inclusion, payment efficiency, and both payment system operational and
cyber resilience.
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Recently, DP Morgan launched its blockchain-based product “Interbank Information
Network”, which speeds up cross-border payments between banks by using a shared
ledger to resolve delays that arise when, for example, one bank thinks a transfer might
violate an international sanction [74].

The subcategories for the classification of the use cases in the finance sector are listed
in Table 1 below. Tapscott [60] initially inspired the categories.

Table 1. Financial sector DLT applications.

Subcategories Application of DLT
ID verification
(KYC/AML)

DLTs can provide a trusted way to do customer verification to satisfy Know Your
Customer (KYC) and Anti-Money Laundering (AML) obligations, e.g., through
past immutable data in the DLT.

Tokenization and sta-
ble coins

The digitization of regulated financial products and services such as security/asset
tokens and utility tokens and create new ones, e.g., cryptocurrency/payment tokens
through tokenization.

Financial manage-
ment (accounting and
auditing)

Smart contracts can automate some accounting processes. Auditing costs can be
reduced through cheaper verification of transactions in DLT [17].

Reduction in the risk
of fraud

Real-time data is decentralized, and this can increase the trust of the shared infor-
mation, e.g., management of cash or financial controls, data of maritime industry
for insurance purposes, etc.

Funding DLT creates new revenue opportunities such as new funding models and new types
of markets such as equity crowdfunding, secondary market, or new kinds of ex-
changes.

Investments Tokenised assets can support the transformation of the regular investments model
and promote accessibility to new asset investments.

Regulatory compli-
ance and audit

DLTs can provide accurate and tamper-proof financial, audit, and regulatory re-
ports, improving speed and quality.

Clearing and settle-
ment

Automation and improvement of the centralized clearing and settlement processes
using DLT can increase efficiency and reduce costs, time, and agents involved.

Payments and P2P
transactions

DLTs can bring new models and arrangements to make payments and transfers
faster with lower costs and fewer/no intermediaries. e.g., remodeling correspon-
dent banking, cross-border payments, etc.

New product models New Peer-to-Peer insurance models can be secured with DLT.

3.6. Energy Supply

In 2019, green renewable energy sources, i.e., biomass, geothermal, hydropower, solar,
wind, accounted for 18.49 % of net domestic electrical generation in US [9]. Existing
systems can automatically adjust energy absorption, intelligently responding to external
on-demand signals from the network. In this case, DLT can be used to transmit real-
time data between multiple network participants for more efficient use of resources. The
proposed system is based on two key concepts: Transitive Energy Management and P2P
communication via DLT. The work [66] provides an assessment of the DLT potential for
the energy transition in local markets. The authors propose a new management infrastruc-
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ture based on DLT in addition to a novel consensus protocol avoiding additional energy
costs.

Authors of [14] also analyze various concepts and technologies for the DLT-based
energy transition. Given that traditional centralized energy systems are no longer viable,
DLT-based P2P transactional controllers in local energy markets represent the most likely
evolutionary step for Smart Grids, as confirmed by various pilot projects. The authors
have developed and implemented the infrastructure of transactional management based
on blockchain and smart contracts.

DLT shows increasing promise for securing Supervisory Control and Data Acqui-
sition (SCADA) systems in traditional energy grids while enabling distributed energy
generators such as rooftop solar panels and electric-vehicle charging stations to access
cheaper P2P energy transfers [3].

3.7. Internet of Things

The most broadly developing niche for the DLT application is the IoT. Many projects
focus on this combination to solve the Smart City tasks, decentralized applications, cryp-
tocurrency, spectrum sharing, user incentivization, etc. [4] examines the interaction of the
IoT and DLT technologies. It focuses on new and broader technical issues related to the
security of solutions based on DLT specifically designed for IoT applications. Authors
of [24] also analyze how the IoT and DLT interact in terms of connectivity aspects, in-
troducing DLT-based distributed trust network architecture. Finally, they propose a new
classification to simplify the DLT synchronization in classic communication networks.
The study showed that wireless systems might become a severe challenge for the syn-
chronization protocols’ solid functionality.

DLTs based on DAG could also be utilized in several IoT scenarios [21]. This paper
analyzes a commonly discussed attack scenario known as a parasite chain attack for the
IOTA Foundation’s DAG-based ledger. DLT should serve as an invariable and irreversible
record of transactions. However, the DAG structure is a more complex mathematical ob-
ject than its counterparts in the blockchain, namely, it allows branching of the hash tree.

More and more often, IoT comes hand in hand with Artificial Intelligence (AI). The
question of the ability to make AI operation safe for humans in the context of distributed
systems is discussed in [15]. This study proposes a number of necessary components to
enable various AI operation scenarios without harm to people. DLT is an integral part of
this proposal, e.g., smart contracts are essential to solve the problem of AI development,
which may happen too quickly for prompt human intervention.

The Web of Things (WoT) paradigm is another segment of the IoT concept to over-
come the barriers between heterogeneous network environments. WoT aims at solving the
compatibility issue by establishing interoperability at the application level. Work [49] ex-
pands WoT’s vision of decentralized Smart Grids to create a seamless, autonomous, and
interoperable environment of technically and economically interconnected systems pre-
sented on HEILA’s integrated distributed energy resource business platform [48]. Specif-
ically, this work proposes a new network management system and demonstrates its archi-
tecture in the context of WoT design patterns.

Finally, the limited spectrum becomes one of the drivers for applying underlying
Blockchain technology to incentivize mobile users and operators to share underused li-
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censed spectrum [58] and/or their computational resources to other nodes in need [78].
Those concepts are expected to find their niche on the Edge and Fog paradigms.

To sum up this section, we overview the leading sectors and related existing solutions
in Table 2.

4. Main integration challenges

Any technological revolution brings the problems of adapting already formed systems to
new processes. Based on the critical review, the primary identified issues of using and im-
plementing DLT are system scalability, DLT design aspects, trust management, identity,
security, and data management. Let us consider in more detail each of these challenges.

Scalability issues can create bottlenecks in throughput and processing speed, affected
by the consensus mechanism, a number of nodes, and network performance. Many ap-
plications must be able to process transactions at a certain rate, and the ability to provide
such performance remains a massive obstacle to adoption [1]. Over the past decade, many
types of distributed services have become increasingly widespread. This trend is primarily
due to the number of users accessing such applications, which are not necessarily humans
but preferably various autonomous nodes. Accordingly, such distributed systems require
a high level of scalability. While scalability of algorithms has always been a focus for
research for a long time, even a carefully designed system is often limited in practice
when scaling to such large scale applications, often requiring the developing company to
optimize the existing software for higher scalability, despite careful previous design [11].

Since the blockchain’s advent, we have seen many kaleidoscopic applications based
on the DLT, including applications for financial services, healthcare, or the Internet of
Things. In addition to scalability, the DLT design also plays an essential role in running
viable applications on DLT. For each sector, different approaches to system design can be
applied. Each application has specific DLT performance requirements, e.g., high through-
put, scalability, etc. However, an important issue is to find a balance between DLT systems
and the prevention of high load [38].

At the same time, end-user smart devices have great potential to be available to exter-
nal entities as a service for various applications or processes. Along with these, the ques-
tion of security and, in particular, trust between devices arises [65]. Considering the actual
use of DLT and a set of use cases, the following subcategories were defined, which are
further described in the following subclauses: identity management, security, data man-
agement, management, and Decentralized Autonomous Organizations (DAOs) as well as
general crypto infrastructure [1]. DAOs, in a broad sense, are digital entities that man-
age assets and operate autonomously in a decentralized system and rely on individuals
tasked to perform certain functions that the automaton itself cannot. While a compre-
hensive DLT-based digital identity solution can focus on three essential tasks: security,
privacy, and portability. DLT technology can offer a way to solve this problem with or
without a reliable central authority. In particular, individuals and legal entities can store
and authenticate their identity in DLT, giving them greater control over who has their
personal information and how they get access to it [28]. Security management identifies
an organization’s assets (including people, buildings, cars, systems, and information as-
sets), followed by developing, documentation, and implementing policies and procedures
to protect these assets. The organization uses security management procedures such as
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Table 2. Main challenges and potential solutions.

Challenges SGM. REF. Brief description Example Potential solutions
Lack of an ability to
determine data own-
ership

H, IR,
GA

[46],
[55]

A challenge is the inability to deter-
mine which data belongs to whom in
real-time reliably. It emanates from the
fact that healthcare facilities have nu-
merous users who own multiple de-
vices, thereby creating an N x M data
source heterogeneity and complexities
for the streaming process.

Petri Net An enhanced Petri Nets ser-
vice model aids with a trans-
parent data trace route gen-
eration, tracking, and the
possible detection of medi-
cal data compromises.

Lack of a unified
system for patients’
data storage

H, DA [5],
[23],
[77]

Currently used cloud storage facilities
for clinic networks but does not
provide access to the healthcare
system as a whole. In addition, the
patient cannot track his/her personal
data access rights.

DAG, IOTA,
Tangle, MAM,
Merkle tree,
Solidity, Ethereum,
smart contracts

A blockchain-powered fea-
ture that allows patients to
securely access and shares
their medical data.

The need for high
confidentiality

H, GA,
IR

[53],
[27]

System with entries about
treatment offers, participants
who submitted their data or
rejected the offer

Lack of the unified
and international
competency system

E [54] Employers and educational
institutions cannot receive complete
information about the competencies,
place of study, and educational
opportunities of applicants.

Solidity, Ethereum,
blockchain

Decentralized Higher
Education Lending System,
Certification System,
Register of professional
competencies of the
population

Lack of a unified
certification system

E, DA,
GA

[70]

Lack of manageable
sponsorship for stu-
dents

E [61]

Lack of active sup-
ply tracking ability

SC, DA [57] Lack of a unified system for tracking
products, their origin, and movement

Blockchain, BBC Tracking and Identification
Systems

Lack of supply
chain information
immutability

SC, DA [73] At the moment, there is no way to de-
termine who is responsible for incor-
rect labeling

Inability to license
digital assets

SC [64],
[8]

Licensing and ongoing tracking of dig-
ital assets that can be easily copied

Blockchain, RMI,
DRM

Licensing application and
digital protection interface

Interaction between
IoT and DLT

IoT,
DA,
GA

[4],
[24]

The need for distributed information
security enablers

DAG, IOTA,
Tangle, MCMC
IOTA, blockchain,
smart contracts

Special algorithms and pro-
tocols

Artificial Intelli-
gence Security

IoT,
DA

[15] Artificial Intelligence Development
Process Management

Negative impact analysis
and sce- nario correction

Trust aspects IoT,
DA

[65],
[33]

The need for trust in the systems inter-
action

GAIA, UML,
blockchain with
PBFT

DLT-based technical con-
cept

User incentivization IoT,
DA

[58],
[78]

Attracting new users to share limited
resources

Consensus proto-
cols, tokenization

Deep adoption by the opera-
tors and big market players

Violation of prop-
erty rights

IR [26] Market transparency All DLT methods,
tokenization

Transformation of financial
services infrastructure

Regulation of loads
on electric networks

DA, ES [66] Previously, to prevent overload, they
used to dump underused electricity

P2P, consensus pro-
tocols

Distributed power systems,
Development of a
transactional management
infrastructure, Development
of an integrated business
platform for distributed
energy resources

Energy efficiency DA, ES [14] Smart contracts,
HEILA, WoTCompatibility issue

between heteroge-
neous services

IoT, ES [48] Overcoming barriers between network
environments

Scalability IoT,
DA,
GA

[11],
[38],
[79]

An increase in the load on the central-
ized node occurs with an increase in
traffic or the number of users

All DLT methods,
DAG, vDLT,
Sharding,
Sidechain, and
cross-chain

Creation of applications,
where data exchange is
based on the distributed
registry principlesIdentity, security,

and data manage-
ment

IoT, IR,
GA

[28],
[45]

The identification of an organization’s
assets (including people, buildings,
cars, systems, and information assets)

DLT design in sys-
tem functionality

GA [52],
[30]

Depending on the chosen design, the
system may have certain functions.

All DLT methods,
R3 Corda

Comparison of DLT char-
acteristics by isolating them
and compiling groups

H – Healthcare E – Education SC – Supply chains IR – Intellectual rights
F – Finance ES – Energy Supply GA – General industries DA – Distributed architectures
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asset and information classification, threat assessment, risk assessment, and risk analysis
to identify threats, asset categories, and assess system vulnerabilities so that they can be
effectively controlled [45].

The number of challenges related to DLT utilization is indeed vast. The remaining of
this section attempts to highlight the most significant ones in more detail.

4.1. System scalability

The study [11] examines the practical consequences of discovering services in systems
with a large number of them. Example application areas for this type of system are as fol-
lows: Increased automation in homes (“smart home”) and urban scenarios (“smart cities”)
result in large sets of smart components dealing with automation aspects. The study re-
vealed that services could appear and disappear dynamically, negatively affecting the sys-
tem’s general condition.

One of the solutions to the scalability problem is proposed in [38]. Developers high-
light the need for a compromise between DLT non-functional properties (e.g., availability
and consistency), so following one feature’s requirements may hamper the others. Thus,
if one DLT architecture can be ideally suited for a specific use case, its application for
other scenarios can be detrimental, which stimulates the appearance of various DLT con-
structs (for example, Ethereum, IOTA, or Tezos). The authors have identified and char-
acterized existing inter-blockchain integration features (from the English Cross-Chain
Technology (CCT)). Then, highlighted characteristics systematized, making it more com-
prehensive for future comparisons. CCT can potentially extend the functionality of DLT
design-based applications (such as Hyperledger Fabric), allowing payments to be made,
for example, through Ethereum.

Authors of [36] analyzed the problematics of compromise between DLT character-
istics from a universal DLT creating perspective. This paper presents a comprehensive
set of 49 DLT characteristics synthesized from the DLT literature that were considered
relevant for consideration in viable DLT applications. Besides, an in-depth analysis of
the dependencies and tradeoffs between DLT characteristics was performed. Finally, the
authors identified and combined 26 compromises in 6 archetypes.

In work [79], the authors describe the blockchain performance problem, mainly pay-
ing attention to scalability, and then classify the existing mainstream solutions (Sharding,
Sidechain, and cross-chain) into several representative layers.

The use of DLT can also be an effective way to solve the problems of highly loaded
systems. For example, the government is already facing issues handling the data gener-
ated by its’ internal subdivisions [71] while moving to dynamic and distributed systems
may maintain a register to store information about enterprises, including their identifi-
cation number and name. However, a centralized registry-supporting service is the one
point of failure for the entire system. Work [69] presents an online tool for generating
and deploying registries based on smart contracts with access by Representational State
Transfer (REST)-ful Application Programming Interface (API).

Another way to address the scalability issue is to virtualize system elements [75].
In particular, the authors propose a virtualization layer for DLT (vDLT), which abstracts
the primary resources, such as, for example, hardware, computing, storage, network, etc.
By providing a logical layer of resources, vDLT can significantly improve performance,
facilitate system changes, and simplify the management and configuration of DLT. This
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paper also describes several vDLT options, including DAG-based vDLTs and blockchain-
based vDLTs, side-channel mechanisms in vDLTs, and separation of control from traffic.

4.2. DLT design aspects

Authors of [52] suggest using an architecture based on the proprietary blockchain of the
R3 Corda solution. It was designed with a different network architecture compared to
existing blockchain systems. Here, the node can operate on the user’s personal mobile
device. It allows users to store and manage their data directly and exchange data with
authorized network participants. According to the authors, the main challenge in the DLT
design is the need for structural comparison of designs.

The article [30] outlines DLT characteristics that are selected according to an in-depth
comparison of DLT elements. In addition, a benchmarking process is proposed to struc-
ture of the DLT projects according to the application requirements.

Despite the lack of practical examples of the comparative characteristics of DLT,
work [37] states that the DLT design must be tailored to specific contextual require-
ments. A successful DLT configuration requires a deep understanding of DLT features
and their interdependencies. This study examines 37 DLT characteristics divided into six
archetypes (maximum utilization, maximum development flexibility, maximum produc-
tivity, maximum anonymity, maximum security, maximum institutionalization), aiming to
define the appropriate way of selection.

4.3. Trust management

DLT and IoT always come along with the concept of trust management. The authors
of [65] propose a fully decentralized architecture of the Machine-to-Machine (M2M)
communication system, where the services can be quickly and flexibly adapted to the spe-
cific application requirements. Service delivery’s decentralized nature eliminates a single
point of failure and improves operational efficiency by intellectually allocating the re-
sources among participants.

Work [33] also examines the use of blockchain technology as a tool for trust manage-
ment. The authors propose applying club governance to the technical design and devel-
opment of a number of DLT systems, including cryptocurrencies and corporate applica-
tions. It is expected to lead to the emergence of cyber-physical systems. Due to the use
of stand-alone systems, new problems arise, associated, on the one hand, with the need
for consistency, flexibility, and interoperability, as well as to the reliability of the systems
interoperation.

Authors of [42] propose a technical concept for new production systems based on
DLT. The proposed system is based on the Gaia method. The Gaia is an agent-based de-
velopment method closely related to object-oriented development methods. Gaia is based
on presenting a multi-agent system as a computing system consisting of nodes with dif-
ferent roles. It focuses on the safety and reliability of cyber-physical environments. The
authors recommend a blockchain structure with a coordination mechanism based on the
Byzantine generals’ task as a basis for their DLT system.



78 Maria Gorbunova et al.

4.4. Identity, security and data management

The emergence of DLT has given rise to new approaches to identity management aiming
to upend dominant approaches to providing and consuming digital identities. These new
approaches to Identity Management (IdM) propose to enhance decentralization, trans-
parency, and user control in transactions that involve identity information. This paper
introduces the emerging landscape of DLT-based IdM and evaluates three representative
proposals – uPort, ShoCard, and Sovrin – using the analytic lens of a seminal framework
that characterizes the nature of successful IdM schemes [28].

In [45], a cryptographic membership authentication scheme, i.e., authenticating graph
data. was proposed to support Blockchain-based Identity Management Systems (BIMS).
The system is designed to bind a digital identity object to its real-world entity. Specifi-
cally introduced a new Transitively Closed Undirected Graph Authentication (TCUGA)
scheme, which only needs to use node signatures, e.g., certificates for identifying nodes.
The trapdoor hash function used in the scheme allows the signer to update the certificates
without re-signing the nodes efficiently. This scheme is efficient even though the graph
dynamically adds or deletes vertices and edges.

DLT can be used to create new tools to realize governance for a decentralized global
public utility for self-sovereign identity on the Internet, for which a new term has been
put forward as DAOs. A DAO is similar to a regular corporation in that it is a separate
entity and has its bank account (here it is cryptocurrency wallet) and ID number (the
contact address). The main difference is that a DAO is autonomous. In contrast to regular
corporations, a DAO is managed by itself (its code) rather than by humans (in the form
of executive management, i.e., the CEO). The benefit here is that it is a public offering
and open for everyone so that it gives equal rights to all token holders, brings in more
liquidity, and makes it easier to buy and sell stocks. DAOs provide the organization a high
level of transparency, which means less opportunity for corruption and less administrative
costs [19].

Thus, the use of the DLT allows not only to improve the processes in the sectors
of health care, education, finance, and others presented above, but also allows to solve
problems that arise as in modern systems when they are scaled and developed, but also
when DLT itself is applied.

Based on the critical review, we quantitatively analyzed the complexity to overcome
the main DLT integration challenge and presented the results in Table 3.

5. Discussion

The evolution of centralized systems towards the distributed ones is a complicated step
with numerous challenges to be solved. The primary outcomes of this topical review are as
follows. First, it surveys the main representative applications of the DLT operation. Next,
it outlines the main related challenges and, finally, highlights recommended solutions
provided by other researchers in a critical review manner.

The results identify that the major problem for most DLT-based systems at the mo-
ment is still scalability. It is mainly due to an increase in autonomous users in contrast to
conventional human-oriented system design, which significantly affects the network and
overall system load negatively. Still, many researchers foresee the future of DLT systems
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Table 3. Main DLT integration challenges.
Parameter System scalability DLT design

aspects
Trust

management
Identity, security

and data
management

Migration from
centralized system
Development-
related costs
Integration-
related costs
Maintenance-
related costs
Complexity of im-
plementation
Main challenge Dynamically

appearing services
[11]

A lot of
characteristics and

services [37]

Requests from
untrusted sources

[42]

Handling various
data sources [28]

Characteristic: – low, – moderate, – high, – very high

as avoidance of the centralized systems’ overload and additional protection of the private
data. Finally, this review provides a comparative analysis of the challenges that could
become a baseline for potential future research activities in the DLT field.

While there have been many diverse efforts in different research directions, we out-
lined that there are still many open questions, no universal solutions, and significant space
for future research and experimentation. We conclude that DLT has great potential to sup-
port the economies, while many problems are still to be solved and carefully considered.
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List of Acronyms

DLT Distributed Ledger Technology
AI Artificial Intelligence
AML Anti-Money Laundering
API Application Programming Interface
BBC Biometric Blockchain
BIMS Blockchain-based Identity Management Systems
CBDC Central Bank Digital Currency
CCT Cross-Chain Technology
DAG Directed Acyclic Graph
DAO Decentralized Autonomous Organization
DRM Digital Rights Management
ECTS European Credit Transfer and Accumulation System
EHR Electronic Health Records
FAO Food and Agriculture Organization
GDPR General Data Protection Regulation
ICM Insurance Content Management
ICT Information and Communication Technologies
IdM Identity Management
IoT Internet of Things
KYC Know Your Customer
M2M Machine-to-Machine
MAM Masked Authenticated Messaging
P2P Peer-to-Peer
REST Representational State Transfer
RMI Rights Management Information
SCADA Supervisory Control and Data Acquisition
TCUGA Transitively Closed Undirected Graph Authentication
TPM Technical Protection Measures
vDLT Virtual Distributed Ledger Technology
WHO World Health Organization
WoT Web of Things
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Popovski, P.: Communication Aspects of the Integration of Wireless IoT Devices with Dis-
tributed Ledger Technology. arXiv preprint arXiv:1903.01758 (2019)

25. Dodevski, Z., Filiposka, S., Mishev, A., Trajkovik, V.: Real Time Availability and Consistency
of Health-related Information Across Multiple Stakeholders: A Blockchain Based Approach.
Computer Science and Information Systems (00), 17–17 (2021)

26. Donald, D.C., Miraz, M.H.: Multilateral Transparency for Securities Markets through DLT.
The Chinese University of Hong Kong Faculty of Law Research Paper (2019-05) (2019)



82 Maria Gorbunova et al.

27. Dubovitskaya, A., Xu, Z., Ryu, S., Schumacher, M., Wang, F.: Secure and Trustable Electronic
Medical Records Sharing Using Blockchain. In: Proc. of AMIA Annual Symposium. vol. 2017,
p. 650. American Medical Informatics Association (2017)

28. Dunphy, P., Petitcolas, F.A.: A First Look at Identity Management Schemes on the Blockchain.
IEEE Security & Privacy 16(4), 20–29 (2018)

29. Galvin, D.: Blockchain for Food Safety. IBM and Walmart (2017)
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Abstract. Entropy-based network traffic anomaly detection techniques are 

attractive due to their simplicity and applicability in a real-time network 

environment. Even though flow data provide only a basic set of information about 

network communications, they are suitable for efficient entropy-based anomaly 

detection techniques. However, a recent work reported a serious weakness of the 

general entropy-based anomaly detection related to its susceptibility to deception 

by adding spoofed data that camouflage the anomaly. Moreover, techniques for 

further classification of the anomalies mostly rely on machine learning, which 

involves additional complexity. We address these issues by providing two novel 

approaches. Firstly, we propose an efficient protection mechanism against entropy 

deception, which is based on the analysis of changes in different entropy types, 

namely Shannon, Rényi, and Tsallis entropies, and monitoring the number of 

distinct elements in a feature distribution as a new detection metric. The proposed 

approach makes the entropy techniques more reliable. Secondly, we have 

extended the existing entropy-based anomaly detection approach with the 

anomaly classification method. Based on a multivariate analysis of the entropy 

changes of multiple features as well as aggregation by complex feature 

combinations, entropy-based anomaly classification rules were proposed and 

successfully verified through experiments. Experimental results are provided to 

validate the feasibility of the proposed approach for practical implementation of 

efficient anomaly detection and classification method in the general real-life 

network environment. 

Keywords: anomaly classification, anomaly detection, entropy, entropy 

deception, network behaviour analysis. 

1. Introduction 

The increasing complexity of modern networks is accompanied by constant changes in 

the security threat landscape. Signature-based intrusion detection methods are 

inefficient in detecting cryptographic traffic and zero-day attacks, while the intelligence 

put on the firewall does not protect from internal network usage. Therefore, network 

anomaly detection based on traffic pattern behaviour analysis is now recognized as a 

mandatory part of modern security analytics and protection solutions.  

Several studies show that there is a significant interest in implementing entropy-

based techniques for network behaviour analysis and anomaly detection 1. Their 
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efficiency is often demonstrated by using examples with heavily loaded anomalous 

traffic, such as intensive botnet or DDoS attacks. For attacks with less intensive traffic, 

such as SYN Flood, Port Scan or Dictionary attacks, the volumetric features do not 

provide sufficient information. Additional features must be used, such as the flow count 

and the degree of communication with other peers, the so-called behaviour features 2.  

In contrast to widely presented entropy-based anomaly detection methods, 

significantly fewer efforts have been done on entropy-based anomaly classification. 

Most authors dealing with anomaly classification propose supervised machine learning 

techniques, even if detection is based on entropy 34. With such an approach, training 

with the labelled dataset is required, while the simplicity for practical implementation as 

one of the main benefits of entropy-based approaches, is significantly diminished.  

One of the biggest weaknesses of entropy-based approaches is highlighted in 5, 

where the authors have shown the method to deceive flow-based detection systems by 

injecting additional spoofed network traffic during a DDoS attack. To the best of our 

knowledge, the proper solution to this problem has not been presented yet.  

The motivation behind our research was to fill the above-mentioned gaps in this 

research problem, namely the classification of the detected anomalies which is resilient 

to entropy deception. The research method was based on conducting a detailed 

behaviour analysis of various types of anomalies caused by security attacks and 

investigating how they affect the entropy of the observed features, using various entropy 

types. The main research goal is to propose the anomaly classification method as an 

extension to the existing entropy detection systems, which is improved with the 

protection mechanism against entropy deception.  

An important objective for the proposed solution is the feasibility for practical 

implementation in the general network environment. For this reason, only basic flow 

features have been chosen because they can be easily collected from network routers 

using NetFlow protocol 6 or similar industrial standards. The aggregation process is 

based on combinations of the basic flow attributes and additional so-called behaviour 

features which are calculated using the aggregation of the second degree. Accordingly, 

the presented research does not focus on specific attacks and particular use cases forcing 

the efficiency as high as possible by fine-tuning the parameters, but on providing a 

robust entropy-based method for both anomaly detection and classification that can be 

easily implemented in any type of the real-life network traffic.  

The rest of the paper is organized as follows: the second section discusses the most 

relevant scientific publications related to this research. The third section outlines the 

proposed methodology, while section four presents and discusses the experimental 

results. Finally, the paper is concluded by summarizing the main contributions and 

results, and by defining directions for further research. 

2. Related Work 

Due to the relative simplicity and application in real networks, entropy-based anomaly 

detection still attracts great interest in the research community 789, along with more 

complex methods such as classification, clustering, deep learning or statistical-based 

approaches 10. It often relies on the flow feature distributions, based on data taken from 
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offline datasets for research purposes, or on data collected from real networks in 

practical implementation 1112.  

A classical approach leverages the well-known Shannon entropy in the context of 

information theory 13. Feature selection and aggregation are used to generate 

distributions of all distinct elements and their aggregated metrics 14. A straightforward 

approach for DDoS attack detection is based on the volumetric feature, either using total 

byte and packet counts 15161718 1920 or using additionally derived features, such as 

average packets and bytes per flow 2122. However, volume-based metrics are 

insufficient for sophisticated attacks and less intensive anomalies.  

Lakhina et al. in 23 used entropy measurements to analyse the real traffic aggregated 

inside the research networks Internet2 in the US and Geant in Europe. Using 

additionally injected synthetic flows, they found significant advantages of using 

entropy-based features over the traditional volume-based approach. The authors in 24 

extended Lakhina’s work using unidirectional flows and host-level granularity, 

modelling the behaviour for outgoing and incoming traffic.  

The authors in 2 further contributed to better understand anomalous behaviour in a 

real network. They suggested the utilization of bidirectional data flows to avoid the 

biases arising from unidirectional flow analysis. Then, they analyzed the entropy of 

volumetric data, flow count, packet size distribution and host in/out-degree of 

communications with other hosts and reported a strong correlation of address and port 

features, emphasizing better detection abilities of behaviour features.  

In 3, the authors proposed the utilization of parametrized Tsallis entropy 25 to 

capture separately the regions with high and low activity in the feature distribution. 

They modelled 20 anomaly types and injecting artificial flows into real background 

traffic they trained a support vector machine (SVM) to classify the anomalies.  

In 26, entropy was used for profiling per-host behaviour in Internet traffic. Each of 

the source and destination IP addresses and ports was aggregated and the entropies of 

the three remaining features gave a three-dimensional entropy space with a total of 27 

behaviour clusters. It was shown that different anomalies fit into particular clusters with 

high accuracy.  

Bereziński et al. analysed realistic, synthetically generated botnet traffic injected into 

real flow data 4. They concluded that the parametrised Tsallis and Rényi entropy 27 

provide better entropy change detection, depending on the applied parameter. They also 

confirmed the poor performance of volume-based approaches.  

Giotis et al. in 28 presented an effective and scalable anomaly detection mechanism 

based on OpenFlow and sFlow data sources. The proposed architecture is modular and 

can accept any detection methods, such as statistical, data mining or machine learning 

anomaly detection. They validated the concept by adopting an entropy-based approach, 

using basic attributes from flow tuples, namely source and destination IP addresses and 

port numbers. Based on entropy changes of these four features, the proposed mechanism 

can identify the three most prominent network attacks, namely DDoS, port scan, and 

worm propagation. Using this classification method and taking advantages of SDN 

environments, they further contributed with an attack mitigation mechanism that 

identifies the attackers and protects the victim by blocking the attack.  

The usability of entropy-based techniques was put under question when the authors 

in 5 demonstrated a method to deceive entropy-based detection by injecting additional 

traffic that camouflage the entropy change caused by the attack. The method exploits 

the simplicity of the entropy approach that transforms the whole data distribution into a 
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single metric. This work reveals the weakness of entropy-based techniques but has not 

been addressed well in the scientific literature so far.  

Our previous work was focused on anomaly detection problem based on the entropy 

of flow features. In 29 we proposed architecture of network traffic anomaly detection 

system feasible for practical implementation, which includes data pre-processing, root-

cause analysis, machine learning decision process, and control mechanisms for 

correcting, fine-tuning, and training the system. In 30 we investigated possibilities to 

improve the anomaly detection process by finding the outliers in time series data points 

using unsupervised machine learning techniques.  

In this paper, we contribute to the above-mentioned research problems by providing a 

protection mechanism against deceiving the existing entropy-based anomaly detection 

techniques, further extended with a comprehensive network traffic anomaly 

classification method, which are the main novelties in our research.  

Similar to most of the related previous work we also use bidirectional flows which 

are shown that provide more reliable information for the anomaly detection process, 

such as recognition of asymmetric traffic with no responses. However, our research is 

primarily based on the flow-count and behaviour features only, since the volumetric 

features have higher variation and generate more false positive alarms. We have 

analysed the characteristics of Shannon, Tsallis, and Rényi entropy types, pointing out 

their advantages and drawbacks. A developed method can accept any entropy types, but 

it is demonstrated and validated using Shannon entropy.  

3. Proposed method 

This section presents the problem analysis and the most relevant findings. The feature 

selection process is formalized and generalized defining the aggregation key features 

and calculated behaviour features and the feature annotation is proposed accordingly. 

All the entropy types are analysed in terms of changes in data distributions and their 

ability to detect anomalous behaviour. This analysis leads to our main contributions - 

the method for the protection against entropy deception and detection technique 

improved with the anomaly classification rules using a multivariate analysis of entropy 

results, which is based on the patterns in the way the features are affected by different 

anomalies in network communications. In contrast to similar works in this research area 

which are mostly based on supervised machine learning techniques, our approach is 

especially suitable for practical implementation in real-life network environments. 

3.1. Flow feature selection 

Original raw flow records, the so-called flows, are unidirectional, carrying the total 

packet and byte counts in the direction from the source to the destination. Combining 

two unidirectional flows from both directions into a single bidirectional flow offers 

more information about the communication pattern, and this is confirmed to be more 

useful in anomaly detection 24.  

In the client-server communication model, which is considered in an ordinary 

network operation, the client initiates communication as a source in the bidirectional 



Entropy-based Network Traffic Anomaly Classification …          91 

flow, choosing a random source port to access the server on a fixed destination IP 

address and port number. The source and destination IP addresses and port numbers, as 

well as the protocol type, identify the flow, representing identification features, also 

known as a flow tuple. The packet and byte numbers in each direction are used as a 

metric for volume, representing volumetric features. In this paper, we use short labelling 

for the source and destination IP address with capital letters S and D, the source and 

destination ports with lowercase letters s and d, and the protocol with the letter P. The 

source and destination packet and byte counts are labelled as sP, dP, sB and sB 

respectively. More formally, we can introduce a set of identification features I and a set 

of volumetric features V: 

 I = {S, D, P, s, d} (1) 

 V = {sP, dP, sB, dB} (2) 

Entropy calculation is based on data aggregation, which is the process of grouping 

flows based on the value of one or more flow features during a certain period, called 

epoch. For each distinct aggregated element, the so-called aggregation key, all related 

flows are counted into a flow number, labelled as f, while the volumetric features are 

summarized into total packets and bytes for both directions separately. 

The flow identification features are the most meaningful to be used as the 

aggregation key. Having in mind that the protocol feature takes just a few distinct 

values, mostly TCP, UDP and ICMP, aggregation by this feature would not provide 

useful information. A set of aggregation features is therefore defined as follows: 

 Φ = {S, D, s, d} (3) 

It should be noted that the aggregation can be done using more than one feature, 

altogether creating a complex aggregation key, or more formally, using features from 

any set of the power set of Φ, except an empty set. To annotate the complex aggregation 

key, we will use feature labels in the following order: S, D, s, and d, separated by the 

character ‘.’. Therefore, a total of 15 aggregation keys are available: 

 A = {S, D, s, d, S.D, S.s, S.d, D.s, D.d, s.d, S.D.s, S.D.d, S.s.d, D.s.d, S.D.s.d} (4) 

The straightforward aggregation will result in the distribution of flow count and the 

sum of source/destination packets/bytes of each distinct aggregated element. We will 

label these distributions using the feature label followed by the aggregation key in 

squared brackets. For instance, the distribution of the flow count feature (f), aggregated 

by all distinct pairs of source IP addresses (S) and destination ports (d) is labelled as f 

[S.d]. The flow count feature is a useful metric not only because the attacks generate a 

lot of malicious flows but it also influences normal traffic and increases its flow 

numbers due to exhaustion of the internal memory (flow cache) of the flow probes 31.  

At this point, we will generalize the concept of the in-degree and out-degree features, 

used in 2632, which is defined by a total number of distinct source hosts per each 

destination host and a total number of distinct destination hosts per each source host, 

labelled as S[D] and D[S], respectively. Taking into consideration any other identifying 

features that are not used in the aggregation key, such as source and destination ports, 

we can additionally count the distinct occurrence of these features per aggregated 

element. Since they represent the communication behaviour of the main aggregated 

elements, we will call these additional features behaviour features. More formally, for 
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the set of aggregation features Φ and the set of aggregation keys , a set of available 

behaviour features is: 

  = Φ  \ {} (5) 

Robust anomaly detection with a novel classification method proposed in this paper 

heavily utilizes behaviour features as the main source for network behaviour analysis 

along with the flow count feature. To briefly illustrate the usability of this approach, let 

us consider a DDoS amplification attack, where many source IP addresses send packets 

to a single destination host, all using the same source port, such as the UDP port number 

53 used by DNS amplification attacks 33. This unusual network behaviour can be 

detected by counting the number of distinct source IP addresses (S) for each element 

aggregated by the destination IP address and the source port (D.s), labelled as S[D.s]. 

The same stands for a port scanning scenario, which can be captured by counting the 

occurrence of distinct destination port (d) in aggregation with the source and the 

destination IP address (S.D), i.e. d[S.D].  

3.2. Entropy calculation 

In anomaly detection techniques entropy is used to present the level of randomness in a 

data distribution. The changes in a data structure in a distribution obtained from the 

aggregation process will change the entropy value. If the entropy change is significant, 

it is considered as unusual behaviour in network communication or an anomaly, which 

often indicates security threats.  

In many researchers the well-known Shannon entropy 13 is used, which is defined by 

the following equation: 

              
 
       

 

     
 (6) 

In the general case, N is a total number of elements in the distribution of feature 

values, while p(xi) is an empirical probability, calculated by the relative contribution of 

element xi with value mi in the total sum of all values, M:  
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Rényi 27 and Tsallis 25 entropies involves an additional parameter , where positive 

values put more weight on the highest values in the distribution (peak), while negative 

values favourite elements with low values in the distribution (tail): 
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In this paper, we use a scaling factor to normalize the entropy to a value of 1 for fully 

randomized distribution. The scaling factor for Shannon and Rényi entropy is         

and for Tsallis entropy it is               . With such a scaling, the Shannon 

entropy always provides values between 0 and 1, as well as Rényi and Tsallis entropies 
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with positive parameter , while the negative parameter  results in entropy values 

above 1.  

3.3. Entropy changes detection 

Over time, the aggregation and entropy calculation process generates many time series 

of entropy values for each feature. With normal network traffic, the entropy values are 

stable with minor deviations, while in the presence of an anomaly, some features are 

dramatically affected with significant entropy change (drop or increase). To detect these 

changes in the time series entropy values, a margin of accepted entropy deviation needs 

to be calculated first. A commonly used approach is based on the Exponential Moving 

Average (EMA) technique for short trend prediction 34 or taking maximum and 

minimum values from the sliding time window of some recent epochs. Both techniques 

can be used, but the rest of the presented research is based on the EMA prediction 

technique since it can be fined tuned to adapt more accurately and provides a baselining 

useful for data visualization and analysis.  

With this approach, a predicted value in epoch n, denoted as Ĥn, is calculated 

recursively, taking into account the previously predicted value Ĥn-1 and the newly 

calculated entropy value Hn-1 in epoch n-1: 

 Ĥn = (1-h) Ĥn-1 + hHn-1 (10) 

The coefficient h represents the degree of weighting decrease, the so-called 

smoothening factor, which falls in the range between 0 and 1. A lower value for h 

gives a stronger influence of the previously predicted value Ĥn-1, resulting in smoother 

baselining values, while at higher values for h the predicted values faster adopt and 

follow recent data Hn-1 in the observed data sequence.  

Some entropy time series can regularly vary their values more than the others. To 

identify significant entropy changes, we propose to analyse these relative variations in 

the context of the baselined standard deviation (S), using the same EMA approach as 

follows: 

 Ŝn = (1-s) Ŝn-1 + s Sn-1 (11) 

Finally, the range of acceptable entropy values considered as normal is defined by 

lower and upper thresholds, as measures of acceptable deviation from the baselined 

entropy value Ĥn as follows: 

              (12) 

where 

                 (13) 

                (14) 

and kt is the multiplication factor that makes the range wider, the so-called threshold 

factor. For any entropy value Hn that falls out of the threshold range Tn in epoch n, an 

alarm is triggered as an indication of an anomaly.  
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With proper tuning of parameters h,s and kt, the above-mentioned technique 

efficiently detects significant changes in the observed time series values. We have 

empirically concluded that the optimal baselining trend is achieved by the following 

smoothing coefficient values of h=0.1 and s=0.05, while the threshold factor was set 

to kt=4, which accurately captured the anomalies, while still eliminating most of the 

false positive alarms.  

Some authors claim that parametrised Tsallis and Rényi entropy outperform the 

Shannon entropy in terms of the better detection of peaks or tails in the feature 

distributions 34. We believe that their conclusions are tightly related to the applied 

detection methods, data and features used in the experiments, and accordingly, this 

conclusion cannot be simply generalised. For that reason, in this paper, we analyse and 

compare the Shannon, Rényi, and Tsallis entropies from two main aspects: the ability to 

detect anomalies and sensitivity to deception. For Rényi and Tsallis entropies, we will 

use a fixed value of the parameter (+2 and -2), which is shown to provide optimal 

performances 4.  

To better understand the behaviour of each entropy type, we will consider a 

reciprocal distribution of 100 elements, given by the function 1/x, where the distribution 

starts with values 100, 50, 33, 25, and ends with a long tail of value 1. According to our 

experiments, this distribution roughly approximates a deviation of flow feature values in 

real network traffic, which is also reported in 3. Gradually increasing the peak of the 

distribution, from the value of 100 to 1000, the entropy is changed in the way presented 

in Fig. 1. The Shannon entropy, as well as parametrised entropies with the positive 

parameter, results in decreased values, while the negative parameter leads to an 

entropy increase. On the other hand, increasing the tail of the distribution up to 1000 

new elements with value 1 involves more similarities in the data, and consequently, the 

entropies approach to value 1, which is shown in Fig. 2. In all cases, the Rényi entropy 

with positive parameter gives the lowest entropy values, while Tsallis entropy gives 

much higher values (in a range from 1.7 to 106), which are not shown since they are out 

of the scale used in the chart. It is worth highlighting that the entropy with lower values 

leaves less space to detect a drop, especially when the standard deviation is higher. This 

is the case with the Rényi entropy with a positive parameter, which is more sensitive to 

the regular variation of data (highest slope in Fig. 1) and also provides the lowest 

values. 

 

 Fig. 1. The entropy change given by the increase of the distribution peak. 
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Fig. 2. The entropy change given by the increase of the distribution tail. 

It should be highlighted that features with smaller standard deviation generally 

provide more distinguished changes, which gives better detection ability. Also, more 

randomized distribution and the entropy values near 1 generally leave more space for 

entropy drop and its detection. From the figure presented above, it should be concluded 

that the Rényi +2 entropy type gives the lowest values, and in case of higher standard 

deviation, there will be not enough space to detect changes.  

3.4. Protection against entropy deception 

In entropy-based approaches, anomalies are usually detected by features that generate a 

peak in the data distribution. This peak will make the entropy drop or increase with 

regards to entropy type and parameter . Anyhow, the authors in 5 have shown that 

every entropy change caused by a peak in a distribution can be suppressed by adding 

more elements of the average value in the distribution to make data more even. The 

same effect can be also achieved using a value equal to 1 for each added element, but 

much more elements are needed in this case. With this method, attackers can 

camouflage the attack by generating spoofed traffic in parallel to the attack, and 

effectively deceive the entropy-based detection systems.  

To provide a protection mechanism to this entropy deception, we analyzed the effect 

of entropy suppression on different entropy types, as well as on different features. The 

previously mentioned reciprocal distribution with peak values of 200, 500, and 1000, 

gives the average data values equal to 5, 9, and 13, respectively. The number of 

elements needed to suppress these peaks using these average values according to 5, as 

well as reference value equal to 1 for each entropy type, is given in Table 1. The Rényi 

entropy with positive parameter  (‘Rényi +2’) and Tsallis entropy with negative 

parameter  (‘Tsallis -2’) require the highest number of injected elements using the 

average value. However, this number is much higher for ‘Rényi +2’ entropy when 

adding elements at the end of distribution using a value equal to 1.  
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Table 1. The number of elements needed to deceive entropy. 

 

The results from Table 1 lead to the conclusion that the deception of one entropy type 

does not necessarily mean that the other entropy types are deceived too. This 

expectation is confirmed in Table 2 which shows the ratio of entropies before and after 

a deception in our base reciprocal distribution with a peak of 1000 and adding elements 

with average values 13. When nulling one entropy type (in rows), the other entropies (in 

columns) are below or above the initial values.  

Table 2. Relative differences in deceiving different entropy types. 

 

The entropy deception method proposed in 5 addresses only one feature distribution, 

while other features are not considered. Like the analysis of different entropy types, we 

can generally expect that different features are differently affected by spoofed traffic. 

This disbalance especially holds when injecting new elements in a behaviour feature 

distribution using average value, since the spoofed flows with aggregation attributes 

must be repeated using distinct values of behaviour feature. The easiest approach is to 

use full randomization of all attributes in the spoofed traffic, which would produce the 

elements with a value of 1 at the end of the feature distributions. However, this would 

significantly increase the number of distinct elements in a feature distribution, which is 

the case with the “Rényi +2” entropy in Table 1 with 15.200 new elements. It is also 

noteworthy that it is relatively easy to generate spoofed traffic to the targeted victim 

network, but this traffic will be highly asymmetric, mostly with no reply in opposite 

direction. 

According to the previous analysis, we propose a protection method against entropy 

deception attempts, which relies on the detection of spoofed injected traffic that 

camouflage the attacks, based on the following principles: 

 Prefer the entropy type which requires more injected elements to deceive the entropy 

(such as ‘Rényi +2’) 

 Use the number of distinct elements in a feature distribution as a new detection 

metric, named as a distribution length. To the best of our knowledge, this metric has 

not been used in the scientific literature so far. 

200/5 200/1 500/9 500/1 1000/13 1000/1

Shannon 34 275 97 935 143 2135

Tsallis +2 53 280 130 1185 206 2750

Rényi +2 82 1135 207 5275 365 15200

Tsallis -2 38 45 265 166 694 348

Rényi -2 24 28 125 98 273 195

Peak / averageEntropy

type

Shannon Tsallis +2 Rényi +2 Tsallis -2 Rényi -2

Shannon 0% -4% -27% 220% 3%

Tsallis +2 7% 0% -17% 153% 2%

Rényi +2 16% 4% 0% 67% -2%

Tsallis -2 22% 5% 18% 0% -5%

Rényi -2 12% 2% -8% 108% 0%

Peak=1000, average=13Entropy

type
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 Monitor the flow count of asymmetric traffic (traffic with no reply) as an indication 

of spoofed traffic.  

The experimental results that validate the proposed protection method are presented 

in Section IV. 

3.5. Multivariate analysis – a taxonomy of communication patterns  

To identify the class of the anomaly as an indication of a particular type of security 

threats in addition to its detection, we propose a multivariate analysis of entropy values, 

which involves the observation and mutual analysis of many features. To better 

investigate the behaviour of different anomalies in terms of aggregation keys and the 

corresponding features, we have analysed the normal network behaviour and the 

communication characteristics of the most prominent network security attacks.  Based 

on this analysis, we have defined flow-based taxonomy of communication patterns, 

which is further used for anomaly classification. 

Security threats usually follow the client-server model, but the magnitude of some 

communication characteristics is much higher. DDoS amplification attacks utilize 

services such as DNS or NTP on servers that are not properly configured, the so-called 

open servers 33. The attacker sends a large number of small queries with a spoofed 

source IP address of the targeted host, and all servers reply to it, generating traffic of a 

much higher magnitude. In October and November 2016, two websites within the 

network of the University of Belgrade were attacked by NTP and DNS amplification 

attacks respectively. A single UDP source port number was used as a source of the 

attack (123 for NTP and 53 for DNS), but the destination port for the DNS attack was 

fixed to HTTP, while the NTP used a random destination port. In both cases, more than 

1000 open servers generated up to 4Gbps traffic for 20 to 30 minutes, bringing down 

not only the attacked web servers but also disrupting other services due to the overload 

of the uplink of the entire national research and education network AMRES. The 

intensity of the attacks was easily detected and mitigated by the NetFlow Analyser tool 

using volumetric statistics only (bytes, packets, and flows) 35. However, to detect less 

intensive attacks that may remain under the radar, the communication pattern with other 

features must be analysed.  

On the other hand, many security threats start much earlier, before real damage is 

caused. Network scan is looking for an open service on the network, generating flows 

from a single source IP address and usually an arbitrary source port toward a fixed 

destination port on many hosts over an enterprise network 36. Port scan is a method for 

determining which ports on the single host are open, producing many flows with a 

different destination port and a fixed destination IP address 36.  

Once a host is located with the open TCP port requiring authentication, such as port 

22 for SSH or 3389 for Microsoft Remote Desktop, the attacker can perform brute-force 

password-guessing activities, trying commonly used phrases by a dictionary attack 37. 

The footprint of this traffic structure is characterized by too many short flows with one 

or two packets transferred between two fixed IP addresses, using multiple source ports 

and a single destination port.  

All the above-mentioned network behaviours have a very specific communication 

pattern marked by single or multiple sources and destination IP addresses and port 

numbers involved. These characteristics can be simply described using label ‘1’ for 
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single or ‘N’ for multiple occurrences of identification features in the order from the 

source IP address (S) and source port (s) to the destination IP address (D) and 

destination port (d), in form of ‘Ss-Dd’. In this way, previously analysed anomalies can 

be categorized as follows: 

 DNS amplification DDoS   N1-11 

 NTP amplification DDoS   N1-1N 

 Port scan    1N-1N 

 Network scan, worm propagation  1N-N1 

 Dictionary attack    1N-11 

This classification and labelling can be further generalized to cover all 16 

permutations of labels of ‘1’ and ‘N’ for source and destination IP addresses and ports. 

With this generalized approach, network scan with a fixed source port is related to the 

communication pattern of class 11-N1, while a distributed SYN flood attack falls into 

the class NN-11 since the attack is performed from many source IP addresses and port 

numbers to a single destination IP address and TCP port number.  

Regular network traffic can be also described with the introduced labelling of the 

communication patterns. A client can initiate many connections to a certain server, 

which falls into the 1N-11 class, while public servers, which are used by many clients, 

fall into the class NN-11. Additionally, DNS, SMTP, and HTTP proxy services follow 

the 1N-N1 pattern, acting as a client establishing communications with many other 

servers.  

Along with the protection against entropy deception, another main goal in this 

research has been to extend the existing entropy-based anomaly detection approaches 

with a classification method using a multivariate analysis of different flow count and 

behaviour features, which is easy to implement in real-life networks. It is achieved by 

identifying a unique signature of the anomalous behaviour by analysing entropy 

changes of many observed features and developing rules for their classification. These 

classification rules are developed based on the analysis of the experimental results, and 

therefore they are analysed and presented in the next section, along with the validation 

of our findings. 

3.6. System complexity 

Calculating entropy values, with EMA prediction and standard deviations, is not a 

complex process once the distributions are generated by the aggregation process. 

However, many aggregation tasks need to process a great number of flow records, 

which are both CPU- and memory-intensive processes. Each flow record needs to be 

matched with all aggregation keys separately, counting or summarizing the 

corresponding values of the remaining features. Additionally, calculating behaviour 

features requires second-degree aggregation to count all distinct data-point occurrences.  

The complexity of the algorithm highly depends on its implementation. The most 

efficient solution is achieved by using an unordered associative array (hash-map in 

Java), which in most cases has O(1) complexity in time, while the worst-case 

complexity is O(log n) when using balanced search trees, which are created only for a 

small number of entries sharing the same hash-map key. However, the complexity in the 

memory space is O(n) in all cases. With such implementation in Java programming 
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language, processing a dataset of one million flow records on a desktop computer and 

generating a total of 208 data distributions for all possible aggregation keys and feature 

combinations (including volumetric features), we have achieved a high processing 

speed of 30.000 flows per second consuming a total of 8 GB of RAM. 

The root cause analysis requires keeping raw flow records data for at least one 

(previous) epoch, while a long history is always beneficial depending on the available 

storage space. An efficient method can be achieved by using the compressed text of 

binary files, while the more flexible solution for practical usage can be based on a 

NoSQL database, such as Elasticsearch. 

Another concern relating to the real-time aggregation process and data storage is a 

high rate of incoming flows, such as tens of thousands per second. A solution to this is 

to use a flow sampling technique, processing only a statistical fraction of the flow data 

stream while rejecting the rest. Some information will be lost in that case, but a 

sufficient amount of data (up to the processing limit) is taken into account, resulting in a 

fairly good statistical approximation.  

4. Evaluation  

4.1. Datasets used  

To validate the proposed approach we have chosen two labelled datasets, namely the 

CICIDS2017 dataset 38 and the CTU-13 dataset 39, each consisting of several flow data 

traces taken from real network communications and a controlled laboratory 

environment.  

The CICIDS2017 dataset is one of the latest and most complete publicly available 

flow-based labelled datasets. It includes the most common attack scenarios, covering 

the profiles of Web-based, Brute force, DoS, DDoS, Infiltration, Heartbleed, Bot, and 

Scan attacks, each in a different file named according to the weekday when the dataset 

was created. A total of 80 flow-based features related to network communications were 

generated by processing real traffic with simulated attacks.  

The CTU-13 dataset consists of 13 independent parts, each with internally controlled 

legitimate traffic, traffic generated by a real botnet network, and a large portion of the 

so-called background traffic, taken from the Czech Technical University network, in 

which minor ‘noise’ anomalies were intentionally retained. We have used the CTU-13 

dataset and model communication patterns using synthetically generated anomalies to 

analyse their effect on each feature. Then the classification rules are validated by 

investigating minor ‘noise’ anomalies in the real background traffic from another trace 

in the same dataset. 

Since our research is based on pure flow data that can be easily collected from the 

routers and used in real-life network environments, both datasets were slightly 

modified. At first, only the basic flow features were kept. Then, following the usual 

practice of flow configuration on network devices to avoid burst traffic load, long-

lasting flows were proportionally fragmented into short equivalent flows, with the 

maximum duration of 60 seconds, which was set as the default epoch period.  
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4.2. Validation of the protection against entropy deception 

Validation of the protection method against entropy deception is demonstrated on the 

CICIDS2017 dataset, using the trace named ‘Friday afternoon’. It contains a PortScan 

attack when an attacker is trying to establish connections to many destination ports on a 

remote victim system to find vulnerabilities. In this case, a single source port is used 

during this process, which is described by the 11-1N communication pattern. Using the 

source and destination IP addresses as the aggregation key, the destination port 

behaviour feature d[S.D] generates a quite random distribution with the entropy value 

close to value 1 and a small standard deviation for all entropy types, shown in Fig. 3. 

However, during the attack, in three series from epoch 112 till epoch 145, significant 

entropy drops are noticeable for all entropy types. The margin of acceptable deviation 

calculated by the EMA technique is too narrow and not shown.  

We will demonstrate a deception mechanism on the second attack only, which occurs 

from epoch 129 till 131 with an average value in data distribution equal to 4, while the 

first and last attacks are left unchanged for comparison purpose. To deceive the 

Shannon entropy, an entropy value of 0.84 during the attack needs to be increased above 

the threshold value of 0.98, which requires a total of 3,000 new elements with an 

average value of 4. This is achieved by generating 3,000 series of 4 synthetic flows, 

where those 4 flows have unique source and destination IP addresses and distinct 

destination port number. For that reason, a total of 12,000 synthetic flows was generated 

and added to the dataset to deceive the Shannon entropy during this attack. Fig. 4 

demonstrates that the Shannon, Rényi -2, and Tsallis +2 are successfully deceived, 

while Rényi +2 and Tsallis -2 are also affected, but still not sufficient to avoid detection. 

To camouflage the Rényi +2 entropy in this case, a total of 22,500 series of 4 synthetic 

flows need to be generated, which requires a total of 90,000 new spoofed flows during 

each of these epochs.  

 

Fig. 3. The entropy of the d[S.D] feature – the original dataset. 
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Fig. 4. The entropy of the d[S.D] feature – deceiving the Shannon entropy in epochs 129-131. 

In parallel to entropy calculation, as a control mechanism to detect this deception 

attempt, we propose to monitor a total number of elements in feature distributions. 

Fig. 5 presents a total number of elements that need to be added to the d[S.D] feature 

distribution to deceive all entropy types. It is obvious that the injected traffic 

significantly exceeds the regular values and the, especially for Rényi +2 entropy type, 

which is far above the presented scale. The threshold can be based on a fixed value or 

dynamically applied using the EMA technique. It noteworthy that this metric is not 

affected by the other two anomalies which are not deceived.  

  

Fig. 5. The length of the d[S.D] feature distribution with spoofed traffic. 

 

Fig. 6. The entropy of the d[S.s] feature, deceiving the feature d[S.D]. 
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Even such a huge number of added elements for deceiving the d[S.D] feature is not 

enough to completely deceive the d[S.s] feature for all entropy types, which is shown in 

Fig. 6. To deceive the d[S.s] feature many more elements need to be injected, which is 

even easier to detect with the proposed metric.  

4.3. Anomaly modelling 

Entropy-based network traffic anomalies detection is efficient if the anomalous traffic is 

intensive enough to cause a significant spike in data distribution and change the entropy 

values for the observed feature. However, our attention is attracted by the fact that 

different types of anomalies leave different footprints in the entropy of the 

corresponding features. To better analyse this behaviour and provide a key instrument 

for the anomaly classification based on the proposed multivariate analysis, we have 

modelled characteristic anomalies for each of the 16 communication pattern classes 

(from 11-11 to NN-NN). 

For each anomaly model, we have generated a modified dataset, combining flows of 

normal network traffic with the synthetically generated flows representing modelled 

anomalous behaviour. Normal traffic was extracted from the CTU-13 dataset, the trace 

named ‘51’, with around one million flow records collected during four hours. We 

additionally removed smaller ‘noise’ anomalies and obtained a stable traffic structure 

with no significant deviations over time. This traffic is not used to test anomaly 

detection accuracy but rather as ground truth for the analysis of which features are 

affected by different anomalies, even those of small intensity.  

Anomalies have been modelled by synthetic traffic using a flow generator software, 

developed by Bereziński 4 and slightly modified following our dataset format. Starting 

very modestly with only 25 anomalous flows per epoch, the intensity gradually 

increased producing a total of 50, 100, 200, 500 and 5000 flows per epoch. Small 

random variations were involved to present a stochastic traffic nature more realistically. 

It should be mentioned that the last anomaly burst was extremely huge to check whether 

the entropy of some features was completely immune to the anomaly. Moreover, this 

burst was repeated twice. The first traffic burst had 5000 purely random and mostly 

unique values of the aggregation feature (labelled in the model with ‘N’). The second 

burst had the same amount of flows, but containing 10 times fewer distinct elements, 

each of them repeated 10 times on average. With this method, having a DDOS attack as 

an example described by the N1-1N model, the source port and destination IP address 

were fixed in the corresponding synthetic flows, while the source IP address and 

destination port numbers were randomized. The generated synthetic flows for each 

modelled anomaly class were injected separately into the dataset with the normal traffic, 

starting from epoch 80 in short series of three epochs, increasing the intensity every 20 

epoch.  

4.4. The entropy of anomaly models 

The experiments were conducted for each of the 16 anomaly models separately, starting 

from 11-11 up to NN-NN, aggregating by all aggregation keys defined by Equation 4. 
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Calculating the total flow count and all behaviour features, a total of 103 feature 

distributions were generated for each model. As the result, a total of 1648 series of each 

entropy type were calculated. Volumetric features, such as the source and destination 

byte and packet counts, have not been used since they are efficient only for DDoS and 

similar volume-intensive attacks, but useless for many other attacks, such as Port Scan, 

Network Scan or Dictionary attack.  

It is already highlighted that the entropy is changed due to a spike or a long tail in 

feature distribution. Having as an example the N1-1N model, which relates to DDoS 

NTP amplification attacks 35, both the destination IP address and the source port 

number are unique during the attack and they are good candidates for the aggregation 

key to capturing a spike in distribution. On the other hand, the source IP address and the 

destination port, which relates to the label ‘N’ in the N1-1N model, can be used in the 

aggregation key to detecting a long tail of the distribution. Using the Shannon entropy 

these two characteristic cases are demonstrated in Fig. 7 and Fig. 8 for the feature f[s] 

and S[d] respectively.  

 

Fig. 7. The Shannon entropy and the N1-1N model - the flow count feature aggregated by the 

source port (f[s]). 

 

Fig. 8. The Shannon entropy and the N1-1N model - the source IP address feature aggregated by 

the destination port (S[d]). 
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DDoS NTP amplification traffic, distinct pair of the victim IP address and the source 
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regular traffic are lower (around 0.55) and using a highly randomized destination port 

number as an aggregation key produces many elements with only one occurrence in the 

feature distribution. 

The high sensitivity of the feature f[s] on the observed anomaly, demonstrated in 

Fig. 7, is used to further validate the feasibility of the protection method against entropy 

deception on low-rate attacks. The increase of the distribution length with the spoofed 

traffic to deceive all entropy types of the f[s] feature, presented in Fig. 9, can be easily 

detected. Only a deception of the smallest and barely noticeable anomaly around epoch 

100 (with 25 synthetic flows only) can not be detected due to a high number of data 

elements in the distribution of the feature f[s] since the source port is highly randomized 

in regular network communications.  

 

Fig. 9. Protection against entropy deception - the length of the f[s] feature distribution with 

spoofed traffic applied on the N1-1N model. 

An extensive analysis of all entropy types has been done for all anomaly models and 

complete behaviour features set. Even though that some authors reported better 

detection ability of the Rényi and Tsallis entropy over Shannon entropy, our 

experiments confirmed that this is not the general rule. For the previously introduced 

base ground dataset with synthetically generated 7 anomaly series and the N1-1N 

anomaly model as an example, Table 3 presents the number of anomalies detected by 

different entropy types for the most characteristic features. The Shannon entropy 

outperforms some other entropy types for the feature S[s], there are other cases and 

features when other entropy types perform better.  

In all cases, the difference in detection ability is related only to the smallest 

anomalies, while all entropy types successfully detected all anomalies of modest and 

especially high intensity. For that reason, we believe that the right selection of the 
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change detection, as well as previously analysed resilient to deception.  
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Table 3. Number of detected anomalies in N11N model by different entropy types 

 

The thorough analysis of all experimental results is summarized in Table 4, which 

describes entropy changes for flow count and behaviour features using each aggregation 

key (shown in rows) and each anomaly model (shown in columns). The label ‘X’ in the 

table denotes the entropy change caused by a peak in the feature distribution, while the 

label ‘o’ denotes the entropy changes due to a tail of the distribution. The results are 

equal for all entropy types which confirms already demonstrated similar detection 

ability of all entropy types. Therefore, in the rest of the paper, we will consider the 

results of the Shannon only, where the labels ‘X’ and ‘o’ related to entropy drop and 

increase respectively. The length of the labels expresses the detection efficiency of the 

observed features, where more characters in the label reflect a higher efficiency, while 

only one character indicates a low detection ability useful only in case of extremely 

intensive anomalies. More precisely, one character is used when the feature is affected 

only by two of the most intensive synthetic anomalies in our reference dataset (the last 

two anomalies in Fig. 7), two characters for anomalies of moderate intensity, while the 

label with three characters is used for the most sensitive features able to detect even the 

low-rate anomalies (two left most anomalies in Fig. 7).  For example, the previously 

mentioned features f[s] and d[S] for the N1-1N model can detect most of the generated 

anomalies and, therefore, they can be considered as very sensitive and are labelled with 

‘XXX’ and ‘ooo’ respectively.  

Even a brief look at the table reveals that the entropies of different features behave 

differently for different anomaly models, while some of them are not affected by a 

particular anomaly at all (the empty cells in the table). More importantly, how the 

entropies are affected by the modelled anomalies follows a very specific periodic 

pattern. It can be observed that the entropy drop (marked with ‘X’) occurs only when all 

identification features in the aggregation key have a single occurrence in the anomaly 

model (marked with ‘1’ in the anomaly model label). In this case, entropy is always 

affected for the flow count feature (such as f[S.s] in the first four columns), while the 

behaviour features are affected only when it corresponds to mark ‘N’ in the anomaly 

model label (such as D[S.s] in 11-N1 and 11-NN models, and d[S.s] in 11-1N and 11-

NN models). An increase in entropy values (marked with ‘o’) occurs when at least one 

identification feature in the aggregation key has many occurrences in the anomaly 

model (marked with ‘N’ in the anomaly model label) since this element will produce 

many new elements in the distribution tail. It should be noted that when the source port 

feature is used in the aggregation key, it can result only in an entropy drop, and not in an 

increase. The reason for this lies in the behaviour of the regular network, where a source 

host as a client initiates connections using a random source port number so that the 

corresponding distribution is already randomized.  

N11N Shannon Renyi +2 Renyi -2 Tsallis +2 Tsallis -2

f[S] 3 2 4 3 3

S[D] 3 2 4 2 4

d[D] 6 6 6 6 6

S[s] 6 6 5 5 6

d[s] 5 4 5 4 6

S[d] 5 3 4 3 4

f[S.d] 3 2 3 3 3

S[D.s] 6 6 5 5 6
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Table 4. Entropy changes of the flow count and behaviour features affected by the anomaly 

models. 

 
 

The described behaviour, i.e. how the entropy of different features is affected by 

different anomaly models, is the key reason for the clear periodic pattern noticeable 

from the table. This is also the explanation of why some features are very effective in 

detecting some anomalies while being completely useless for others. This finding is 

consistent with the previous research 32628 but covers the full feature set and all the 

anomaly models. Moreover, it reveals that behaviour features or complex aggregation 

key for some anomaly models outperform commonly used flow count feature of basic 
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flow attributes. For instance, the authors in 28 classify a DDoS attack by detecting 

entropy decrease in the flow count of destination IP address and port number. This 

corresponds to our NN-11 anomaly model and features f[D] and f[d], which are 

sensitive only to the most intensive anomalies, while behaviour feature S[D] can detect 

less intensive anomalies (up to 10 times in our experiment). The difference in the metric 

performances is more obvious in the case of port scan attack, defined by the 11-1N 

model (using fixed source port) and the 1N-1N model (using random source port). In 

both cases the best performance is achieved using behaviour features d[S], d[D] and 

d[S.D], marked with ‘XXX’ label in Table 4.  

This periodic pattern in the feature sensitivity to different anomalies leads to an 

important conclusion that each anomaly model has a unique footprint of triggered 

entropies, which is used in the development of the classification rules, as explained 

further in the text.  

4.5. Classification rules 

The aim of the proposed multivariate analysis is, firstly, to select the right features to 

ensure the most efficient detection of anomalies, and secondly, to accurately classify a 

detected anomaly to identify more precisely a potential security threat. Several methods 

for feature selection, including feature correlation, are proposed in the literature 232. In 

our approach, Table 4 reveals which feature is the most appropriate for which anomaly 

type. More importantly, a unique pattern of how the features are triggered by different 

anomalies can be recognised and used for defining the rules that classify an anomaly 

into an appropriate model.  

Due to feature correlation, it is possible to minimize the set of features while keeping 

the ability in anomaly detection and classification. This could be done in several 

different ways so that the following principles are used to select the optimal rules for 

anomaly recognition and classification, based on the results from Table 4: 

 Prefer the most efficient features (‘XXX’ or ‘ooo’). 

 Prefer features affected by the minimal number of models. 

 Prefer features with a simpler aggregation key. 

 Use the ‘Not affected’ rule to differentiate feature behaviour from another model 

(empty cells in the table). 

 Use the ‘Not decrease/increase’ rule to differentiate feature behaviour from another 

model (make a difference between ‘X’ and ‘o’ cells in the table) 

 Select model identified by the smallest number of unique features first, then proceed 

with others. 

By applying these principles to the results from Table 4, the following classification 

rules are jointly defined in the columns of Table 5, where all conditions must be 

satisfied to match the anomaly model given by the rows.  
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Table 5. Anomaly models identification and classification rules. 

 

For example, the 1N-N1 model, related to the horizontal port scan attack using many 

source port numbers, is affected by the feature D[S.d] but not by the feature D[s.d], 

which primarily identifies the similar 11-N1 model. 

Defined classification rules include a minimal set of features, which is important for 

performance optimization since aggregation is a CPU and memory consuming process. 

However, in an anomaly detection process, it is useful to keep more features, even if 

they are correlated and redundant, to minimize false alarms. 

4.6. Classification rules validation  

The classification ability and the usefulness of the methodology presented in this paper 

are demonstrated on real network data taken from the dataset CTU-13. More precisely, 

data trace named ‘43’ was used, where intensive botnet traffic was excluded from the 

dataset, keeping a large portion of real-life background traffic with several anomalies of 

smaller intensity. Using only the flow count and behaviour features, the most 

characteristic results are presented below.  

The entropy of the flow count feature aggregated by the source IP addresses (f[S]), 

shown in Fig. 10, reveals several smaller anomalies, including some minor deviations 

which generate false positive alarms.  

The entropy of other features, such as destination port behaviour feature with the 

same aggregation key, namely d[S], illustrated in Fig. 11, shows that a part of the 

anomalies has disappeared, indicating the presence of different anomaly types in the 

traffic over time.  

 

Anomaly

model

Affected 

(decrease)

Affected 

(increase)

Not 

affected

Not 

decreased

1 11-11 f[D.s] S[D.s], d[D.s]

2 11-1N f[s], d[S.D]

3 11-N1 D[s.d] S[s.d]

4 11-NN d[s], D[S.s]

5 1N-11 f[S.D] d[S.D]

6 1N-1N d[S.D] f[s]

7 1N-N1 D[S.d] D[s.d]

8 1N-NN D[S], d[S] d[s]

9 N1-11 S[D.s] d[D.s]

10 N1-1N S[D.s], d[D.s]

11 N1-N1 S[s.d], D[s.d]

12 N1-NN S[s], D[s], d[s]

13 NN-11 s[D] d[D] d[S]

14 NN-1N d[D] S[s] d[S]

15 NN-N1 S[d], D[d] S[s]

16 NN-NN d[S], S[d] S[s]
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Fig. 10. The CTU-13 dataset, trace 43, regular traffic, feature f[S]. 

 

Fig. 11. The CTU-13 dataset, trace 43, regular traffic, feature d[S]. 

On the other hand, the entropy applied to the partition of the traffic, filtered by the 

protocol field, reveals new anomalies in different epochs. For TCP traffic only, the 

entropy of the destination port behaviour feature aggregated by the source IP addresses 

is shown in Fig. 12, while the entropy for the ICMP traffic using only the flow count 

feature aggregated by the source and the destination IP addresses are shown in Fig. 13. 

These less intensive anomalies were masked by the total traffic, but taking only a 

smaller portion of the traffic into account, the entropy changes become obvious and 

relevant. A small entropy deviation around epochs 100 in the total traffic had been 

barely noticeable in Fig. 11 and subject to suspicion as a  false positive alarm until it 

was analysed for TCP traffic only (Fig. 12). These cases clearly demonstrate that data 

filtering into smaller parts is a simple method to achieve better detection sensitivity and 

efficiency. 

 

Fig. 12. The CTU-13 dataset, trace 43, TCP traffic only, feature d[S]. 
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Fig. 13. The CTU-13 dataset, trace 43, ICMP traffic only, feature f[S.D]. 

The results of entropy analysis of the CTU-13 data trace named ‘43’ using the 

proposed classification rules in different epochs for the most severe anomalies are 

presented in Table 6.  

Table 6. Verification of anomaly classification rules using real network traffic. 

 

 

All detected anomalies follow the unique signature presented in Table 4 and can be 

properly classified by the developed rules. Only the TCP anomaly in epochs 51–57 

presents a combination of two similar anomaly models: 1N-1N and 1N-11. A drill-down 

analysis of raw data has confirmed that the anomaly consists of flows with a larger 

0.0

0.2

0.4

0.6

0.8

1.0

1.2

10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

en
tr

o
p

y

time [epochs]

Entropy
EMA
Lower Threshold
Upper Threshold
Alarm

Traffic All All All TCP TCP TCP TCP ICMP ICMP

Epohs

1
5

-1
9

1
2

4
-1

3
0

1
6

3
-1

8
0

2
1

-2
9

5
1

-5
7

9
9

-1
0

2

1
7

0
-1

7
1

1
6

7
-1

6
8

1
7

2
-1

7
3

Anomaly 

model 

1
N

-1
1

1
N

-1
1

N
N

-1
1

1
N

-1
N

 

1
N

-1
1

 

(1
N

-1
N

)

1
N

-1
N

 

1
1

N
1

1
N

-1
1

1
N

-1
N

D[S] XXX

s[S] XXX XX o XXX X

d[S] o XX XX XXX XXX

f[S] XXX XXX o XXX XX

S[D] XX

s[D] X X X X XXX XXX

d[D] XXX XXX XXX XXX

f[D] XXX X X X XXX XXX XX XXX

f[s] XXX

S[d] XX oo

D[d] oo XX

s[S.D] XXX XX XXX XXX

d[S.D] XXX XXX XXX XXX

f[S.D] XXX XXX X XXX XXX XXX XXX

D[S.s] XXX

D[S.d] XXX

s[S.d] XXX XXX XXX

f[S.d] XXX XXX XXX X XXX

S[D.d] XX

S[s.d]

D[s.d] XXX



Entropy-based Network Traffic Anomaly Classification …          111 

number of distinct destination ports according to the 1N-1N model, while one of them 

occurs more frequently, following the 1N-11 model. This is the case that demonstrates 

the feasibility of the proposed method to identify multi-vector attacks, combining two or 

more anomaly models. Raw data forensic is still needed for root cause analysis to 

mitigate the attack and proactively protect the victim.  

4.7. Comparison with machine learning approaches 

Entropy-based network traffic anomaly detection in many aspects completely differs 

from the machine learning methods, which makes it difficult and even impossible to 

directly compare their performances. For that reason, we rather discuss their general 

characteristics and leave a decision on which one is better for specific use-cases.  

The main difference lays in the fact that entropy-based detection operates on the time 

interval level, detecting anomalies in epochs, while machine learning detection methods 

provide detection granularity on the data level, classifying each data point as normal or 

anomalous. This fundamental difference implies the following consequences:  

 Anomalies detected using the entropy-based approach require further root-cause 

analysis to extract the information about the attackers, victims and services used.  

 The entropy-based approach does not require training with a labelled dataset, as 

opposed to supervised machine learning, which makes it attractive for general 

purpose application in real-life networks with any kind of traffic unknown in 

advance. 

 The entropy-based approach requires less processing power than most of the other 

techniques, which makes it attractive for real-time application. 

 Performance metrics used in machine learning (Accuracy, Precision, Recall, ROC 

curve etc.) take into account individual labelled data and, therefore, they are 

inconvenient for application in the entropy-based approach. 

As previously stated, the motivation behind our research has been to extend the 

anomaly detection technique with the classification method, for practical use in a 

general network environment. The entropy-based approach was chosen having in mind 

the above-mentioned characteristics. Anomaly detection is based on the data obtained 

by NetFlow or similar protocols, which are industry standards and the most convenient 

way to collect information about the network traffic structure. Flow data collected from 

network routers provide only basic information about communication peers (IP 

addresses, protocol, and port numbers), duration and total bytes and packets transferred. 

Enriched with flow count and behaviour features obtained in the aggregation process, 

this basic information appears to be sufficient for entropy calculation. Our experimental 

results confirm that this approach is efficient when the traffic structure is significantly 

changed during the attack, while it is useless for other attacks whose communication 

characteristics cannot be distinguished from regular traffic. In this work, we have solved 

the entropy deception problem, as a main weakness of the existing entropy detection 

methods. 

On the other hand, machine learning approaches to network behaviour analysis rely 

on other communication details, such as TCP flags and window size, packets length, 

packet inter arrival time, jitters and their statistical parameters (average, min, max, 

standard deviation). Obtaining these data is based on processing raw traffic on the 
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packet level, which requires direct access to network traffic and demanding data 

processing, especially for real-time application.  

The CICIDS2017 dataset was generated in this way and the authors originally used it 

for anomaly detection based on supervised machine learning 38. For each simulated 

attack, they achieved very high detection performances using various features and the 

following metrics: Precision (Pr - the ratio of the correctly detected attacks to all 

triggered alarms), Recall (Rc - the ratio of the correctly detected attacks to all attacks), 

and F-Measure (F1 - the harmonic mean of the Precision and Recall).  

We have reproduced their experiment with the same dataset named “Thursday 

morning”, which consists of Brute Force, Cross Site Scripting (XSS) and SQL Injection 

web attacks. We have also used Random Forest (RF), Multilayer Perceptron (MLP), and 

Naive-Bayes (NB) machine learning algorithms, and the same features used by the 

authors in 38, namely the initial TCP window size in both directions and the total bytes 

transferred from the source to destination.  

In our reproduced experiments in the Weka software, using 70% of training and 30% 

of testing data randomly chosen from the dataset, we have generally confirmed their 

results, especially in terms of the Recall performance metrics.  

Furthermore, we have performed a deeper investigation of raw data, which has 

revealed that most attack flows used the initial TCP window size of 29,200 and 28,960 

bytes from the source and destination directions, respectively. Since the TCP window 

can take an arbitrary value even in attack communications, we wanted to check the 

detection capability of the machine learning algorithms when these values were 

changed. For this reason, we manually increased the initial TCP windows of attack 

flows in the testing dataset by 3%, 10% and 30% and repeated the experiments. From 

Table 7, which summarises the results, it is obvious that the Random Forest algorithm 

dramatically lost the detection capability even with small changes of 3%, while the 

Multilayer Perceptron algorithm was not able to detect any attack at all. Only the Naive-

Bayes algorithm was more resilient to the initial TCP window value changes, but its 

performance was the lowest. 

Table 7. Supervised machine learning performance evaluation 

 

The above example demonstrates that some machine learning algorithms, which are 

based on such specific feature values, can be easily deceived with just a small variation 

in the attack scenario. Rather than just presenting a pure performance measurement, 

Alg. Dataset Precision Recall F1

RF Original 0.850 0.981 0.911

Modified, 3% 0.176 0.037 0.061

Modified, 10% 0.176 0.037 0.061

Modified, 30% 0.176 0.037 0.061

MLP Original 0.771 0.840 0.804

Modified, 3% 0.000 0.000 N/A

Modified, 10% 0.000 0.000 N/A

Modified, 30% 0.000 0.000 N/A

NB Original 0.132 0.909 0.230

Modified, 3% 0.132 0.908 0.230

Modified, 10% 0.123 0.842 0.215

Modified, 30% 0.123 0.842 0.215
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which can be misleading, we suggest further analysis of raw data and the meaning of the 

features in the context of the applied machine learning algorithms.  

5. Conclusions 

In this paper, we have presented a comprehensive method for entropy-based network 

traffic anomaly classification empowered by a novel protection mechanism against the 

deception of entropy detection capabilities. We contribute to the research topics in 

several directions.  

Firstly, we have compared the ways how the Shannon, Tsallis and Rényi entropies 

respond to changes in feature distribution caused by spoofed traffic injected to deceive 

the entropy detection systems. We have found that a total number of elements in 

distribution, so-called a distribution length, is an efficient metric to detect entropy 

deception attempts. If deception is applied, a distribution length is much longer, 

exceeding the threshold, either fixed or dynamically calculated. We have shown that the 

Rényi entropy with positive parameter  is the most resilient to deception since it 

requires the largest amount of spoofed traffic. However, this entropy type provides the 

lowest entropy values, and for some features with higher data variation, it is not suitable 

to detect entropy drops. 

Secondly, we have formalized and generalized the concept of aggregation and 

behaviour features, which better represents the network traffic structure using only basic 

flow attributes. Based on these features, we have modelled 16 anomaly models, 

associate with a wide range of security attacks. Extensive experiments were conducted 

for all anomaly models using full features set, calculating the Shannon, Tsallis and 

Rényi entropies, with both positive and negative parameter. Contrary to the widely 

accepted belief that the parameterized Tsallis and Rényi entropies outperform the 

Shannon entropy, we have shown that there is no significant difference in anomaly 

detection capability between these entropy types. The right choice of entropy type rather 

depends on the specific network traffic, its variety and deviations, used features and 

other parameters and characteristics, including the resilience to deception.  

Thirdly, the conducted experiments confirmed that each anomaly model leaves a 

unique signature in the behaviour, indicating how entropies of different features are 

affected. Based on the multivariate analysis of different features, the original anomaly 

classification rules have been developed, which is another novel contribution presented 

in this paper. The efficiency of the anomaly classification method is validated through 

the presented experimental results.  

Finally, but not less important, we believe that our work contributes in many respects 

to a better understanding of the entropy-based network behaviour analysis and anomaly 

detection, despite many papers in this research field. Based on the comprehensive 

experimental results and the conducted analysis, we have also concluded that supervised 

machine learning methods used for network behaviour analysis involve significant 

limitations for efficient practical use in real-time. Consequently, the proposed method 

based on the entropy of the basic flow data seems to be more feasible for practical 

implementation and general use. In this context, unsupervised machine learning, with 

no training required, could be a promising alternative solution.   
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Therefore, our further work will be oriented towards unsupervised machine learning, 

along with testing the concept and performances in various real-time network 

environments. This includes a classical approach using external data collection and 

processing system, as well as data plane programmability techniques on modern 

software defined networking architecture.  
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Abstract. Industrial applications tend to rely increasingly on large datasets for 

regular operations. In order to facilitate that need, we unite the increasingly 

available hardware resources with fundamental problems found in classical 

algorithms. We show solutions to the following problems: power flow and island 

detection in power networks, and the more general graph sparsification. At their 

core lie respectively algorithms for solving systems of linear equations, graph 

connectivity and matrix multiplication, and spectral sparsification of graphs, 

which are applicable on their own to a far greater spectrum of problems. The 

novelty of our approach lies in developing the first open source and distributed 

solutions, capable of handling large datasets. Such solutions constitute a toolkit, 

which, aside from the initial purpose, can be used for the development of 

unrelated applications and for educational purposes in the study of distributed 

algorithms. 

Keywords: distributed computing, big data, smart grid. 

1. Introduction 

Large industrial complexes, e.g. utilities or factories, rely on timely and accurate 

telemetry data as well as layers of redundancies that keep the production going even in 

the case of a failure. Up until the recent past, applications behind their operation were 

focused on a relatively small and static amount of data. Once set up, the infrastructure 

needed periodic maintenance, but had little demand for a change of scale. 

With the advent of Smart Grid infrastructures this concept gradually changed. It 

became common to change the scale of the operation by adding more customers or 

introducing smart devices into the ecostructure. The increasing amount of required data 

demands puts also an additional strain on the available computational power. The 

algorithms used for analyzing aspects of the operation are usually non-trivial and thus 

the large amounts of data challenge their applicability. However, with the changing 

scope of the applications, the preferred infrastructure shifted to larger distributed 

systems, whether in the cloud or not. 

In this paper, we present three projects that illustrate how hard industrial 

computational problems are solved on large datasets. The unifying factors of all three 

solutions are a common framework and distributed environment. They rely on Apache 

Spark to provide a common infrastructure in order to share a communication foundation 

and facilitate comparison between them. They also primarily target large datasets, i.e. 
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scales that would be hard for non-distributed applications to compute in a reasonable 

time. 

The first two projects can be put under an umbrella of smart grid power analysis. 

They introduce support for the power flow and contingency analysis functions. The 

power flow analysis is performed using the Newton-Raphson method, while the 

contingency analysis is performed in two distinct approaches, the network connectivity 

state is assessed through the analysis of the graph constructed from the connected 

components of the network and through the binary multiplication of Boolean matrices. 

The third addresses a missing utility in graph processing algorithms. The complexity 

of processing a graph quickly increases with its size, so it would be beneficial to 

decrease the complexity of the graph while maintaining its mathematical properties. 

Here, we provide a reusable distributed spectral graph sparsification solution. Reducing 

the number of vertices is usually not desired due to their semantic importance. Luckily, 

real-world graphs tend to have more edges than vertices, so reducing the number of 

edges both reduces the size of the problem and doesn’t affect the semantic of the dataset. 

This paper shows the applicability of the Apache Spark framework to industrial 

applications. The open source [15][16] solutions herein are the first of their kind both in 

handling large datasets in a distributed manner and in the map reduce paradigm, which 

also motivated the choice of the problems. 

The paper is outlined as follows: The next section addresses related work. Section 3 

presents the power flow problem and outlines our solution. Section 4 presents the island 

detection problem and outlines our solution. Section 5 presents the spectral graph 

sparsification problem and outlines our solution. The following section details the 

experimental setup and its results. Finally, we conclude the paper, by presenting a short 

overview of the contributions and an outlook for future research. 

2. Related work 

Being a distributed data processing engine, Apache Spark [1] has since its introduction 

found a wide range of users. Applications include various disciplines where the problem 

can be reduced to analyzing large amounts of data, like genomic analysis [2] and 

specialized mathematical methods for matrix computation [3]. 

The power flow problem was stated decades ago [4], however, once the Newton-

Raphson method was introduced [5], only one other solution method was developed [6]. 

Improvements have mainly been directed towards the benefit of mathematical apparatus, 

pre-dominantly focused on matrix algebra, used by the solutions methods. 

The island detection problem, that is an integral part of contingency analysis, was 

prominently approached in [7], by using a network connectivity matrix in conjunction 

with Boolean algebra. Yet, in the paper discussion J. L. Marinho et al. challenge the 

solution by calling it “unnecessarily complex” when compared to graph analysis 

approach. The authors’ rebuttal accentuates the advantages of their solution and state 

that in their experience the proposed graph-search algorithms were not faster. This 

exchange is important as it sets the main directions of island detection research early on, 

towards matrix analysis improvement [10], [8], or towards more advanced topology 

analysis [9]. Finally, it constitutes the main incentive for us to compare both approaches. 
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Currently, the most prominent open source power analysis tools are based on 

MATLAB [11], [12]. From the Java based tools, it is worth to mention DCOPFJ [13] 

and InterPSS [14]. Yet, what all these tools lack is a distributed solving mechanism. 

The notion of spectral graph sparsification, that is relevant to this paper, was 

introduced by Spielman and Teng [17] and focuses on the spectral similarity between a 

graph and its sparsifiers. Their main result is the proof that every graph has a near-linear 

sized spectral sparsifier that can be computed in near-linear time. However, as they 

state, the powers of logarithms and the constants in their achieved upper bound are too 

large to be of practical importance, but their goal was in any case to prove that such 

sparsifiers exists and not the optimization of the process. In this paper we focus on 

exactly that practical aspect and show a solution that can successfully sparsify large 

graphs with relatively modest resources in a practically acceptable amount of time. 

Further, [17] is the second in a series of three papers [18][19] with the ultimate goal to 

develop efficient methods for solving linear systems in symmetric, weakly diagonally 

dominant matrices. In terms of spectral graph theory, that is important for finding the 

eigenvalues of Laplacian matrices. Our paper uses the graph partitioning algorithms 

presented in [18] to support the sparsification effort. The quest for the eigenvalues of a 

graph’s Laplacian [19] is beyond the scope of this paper, however, it constitutes a 

logical continuation of the herein described approach. Another implementation was done 

by Perraudin et al. [35] in order to extend an existing open-source graph signal 

processing toolbox. Being written in MATLAB, the solution is inherently non-

distributed and highly specialized, which limits its efficacy when managing large 

datasets. Thus, the approach fundamentally differs to our solution. 

Spielman and Teng [17], and Spielman and Srivastava [20] inspired further research 

in finding a distributed approach. Koutis and Xu [21] introduce a theoretical algorithm 

for spectral sparsification. Their work focuses on the use of weighted spanners. The 

computation of which is, however, complex and expensive in terms of resources. That is 

why we choose to build upon the original algorithm [17], which carries an arguably 

more intuitive set theory mindset. Unfortunately, Koutis and Xu [21] didn’t provide any 

benchmark, so it is hard to compare our solution to their approach. Similarly, Sun and 

Zanetti [22] approach the sparsification problem from a clustering perspective avoiding 

spectral methods. Their experiments focus on the functionality of their algorithm. The 

datasets they use are magnitudes smaller than ours, so a direct comparison is hard to 

make. However, they argue that spectral sparsification methods are complex and thus 

unsuitable for the distributed setting, which we disprove in this paper. 

Šutić and Varga [23] expanded the Apache Spark GraphX library [1][25] with the 

notion of distributed spectral graphs and basic spectral analysis operations. Some of 

them, e.g. the Laplacian matrix calculation, are used in this paper, but otherwise are the 

contributions of this work a logical extension of the existing framework. 

Spectral graph sparsification has important applications. By reducing the number of 

edges in graphs, while preserving the properties, methods that were previously too 

expensive to use, become tractable and applicable. A particularly illustrative example is 

the problem setting of the work by Zhao et al. [26]. Namely, they propose a new method 

based on spectral graph sparsification for the modelling and simulation of large power 

delivery networks. They look back at various methods for achieving that and conclude 

that none can rise to the challenges of the complexity of contemporary power grids 

while simultaneously keeping the required accuracy. The proposed solution itself uses 
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spectral sparsification to reduce the grid graphs, however, it is deemed too 

computationally expensive for large graphs, so the authors resort to grid partitioning to 

keep the resulting graphs manageable for sparsification. Our goal is to provide feasible 

and scalable sparsification of large graphs. 

3. Power flow solution 

3.1. Problem statement 

The subject of the power flow problem is balancing the required load and associated 

losses with the production capacities of generators in a power grid. The knowledge of 

one complex characteristic in all nodes of the system, in this case voltage, can be used to 

reconstruct the complete regime of the system. In other words, the voltage magnitudes 

and phase angles of each bus constitute the stationary state of the system. 

The state of a system of N nodes is defined by N complex equations. The Newton-

Raphson method is a well-known approach for solving systems of non-linear equations. 

Its modus operandi is to approximate a non-linear problem, like a system of N complex 

power-flow equations, into a linear matrix equation and solve it iteratively.  

For massive grids, the corresponding system of linear equations is large. Solving such 

system is non-trivial, as just computing the inverse of the matrix is challenging, and it 

has to be done iteratively, which further increases the challenge. 

3.2. Solution Approach 

The algorithm implemented in our solution is presented in Fig. 1. The general idea is to 

perform fast localized tasks (e.g. initializing the input parameters of the matrix equation 

and checking the solution) on the driver machine, while distributing compute intensive 

operations to the worker nodes (e.g. solving the matrix equation). 
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Fig. 1 An overview of the architecture. It shows what parts of the power flow analysis are 

performed on the driver node and which are distributed across a collection of worker nodes 

The input parameter is a GridModel [33], loaded from structured text files that define 

all known values in a grid. First, it needs to be initialized, i.e. the starting assumptions 

set and the admittance matrix generated. 

Attempts to arrive at a satisfying solution are iteratively made until either the solution 

is accepted or the maximum number of iterations is reached. 

Using Apache Spark, we devised an algorithm that solves the general type of matrix 

equations ( b Ax ) in a distributed manner. This addresses the hard problem in the 

power flow calculation [34]: efficiently and repeatedly solving a matrix equation. As a 

high-level overview of this algorithm, the input parameters are prepared on the driver 

node and then distributed as Resilient Distributed Datasets (RDDs) [3] across the 

allocated worker nodes for solving. The result of the operation is passed back to the 

driver for checking and the setup of the next iteration. 

The initial step is parallelizing the input matrix into an RDD. RDDs are special 

abstractions of collections of objects that represent the basic operating object of all 

Apache Spark jobs. They are partitioned and distributed across available worker nodes 

and are fault-tolerant in terms of failure of a job or worker machine. Every RDD has 

exactly one underlying type which is defined by the collection used for RDD creation.  

Spark’s MLLib library extends the RDD paradigm by introducing distributed 

abstractions atop of it. Particularly interesting here are distributed matrix types. For 

instance, the RowMatrix represents a row-oriented matrix with no meaningful indices, 

while the IndexedRowMatrix introduces indexed rows. The BlockMatrix views a matrix 

as a distributed collection of smaller submatrices and a CoordinateMatrix is particularly 

suitable for sparse matrices, as it is organized as a distributed collection of tuples that 

define the value of the entry and its coordinates, i.e. the row and column, in the matrix. 

All of them provide different operations, depending on their logical organization, but 

converting from one to another must be done carefully, since that may result in 
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reshuffling of data, arguably the most expensive operation in the Spark environment 

from a performance perspective. 

 
Algorithm 1: Distributed solving of matrix equation b = A∙x 

1. procedure Solve (Matrix A, Vector x, Vector b) 

2.  rowsRDD ← convert A into RDD of IndexedRows 

3.  indexedRowMatrix ← convert rowsRDD into IndexedRowMatrix 

4.   

5. 
 sdd ← compute the Singular Value Decomposition of 

indexedRowMatrix 

6.  U ← get the U value from sdd, as IndexedRowMatrix 

7.  S ← get the S value from sdd, as Vector 

8.  V ← get the V value from sdd, as Matrix 

9.   

10.  Utrans ←  transpose the value U, as IndexedRowMatrix 

11. 
 UtransB ← Utrans multiplied with Vector b, as 

IndexedRowMatrix 

12. 
 UtransBSinv ← UtransB multiplied with inversed Vector S, as 

RDD of Tuples 

13.   

14.  UtransBSinvVector ← UtransBSinv collected to local Vector 

15.   

16.  x ← UtransBSinvVector multiplied with V 

Fig. 2. Algorithm for distributed solving of matrix equations 

The IndexedRowMatrix is particularly interesting for the problem at hand, because it 

offers two methods of matrix factorization: the QR decomposition and the Singular 

Value decomposition (SVD). And it offers the additional benefit of indexed rows over 

the RowMatrix. The only drawback is that, per Spark source code, many operations 

perform a to-RowMatrix cast first and then issue the operation on the RowMatrix type 

with optional re-indexing afterwards, which carries a certain performance penalty. The 

Spark documentation suggests that casting from one distributed type to another may be 

expensive, however our experience shows that in some scenarios, a cast outperforms an 

alternative, more complex implementation. This is typically the case when a data shuffle 

is inevitable, be it performed by a cast or required by a custom implementation. 

The choice of a matrix factorization is important for finding the inverse of A  to 

solve the matrix equation 
1x A b  . (1) 

Our choice is in favor of SVD [28]. It produces orthogonal matrices, so their 

conjugate transpose is at the same time the inverse. Therefore, by performing a SVD, 

obtaining the inverse of the matrix becomes easier. 

Once the matrix equation is solved (Fig. 2), a convergence check is performed.  

In the case that the current iteration converged, the input GridModel contains the 

recent changes in terms of bus parameters, i.e. the solved state of the system. The 

GridModel instance can be used for analysis of the system state or for further 

simulations. 

Finally, in the case when the Newton-Raphson method fails to arrive at an acceptable 

solution after a given number of iterations, the calculation fails. The predefined 

maximum number of iteration is also empirically determined. For flat start calculations, 
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we found that the maximum number of iterations needed is 6 (see experimental results), 

so 10 iterations present a reasonable maximum iteration threshold. 

4. Island detection 

4.1. Problem statement 

The purpose of contingency analysis is assessing the impact of potential outages on the 

smart grid. This makes it an important simulation tool. 

A contingency analysis is performed in two steps, as shown in Fig. 3. First, the 

connectedness of the network is determined. Second, if any islands were found, their 

state is assessed by running power flow analyses on each island and checking for 

irregularities. 

The connectedness analysis determines whether all nodes in a network are connected 

to every other node, at least indirectly. This problem can be reduced to the connected 

components problem, which is a common challenge in graph theory. 

Another method is the full matrix analysis [29], which may be considered the “classic 

approach”. The idea is to generate a Boolean connectedness matrix whose element with 

the indices i and j is set to one, if nodes i and j are connected, and zero otherwise. The 

matrix is symmetrical. The elements on the main diagonal are always set to one. 

 
Algorithm 2: Contingency analysis 

1. 
procedure PerformContingencyAnalysis (GridModel gridModel, 

Branch from, Branch to) 

2.  baseGridModel ← PowerFlowCalculation(gridModel) 

3.  gridModelWithOutage ← CreateOutage(gridModel, from, to) 

4.   

5. 
 islandGridModels ← 

PerformConnectednessAnalysis(gridModelWithOutage) 

6.   

7.  foreach island in islandGridModels do 

8.   PowerFlowCalculation(island) 

9.   Identify irregularities in grid parameters 

Fig. 3. Contingency analysis algorithm 

Binary multiplying the connectedness matrix with itself yields a connectedness matrix 

of the second level. If an element with the indices i and j was zero in the first level 

matrix, but changed to one in the second level matrix, that means that the nodes i and j 

are indirectly connected with one other node in-between. Further binary multiplication 

with the resulting matrix yields connectedness matrices of higher levels, each identifying 

deeper connections between disconnected nodes. Consequently, in a system of N nodes, 

the algorithm stops after (N-2) iterations. If the initial matrix, raised to the (N-2) power 

through binary multiplication, still contains elements equal to zero, these nodes have a 

distance larger than N elements between each other. Therefore, that set of zero-valued 

elements indicates components that are not connected to the main body of the network. 
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A fully connected network would result in a matrix where all the elements are equal to 

one. 

One stopping criterium is checking whether the (N-2)-th power of the initial 

connectedness matrix contains any zero-valued elements. However, it can be relaxed. 

The network is fully connected, if any binary multiplication arrives at an all-ones matrix. 

The algorithm can then be halted, since further multiplications will not change the 

outcome. The more general halting condition is therefore that two subsequent 

multiplications did not change the resulting matrix. That means there can be no more 

connections, since no new links between any nodes were discovered. 

In the final matrix, islands are identified by analyzing its rows or columns for linear 

dependence. Each linearly independent row or column represents an island. The nodes 

constituting it are defined by the indices of all the elements equal to one within that row 

or column. 

4.2. Solution Approach 

It is our goal to distribute the compute intensive work as much as possible. For that 

purpose, we implemented two approaches. The first uses the Apache Spark GraphX [25] 

library to analyze the network with graph analysis and the second uses binary matrix 

multiplication to isolate the potential islands. A high-level overview of the solution is 

shown in Fig. 4. 

As above, the input is the GridModel. 

We need to determine a base state of the system before simulating any outages, by 

performing a power flow calculation with the unchanged GridModel. The base state 

serves to assess the deviations introduced by outages once the procedure completes. 

Performing a connectedness analysis, whose output is a list of potential islands, is 

where the two mentioned implementations differ. Both approaches share the same 

interface. 

We shall first discuss the graph approach, as it is more straightforward and then move 

on to the matrix binary multiplication algorithm. 
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Fig. 4. An overview of the architecture. It shows what parts of the contingency analysis are 

performed on the driver node and which are distributed across a collection of worker nodes 

Representing a smart grid network with a graph comes naturally. A vertex collection 

is created from all buses in the bus model. Edges are similarly created from the branch 

model. The GraphX graph object is created using those two RDD collections. The graph 

object supports a connectedComponents operation, which returns another graph object. 

Practically, transforming the vertex RDD into a list of islands and returning this list to 

the driver, solves the problem. 

The matrix binary multiplication approach is still the de facto standard method, albeit 

with significant improvements developed over the years, for many industrial analysis 

systems. Further, distributed matrix operations, including multiplication, are the domain 

of Spark’s MLlib [30]. So, the reasons of legacy consideration and challenge to 

implement a distributed binary matrix multiplication in Spark prompted us to develop 

the second island detection approach. 

Our distributed binary matrix multiplication operates in three phases: 

1. Generate the initial connectivity matrix based on the state of the system 

2. Find the stable island matrix 

3. Identify the islands from the island matrix 

The connectivity matrix is generated from the branch model. For its generation it is 

convenient to use a CoordinateMatrix type, because the underlying MatrixEntry, which 

consists of the two coordinates and the value, best fulfills the need to set a number of 

elements individually. Further, as the connectivity matrix represents the physical 

connections between the nodes in the network, it is very sparse, especially for large 

systems, so relatively few MatrixEntries are required. Yet, because the BlockMatrix is 

the only matrix type that supports multiplication with another distributed matrix, which 

is the focus of this algorithm, the generated CoordinateMatrix is cast to a BlockMatrix at 

the end of this phase. This cast does not induce any significant performance penalty, as 

opposed to directly creating a BlockMatrix, because of the sparsity of the matrix and the 

overhead the block-based approach would require during the initialization. 

The next phase determines the island matrix. Taking the BlockMatrix from the 

previous phase, it is repeatedly multiplied with itself. The maximum number of 

multiplications depends on the number of buses in the system and is equal to 
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 2log 2busesn  
. The goal is to raise the connectivity matrix to the  2busesn   power 

and this is a much more efficient way. After each multiplication, all values greater than 

zero are set to one. The procedure halts when the maximum number of iterations is 

reached or when the matrix is completely filled with ones. A real-world, connected 

network usually yields the all-one matrix after few iterations.  

The final phase evaluates the island matrix for occurring islands. To keep the result 

consistent with the graph approach, a connected network results in a single list of all 

nodes, with the consideration that that network contains the designated number of 

outages. 

Regardless of chosen approach, the obtained list of islands is evaluated. From each 

list a new GridModel is created that matches the subnetwork of the island. 

5. Spectral graph sparsification 

5.1. Problem statement 

The most interesting fact about spectral sparsification is that it is possible to sparsify 

every graph in this way. In a narrower sense, spectral sparsification implies that a graph 

 can be approximated by a sparse subgraph that retains the same Laplacian 

quadratic form as the original graph [31]. The Laplacian quadratic form is given by 

,                     (14) 

where  is a real vector of  elements, and  is the Laplacian matrix of  [12][17]. 

Strictly speaking, Spielman and Teng [17] consider  to be a -sparsification of  if the 

following relation holds for all : 

.  (15) 

Basically, finding  for a given graph  is the aim of our solution and its core method 

sparsify. 

5.2. Solution Approach 

Overview 

Here we are extending the existing open source spectral graph library [23][16], that 

builds upon the theoretical algorithms and examples of Spielman et al [17]-[20][31]. It 

already has some basic methods, some of which are used for the subsequent 

implementation. 
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We extend the public API with the following methods: volume, conductance, sum, 

and sparsify. The starting point for the considerations is always graph , the GraphX 

graph object the class is initialized with and which serves as the primary input. When we 

discuss edges, vertices, subgraphs, etc., it is done with regard to  unless otherwise 

noted. Further, the cornerstone of the approach is viewing the problem from the set 

perspective. By focusing on that aspect, the set of vertices, edges, weights, i.e. the usual 

ways to define a graph, become natural subjects of GraphX and the underlying Spark 

RDD [1] paradigm. Thus, it is easy to scale a large graph to a distributed environment 

and making computationally expensive operations feasible on a large dataset. 

Volume 

Volume calculates the volume of a subset of vertices. It is a sum of the degrees of each 

vertex in the set. The degree of a vertex is equal to the number of its incident edges. 

Here, we distinguish two cases. The volume is constant, if the subset is in fact the whole 

set of vertices of , and is equal to twice the number of edges in .  In the case of a true 

subset, we first calculate the degrees of all vertices and create a set of tuples that 

matches each vertex’ unique ID with its degree. The resulting set is joined with the 

subset of vertices by vertex ID, leaving only the vertices that were part of the subset 

mapped together with their respective degrees. This set is reduced to a sum of the 

degrees within producing the required volume value. 

Conductance 

The conductance of a graph, also called Cheeger’s constant, is formally related to the 

convergence of a random walk on the graph to a uniform distribution. The name derives 

from the similarity to the significance of random walks in electrical networks. Here, 

conductance is used primarily for graph partitioning in the sense of evaluating the 

quality of a local cluster. A cluster is considered of high quality, if it is extensively 

interconnected within itself, but rather sparsely with the rest of the graph. In other 

words, conductance is the ratio of the number of edges connecting the cluster with the 

rest of the graph and the number of edges within [18]. 

In this solution, the conductance is calculated with regard to a given vertex set, i.e. a 

cluster, that is part of a given subgraph, which in the general case can also be the whole 

graph . First, we calculate the number of edges crossing out of the set, i.e. we identify 

the edges whose one vertex is inside the set, while the other reaches outside. Next, the 

volumes of both the given set of vertices and the volume of the remaining set of vertices 

in the whole graph  are calculated. At this point it is important to emphasize, that when 

measuring and volumes of vertices in the vertex-induced subgraphs, we will continue to 

measure the volume according to the degrees of vertices in the original graph .  As 

mentioned above, the resulting conductance is the ratio of the obtained inter-cluster edge 

count and the smaller of the two volumes. 
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Sum 

The concept of adding two or more graphs together might seem counterintuitive. 

However, as we will see later on, an important step in graph sparsification is the so-

called partitioning into certain subgraphs, whose sum results in a single sparsified graph. 

In the spectral sense, a sum of two graphs produces a graph whose Laplacian matrix 

is equal to the sum of their Laplacian matrices. In practical terms, this means that every 

edge in the resulting graph is equal to the sum of the corresponding edges in the two 

constituent graphs. In the case that the vertex sets of the corresponding graphs are 

disjoint, the sum is a simple union of graphs. 

The resulting graph is defined by its vertex and edge sets. Obtaining the vertex set is 

trivial, it is only a simple union of the vertex sets of the two addend graphs. In the case 

that an edge is part of both addends, the corresponding edge in the resulting graph will 

have a weight equal to the sum of their weights. If an edge is only present in one of the 

addends, the same principle applies, while the non-existing edge will be treated to have 

weight zero. One problem that arises is the uniform designation of edges. In the general 

case, an edge is defined by its source vertex, destination vertex, and weight. Given that 

we consider here undirected graphs, there is no distinction between edges that have their 

(same) vertices swapped, i.e. for summation purposes, such edges are considered the 

same and should be added accordingly. However, there is no guarantee nor binding rule 

that the edges in the addends are not swapped. To alleviate this case, we manipulate 

both edge sets by assuring an ascending order of vertex IDs in the tuple that defines the 

edge, i.e. . This provides a kind of unique key so that the 

corresponding edges, that generally can have different weights, can be joined together 

by the vertices they connect, which results in set that uniquely maps the incident vertices 

to the weights that the corresponding edge has in both addend edge sets. A full outer 

join guarantees that even when an edge is not present in the other graph, it will still be 

present in the joined set with a special designation (concretely, the type None) depicting 

the “missing” weight. The resulting edge set is obtained by conditionally summing up 

the weights and keeping the vertex IDs. Thus completing the other requirement for the 

sum of two graphs. 

Sparsify 

Sparsify is a complex method at the core of the sparsification process. Broadly speaking, 

it consists of two major steps, that are distinctive, yet conjoined through common weight 

adjustments. First, we partition the graph and sample the resulting subgraphs’ edge sets. 

Then, the resulting graphs are contracted together into a single sparsified graph. 

In order to support graphs with arbitrary weights, sparsify is limited to graphs that 

have fractal weights that are greater than zero and at most equal to one. This restriction 

can be easily overcome by simply scaling all weights down before sparsifying and 

scaling them up afterwards. This is another task that is rather trivially fulfilled using 

Spark RDD operations, even for very large graphs. However, the problem here is not the 

possibility and cost of scaling, but the fact that the weights can be truly arbitrary, i.e. a 

large number of digits after the decimal point, and increase the complexity of the 

calculation and can lead to the inability to construct a sparsified graph. Therefore, the 
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weights are scaled down to a certain number of bits after the decimal point before 

proceeding. Depending on this number of bits, the same number of subgraphs is created 

based on the binary representation of the individual adjusted edge weights. Each of 

those subgraphs is then subjected to the following operations. 

Before proceeding to the partitioning and sampling of the graph, there is an issue 

worth mentioning. There is a reported, and as of yet not completely resolved, issue [32] 

that under certain circumstances the execution of connectedComponents gets stuck in an 

endless loop. We did occasionally observe such behavior when working with massive 

graphs. Given that the issue seems also related to the workload of the environment and 

other factors, the simplest workaround is to restart the calculation. 

When partitioning, the goal is to isolate a portion of the graph with a specified target 

conductance [18].  If the obtained partition is large, i.e. has a large conductance, both 

the partition and its remaining complement are recursively cut further, until the target 

conductance is reached. If a partition fulfills the target, further cutting is applied to its 

complement, until it too reaches the target. The result of the partitioning is a collection 

of subgraphs, that are induced by the obtained sufficiently small cuts. Each of the 

subgraphs is sampled, which is a random procedure, where the subgraph’s vertex set 

remains unchanged while the edges are scaled and reduced based on a probability 

distribution. Formally [18], this step creates a ( )-approximation of the subgraph, 

where the  is a rational parameter. This subgraph collection is, once the processing is 

completed, summed up back into a single graph. Such resulting graphs can already be 

considered sparsified to a degree. 

At this moment, the initial graph has been decomposed into edge induced subgraphs, 

following the realignment of the edges’ weights. Each of these subgraphs is individually 

partitioned and sampled into a sparsified version of itself, as we saw above. We further 

sparsify the current subgraph’s edges by identifying those that contribute the least to the 

overall conductance of the subgraph. All that remains is to sum those modified 

subgraphs into a single sparsified graph that is returned as the result of the operation. 

At a high level, the algorithm repeatedly breaks the graph into ever smaller, yet 

mostly overlapping, subgraphs and attempts to reduce the number of edges at each step. 

We observe another similar pattern at each of the sparsification steps. Each of the 

currently relevant subgraphs is broken up into a collection of subgraphs, their edges 

processed in some way, and reduced to a single graph by adding them up together (the 

operation Sum from above). Nothing is lost due to those repeated breakdowns, even as 

the subgraphs are usually overlapping, because the addition of graphs preserves the 

vertices and only manipulates the weights of edges that exist in any of the subgraphs. 

The abovementioned operations Conductance and Volume are used as limits while 

partitioning graphs. 
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6. Experimental results 

6.1. Environment 

For the evaluation computing infrastructure, we’ve chosen Amazon cloud computing 

platform, Amazon Web Services (AWS). Testing was conducted on configurations of 

Amazon Elastic Compute Cloud (EC2) instances. The performance results are limited to 

computing optimized (c types) and general-purpose GPU compute instances (p types), 

where applicable (see Table 1). Both are suitable for computation centered parallel 

tasks, which conceptually fits the needs of this paper. However, although significantly 

more powerful, the GPU-based instances proved to offer little performance gain, as seen 

below. The reason is that at the moment of testing, Spark didn’t support the utilization of 

CUDA cores. The execution practically ignored the available GPU cores and focused 

solely on the CPU cores. 

The experiments are executed using the Amazon Elastic MapReduce (EMR) 

framework. It offers an abstraction over the “vanilla” EC2 instances, which allows Spark 

and any related services (e.g. Ganglia, S3 support, etc.) to be automatically deployed 

and accessed when starting up a cluster.  

Our experiments typically include two configurations for each instance type, in order 

to gauge the scaling-out of the solution. One that has five workers and one of ten, while 

both have one driver machine. 

Table 1. EC2 instances used in the experiments and their technical specification 

Instance type CPU cores GPU cores GPU RAM RAM 

c3.4xlarge 16 n/a n/a 30 Gb 

c3.8xlarge 32 n/a n/a 60 Gb 

p2.8xlarge 32 8 96 Gb 488 Gb 

p2.16xlarge 64 16 192 Gb 732 Gb 

6.2. Test cases 

For evaluating the smart grid analysis part of the solution, we used a collection of test 

cases which encompass experimental and special case networks, as well as real-world 

installations. A useful source of preselected grid examples is also the case repository 

that comes with MatPower [11]. We have conducted experiments on an array of 21 

cases, with bus size ranging from 4 to 9241.  

These networks proved unsuitable for proper graph sparsification demonstration, 

because they are not large enough. We chose two real world graph datasets for 

experimental evaluation. The data is publicly available [24] and represents weighted 

graphs. The first dataset is called “bio-mouse-gene” and represents a mouse gene 

regulatory network derived from analyzing gene expression profiles. It consists of 45101 

vertices and 14506196 edges. The other dataset is called “bio-human-gene2” and 

similarly represents a gene regulatory network, but this time for humans. It consists of 
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14340 vertices and 9041364 edges. These graphs were chosen, because they have both 

semantic significance, i.e. are not artificially generated, and similarity, i.e. they represent 

genetic networks. Further, these are graphs that have a relatively high edge count, 

different densities, weight distributions, and topographical layouts. 

It is important to point out that gene networks hold no special significance for the 

solution’s approach or performance. For example, power networks and smart grids are 

also excellent inputs, especially due to the importance of weights (which are usually line 

admittances) in such graphs. However, such networks that are publicly available, tend to 

be rather small for demonstration purposes. We want to emphasize here the ability of 

our solution to operate in line with performance expectations of Spark, which excels in 

large datasets. 

6.3. Results and discussions  

Here, we show the experimental results achieved in various environments and 

parameters. The graphical representations follow a pattern in order to facilitate 

understanding: The vertical axis shows the subject being measured (e.g. execution time 

or reduced edge count), the horizontal axis shows the parameters used in each 

experiment, while the table that follows shows the exact values as opposed to graph 

lines. The first column there indicates the configuration on which the value was obtained 

(e.g. the number of worker nodes and the EC2 instance types). 

Power flow solution 

The execution results of a series of experiments under which the power flow calculation 

was tested, is shown in Fig. 5. The running times are scaled to the duration of one 

iteration of the Newton-Raphson method, as it takes a variable number of iterations to 

complete different cases (Table 2). We found that on average less than 2% of the total 

duration of a calculation is spent on the driver node preparing the current iteration (e.g. 

generating the Jacobian and S matrices) and evaluating the obtained results (checking 

the validity of the solution). 
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Fig. 5. The performance results of the power flow analysis, scaled to per-iteration values 

Table 2. Number of iterations per power flow calculation 

Buses 30 300 1354 2383 3374 

Iterations 3 5 5 6 6 

 

Measured times indicate a relative equality between distributed and local executions 

for lower bus-counts. We even observe that the local performance is better than the 

distributed equivalent. This is expected behavior, since the datasets are small enough 

that the overhead of partitioning them into many more partitions, sending them to the 

workers, and collecting them back, exceeds the computing effort itself. Further, it also 

shows that reasonably small cases are practically computable on single machines, which 

is why commercial power analytics software systems tend to break the network into 

smaller chunks before performing a power-flow calculation. However, the differences 

rapidly escalate with the growth of the network. For the grid of 3374 buses it became 

unfeasible to chart the result of the local execution, as it was in the domain of several 

hours. This is where the advantages of a distributed implementation truly outperform the 

local equivalent. Unfortunately, Spark’s ability to perform a SVD is limited to matrices 

of at most 17515 columns. In the source code of the RowMatrix class, this is explained 

with the rationale that the matrix dimension “exceeds the breeze svd capability”, so it is 

the issue of the Breeze [27] package, a numerical processing library for Scala that Spark 

uses. Thus, we were unable to perform power-flow analyses for the 9241-bus and larger 

grids. This also explains the slight performance degradation when scaling out and 

upgrading the c3 instances. Namely, the idea is to fully utilize the available computation 

power as much as possible. The 3374-bus test case had an average CPU utilization of 

80% percent, when performed on a cluster of five workers, while the same case used no 

more than 30% percent on a cluster of ten instances. Once the SVD size limitation is 
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alleviated, the full performance impact can be gauged with larger networks, which 

would make full use of the available cluster resources. 

Experiments on GPU instances were conducted using Databricks’ Spark GPU. Due to 

the inhibition of the Spark functionality, they’ve shown similar performance as the local 

machine. The minor performance benefit is due to more advanced CPU and memory 

configuration. 

Island detection solution 

Measured times indicate a relative equality between distributed and local executions for 

lower bus-counts. We even observe that the local performance is better than the 

distributed equivalent. This is expected behavior, since the datasets are small enough 

that the overhead of partitioning them into many more partitions, sending them to the 

workers, and collecting them back, exceeds the computing effort itself. Further, it also 

shows that reasonably small cases are practically computable on single machines. 

However, the differences rapidly escalate with the growth of the network and the 

advantages of a distributed implementation truly outperform the local equivalent. 

 

Fig. 6. The performance results of the matrix based topology analysis 

The performance chart of matrix based topology analysis is shown in Fig. 6. We 

observe performance improvement when increasing the number of workers and using 

better EC2 instances. The importance of scale-out is also evident, ten c3.4xlarge 

instances outperform five c3.8xlarge workers by about 30%. While in the extreme case, 

ten c3.8xlarge instances are close to three times faster than five c3.4xlarge workers. If 

we additionally consider that smaller networks show similar performance differences 

between c3 configurations, the results of the matrix topology analysis support the claim, 

that larger networks would make full use of the available cluster resources. 



134           Davor Šutić and Ervin Varga 

 

 

Fig. 7. The performance results of the graph based topology analysis 

Experimental results of the graph based topology analysis, Fig. 7, show that it clearly 

outperforms its matrix equivalent. A significant conclusion is that for such small graphs, 

there is no real need to distribute the work. The increased computing power of a cluster 

is largely unused and overshadowed by the overhead costs. 

Spectral graph sparsification 

The sparsify method accepts two parameters,  and p. According to the sparsification 

theorem by Batson et al. [31], the parameters are bounded as follows:   

and , where  is the number of vertices. As we had no general guideline 

how to choose values in order to produce optimal results, we selected uniformly a few 

values, shown in Table 3, to show how the algorithm behaves at various parts of the 

bounded spectrum. 

Table 3 Parameters used as sparsify input 

 0.1 0.15 0.2 0.25 

p 0.1 0.2 0.3 0.4 

 

The experiment procedure included parsing the graph data into a GraphX graph 

object and sparsifying it. We analyzed two outputs: the time it took to finish the 

sparsification (excluding the preparation time) and the degree of the sparsification, i.e. 

how many edges were left afterwards. As said above, we had two setups, with five and 

ten worker nodes. On each, all listed parameter pairs were used and iterated a number of 

times in order to obtain mean values for both outputs. 
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Fig. 8. The times it took to sparsify both datasets in both environments consisting of one master 

node and five and ten worker nodes 

The execution time results are shown in Fig. 8. We observe a performance gain of 

approximately 30% when scaling up to ten workers. Given that we kept the cluster and 

Spark configuration as uniform as possible during the experiments, there is still room for 

fine tuning, which could yield better results. The observed deviation is explained by two 

dominant factors. First, the random nature of the sampling procedure, and, second, the 

distributed cloud environment, which cannot guarantee the same conditions for every 

execution. It is interesting to note that the performance gained through parameter 

modification is rather consistent across the iterations, which indicates that the choice of 

parameter values provides another tuning opportunity, independent from the random 

process. 
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Fig. 9. The degree of sparsification, i.e. the remaining edge counts after the calculation, for the 

bio-human-gene2 dataset. The results are shown for some parameter combinations and compared 

to the edge count of the dataset before sparsification 

 

Fig. 10. The degree of sparsification, i.e. the remaining edge counts after the calculation, for the 

bio-mouse-gene dataset. The results are shown for some parameter combinations and compared to 

the edge count of the dataset before sparsification 

Fig. 9 and Fig. 10 show the achieved sparsification for each dataset. The graphs 

compare the edge count of the initial dataset with the edges obtained after the sparsify 

procedure with the same parameter variations and environments as before. First of all, 

note the magnitude of sparsification. In some instances, the resulting edge set is less than 

30% of the original one. That means that we can get a graph, spectrally similar to the 

original one, with just a third of the starting edges. Again we observe a slight deviation 

in the resulting edge counts. This means that, all the things being the same, we can 

expect to get a different number of edges across multiple runs. Although that may seem 
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surprising, it is a consequence of the random process. Also, one should keep in mind, 

that the variance is negligible compared to the edges count and that the aim of the 

sparsification is to get an approximation of the initial graph. The choice of parameter 

values has a more profound impact here than on the previous time analysis. We can 

observe somewhat of a trend, different for both datasets, however, it indicates the 

existence of a minimum configuration, which would result in the most sparsification. 

7. Conclusion 

Our primary goal in this paper was to reflect on complex algorithms and adapt them to 

the requirements of the Big Data era. At the core lie mathematical problems that are 

generic enough to be applicable to broader spectrum of applications. We achieved this 

by contributing open source solutions for a few chosen problems and showing their 

performance under load. 

Our three projects demonstrate how complex and computationally demanding 

solutions are applied to large datasets in a distributed and scalable environment. The 

operations themselves are illustrative to the broad spectrum of algorithmic approaches 

that can be optimized in this manner. 

Underlying the power flow problem is the Newton-Raphson iterative method. The 

system size directly affects the number of required equations and thus the size of the 

problem. 

The island detection problem compares two approaches. Iterative binary matrix 

multiplication addresses another common complex algebraic operation. The 

connectedness analysis is also an important tool in graph manipulations. 

Spectral graph analysis is a relatively specific concept that demonstrated useful 

applications. It is still a complex and demanding procedure, however, we showed it 

could be effectively parallelized and thus made applicable to even the most complex of 

graphs. 

The experimental results indicate that the solutions perform well on large datasets and 

that they easily scale. 

There is room for performance improvement as well as expanding the existing toolkit 

with more solutions. Further research can also be directed towards combining the 

presented solutions to other derivative applications. 
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Abstract. This paper addresses the feature selection problem in learning to rank 

(LTR). We propose a graph-based feature selection method, named FS-SCPR, 

which comprises four steps: (i) use ranking information to assess the similarity 

between features and construct an undirected feature similarity graph; (ii) apply 

spectral clustering to cluster features using eigenvectors of matrices extracted 

from the graph; (iii) utilize biased PageRank to assign a relevance score with 

respect to the ranking problem to each feature by incorporating each feature’s 

ranking performance as preference to bias the PageRank computation; and (iv) 

apply optimization to select the feature from each cluster with both the highest 

relevance score and most information of the features in the cluster. We also 

develop a new LTR for information retrieval (IR) approach that first exploits FS-

SCPR as a preprocessor to determine discriminative and useful features and then 

employs Ranking SVM to derive a ranking model with the selected features. An 

evaluation, conducted using the LETOR benchmark datasets, demonstrated the 

competitive performance of our approach compared to representative feature 

selection methods and state-of-the-art LTR methods. 

Keywords: Feature selection, Feature similarity graph, Spectral clustering, Biased 

PageRank, Learning to rank, Information retrieval. 
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1. Introduction 

Ranking, a crucial task in information retrieval (IR), involves creating an ordered list of 

documents in which the relative order of documents represents their degree of relevance 

to the given query or their importance. In the last decade, learning to rank (LTR), which 

leverages machine learning to build effective ranking models, has received much 

attention. LTR automatically learns from the training data for tuning model parameters 

or by combining some features (or ranking models in context) into one more effective 

model [40]. Existing literature has proposed a variety of approaches, such as McRank 

[38], PRank [14], Ranking SVM [27][30], RankBoost [21], RankNet [8], FRank [62], 

AdaRank [67], SVM-MAP [72], and ListNet [9] (see Section 2.1). 

As LTR algorithms incorporate more and more features, feature selection for ranking 

is needed because high-dimensional features tend to include irrelevant and redundant 

features, which can deteriorate the models’ performance and make the models difficult 

to understand. High-dimensional features also lead to high computational costs in 

training and prediction. However, feature selection, which constructs and selects useful 

subsets of features for building a good predictor [25], reduces data dimensionality and 

eliminates redundant and irrelevant features. Thus, much work has been done in recent 

years to develop feature selection methods dedicated to LTR since the pioneering work 

of [22]. See Section 2.2 for an overview of feature selection methods for LTR. 

We propose a graph-based feature selection method for LTR, referred to as FS-SCPR 

(Feature Selection Using Spectral Clustering and Biased PageRank) (see Fig. 3). We 

then develop a new LTR for IR approach that exploits FS-SCPR as a preprocessor to 

determine discriminative and useful features. This approach employs Ranking SVM 

[27][30] to derive a ranking model with the selected features (see Fig. 2). FS-SCPR 

selects a subset of features that have minimum redundancy with each other and have 

maximum relevance to the ranking problem. To minimize redundancy, FS-SCPR drops 

redundant features that are grouped in the same cluster. To maximize relevance, FS-

SCPR greedily collects a representative feature with high relevance to the ranking 

problem from each cluster. 

FS-SCPR comprises four steps. First, it uses ranking information to assess the 

similarity between two features and construct an undirected feature similarity graph. 

Second, it applies spectral clustering [44] to cluster features based on eigenvectors of 

matrices derived from the feature similarity graph. Then, it utilizes biased PageRank 

[26] to create a relevance score with respect to the ranking problem for each feature by 

analyzing the link structure of the feature similarity graph while incorporating each 

feature’s ranking performance as preference to bias the PageRank computation. Finally, 

it applies optimization to select the feature from each cluster with both the highest 

relevance score and most information of the features in the cluster. 

The main contributions of this paper are twofold: 

1. We propose FS-SCPR, a graph-based feature selection method for LTR, to 

model feature relationships as a graph and leverage the graph model to select features 

using spectral clustering for redundancy minimization and biased PageRank for 

relevance analysis. In addition, we develop a new LTR for IR approach that integrates 

FS-SCPR and Ranking SVM. 

2. We perform extensive experiments to evaluate the performance and 

effectiveness of the proposed approach using the LETOR benchmark datasets. The 

experimental results suggest that FS-SCPR helps improve the ranking performance. We 
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show the performance gains of the proposed approach compared to other feature 

selection methods and state-of-the-art LTR methods. 

The remainder of this paper is structured as follows. Section 2 briefly reviews the 

related work. Section 3 elaborates the technical details of our LTR for IR approach, 

which incorporates FS-SCPR. Section 4 presents and discusses the experimental results. 

Finally, Section 5 concludes and points out possible directions for further work. 

2. Related Work 

2.1. LTR Methods 

An LTR task consists of training and testing processes (see Fig. 1). Suppose that F = 

{f1, ..., f|F|} is the feature set, Q = {q1, ..., q|Q|} is the query set, and D = {d1, ..., d|D|} is 

the document set. In the training process, the learning algorithm takes training data as 

inputs. In IR, the training data {(qi, dj), yi,j} comprise query-document pairs, each pair 

(qi, dj)  Q  D is associated with a relevance label yi,j that indicates the relationship 

between qi and dj. Each query-document pair is modeled by a vector in an |F|-

dimensional feature space, and each component of the vector denotes the degree of 

relevance of document dj to query qi respecting feature fk. The training process aims to 

learn a ranking model (or function) f from the training data and f(qi, dj) is assumed to 

assign the “true” relevance judgment for qi and dj. In the testing process, the model f is 

utilized to decide the relevance between a new query q and each document di in D. 

Then, sorting documents based on the relevance judgments constructs the document 

ranking list for query q. 

 

Fig. 1. Framework of LTR for IR [69] 

Existing literature has explored three categories of LTR methods [40]: pointwise 

approaches, pairwise approaches, and listwise approaches.‡ In pointwise approaches, the 

relevance label associated with each instance (qi, dj) is either a class of relevance or a 

                                                           
‡ See [40] which provides a comprehensive survey of the literature. 
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relevance score (ordinal or numerical). The goal is to find a model that assigns each 

instance a class or a relevance score as close as possible to the instance’s true class or 

relevance score. There are three main streams: classification-based methods (e.g., [43] 

and McRank [38]) and ordinal regression-based methods (e.g., [55] and PRank [14]) for 

dealing with classes of relevance; and regression-based methods (e.g., 13) for tackling a 

relevance score. The pairwise approach is based on learning pairwise preferences. This 

approach views a pair of instances, (qi, dj) and (qi, dk), as a new single instance and 

learns a binary classifier that can predict the preference between dj and dk for qi. 

Example algorithms include Ranking SVM (or RankSVM for short) [27][30], 

RankBoost [21], RankNet [8], LambdaRank [7], and FRank [62]. The listwise approach 

takes the document ranking lists as instances and builds a model that can directly 

produce the ordered list (or permutation) of the documents according to a score assigned 

to every document. Most methods of this type focus on the direct optimization of 

ranking performance (e.g., AdaRank [67], SVM-MAP [72], SoftRank [61], and 

PermuRank [68]) or on permutations count (e.g., ListNet [9], ListMLE [66], 

RankCosine [52], and BoltzRank [63]). 

2.2. Feature Selection Methods for LTR 

Three general categories of feature selection methods for LTR are filter, wrapper, and 

embedded approaches. A filter approach performs feature ranking based on a relevance 

criterion. As a preprocessing step, it selects subsets of features independently of the 

chosen LTR algorithm. Feature selection for ranking was pioneered in [22], which 

addressed a multi-objective optimization problem in greedily finding a feature subset 

with minimum total similarity scores and maximum total importance scores. Two 

method variants, GAS-E and GAS-L, were proposed that utilize performance measures 

and loss functions in ranking, respectively, to assess feature importance. A hierarchical 

feature selection strategy was developed in [28] by which clusters of features are 

constructed and the best performing feature is selected from each cluster. RankFilter 

[71] extends Relief [32] to compute feature weights from multi-level relevance 

judgments. In [24], the authors selected the subset of features according to their 

expected divergence over relevance classes and their importance derived from 

evaluation scores. The work in [42] exploited greedy result diversification techniques, 

including maximal marginal relevance (MMR), max-sum dispersion (MSD), and 

modern portfolio theory (MPT). In [56], the subset of features was selected via 

minimum redundancy maximum relevance (mRMR) based on their importance and 

similarity. [23] devised several algorithms, including NGAS that greedily selects the 

subset of features by minimizing similarity and maximizing relevance, XGAS (an 

extension of NGAS) that considers more features at each selection iteration, and HCAS 

that selects the feature with the largest relevance score from each feature cluster, built 

through hierarchical clustering. In [49], an architecture-agnostic neural feature selection 

approach was proposed based on a neural LTR model. The approach consists of neural 

model training, feature group mining based on saliency map, and feature selection based 

on hierarchical clustering. 

With an LTR algorithm as a “black box,” a wrapper approach scores subsets of 

features according to their ranking performance. In [28], the authors proposed a 
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hierarchical feature selection strategy that builds feature clusters with a linear ranking 

model trained per cluster to select the feature of the highest model weight. Methods 

using boosted regression trees were explored in [47], including two greedy approaches 

(selecting the features with the highest relative importance as computed by boosted trees 

and discounting importance by feature similarity) and a randomized approach with 

feature-importance-based backward elimination. RankWrapper [71] extends Relief [32] 

to compute the feature weights from relative orderings. The best first search was used in 

[15] to greedily partition features into subsets and coordinate ascent was then used to 

combine features in each subset into one single feature. Greedy RankRLS [45] selects 

the feature subset of the maximal ranking performance for RankRLS [46] based on 

greedy forward selection and leave-query-out cross-validation. In [39], language 

modeling smoothing approaches with different parameters were proposed for selecting 

the ranking features. [16] considered a multi-objective Pareto-efficient method that 

optimizes both risk-sensitive evaluation and ranking performance. MOFSRank [11] is a 

multi-objective evolutionary algorithm consisting of an instance selection strategy, a 

multi-objective feature selection algorithm, and an ensemble strategy. [17] adopted 

forward stepwise selection and chose Akaike’s information criterion [1] to decide which 

feature to be added to the selected subset. In [4], a subset of features was viewed as a 

state in the search space, and simulated annealing was utilized to find the best subset of 

features. 

In an embedded approach, the feature selection procedure is integrated into the LTR 

algorithm. SuperSelRank [33] is a general framework for sparse LTR based on a 

hierarchical Bayesian model. RSRank [59] performs 𝓁1 regularization using truncated 

gradient descent to achieve sparsity in ranking models. FenchelRank [34], a primal-dual 

algorithm for sparse LTR, minimizes the 𝓁1 regularized pairwise ranking loss while 

simultaneously conducting model selection. SparseRank [35] is a gradient descent 

algorithm for minimizing the ranking errors with the 𝓁1 regularization. FSMRank [36] is 

a one-stage method for solving a joint convex optimization problem in which the 

ranking errors are minimized and meanwhile feature selection is conducted. A general 

framework using SVM (support vector machines) with sparse regularizations to handle 

nonconvex penalties was presented in [37]. EGRank [18] uses exponentiated gradient 

updates to solve a convex optimization problem on a sparsity-promoting 𝓁1 constraint 

and a pairwise ranking loss. In [53], a deep neural LTR model was provided. The 

authors used group 𝓁1 regularization to optimize the weights of a neural network, select 

the relevant features with active neurons at the input layer, and remove inactive neurons 

from hidden layers. The work in [19] incorporated the 𝓁1 regularized sparse term into 

the cost-sensitive ListMLE model proposed in [41], and an efficient proximal gradient 

descent learning method with adaptive Lipschitz constant was applied to obtain the 

global optimal parameters of the model. 

Feature extraction is another technique for dimension reduction. In contrast to feature 

selection which selects a subset of the original features, feature extraction creates a 

small set of new features to represent the input data by merging or transforming the 

original features. LifeRank [48], for instance, views the input dataset as a matrix and 

constructs a new low-rank dataset with the projection of a transformation matrix that is 

optimized for the original dataset by minimizing the pairwise ranking loss. More 

examples of feature extraction methods for LTR can refer to [2] and [20]. 
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3. Proposed Method 

FS-SCPR identifies a subset of features that can accurately represent the data, reduce 

the complexity of the feature space, and enhance performance in ranking problems. This 

study develops a new LTR for IR approach by extending the framework of LTR for IR 

in Fig. 1 with the proposed feature selection method, FS-SCPR. See Fig. 2. 

 

Fig. 2. The proposed LTR for IR approach that incorporates FS-SCPR 

3.1. Relevance Labeling 

Relevance labeling, which is often done by human annotators, assigns each instance a 

proper relevance judgment, which plays the role of answers (or observations) that guide 

the learning algorithm to learn an effective ranking model. Possible relevance 

judgments include (1) a class; (2) an ordinal rating; (3) a ranking order; and (4) a 

relevance score [69]. For the labeling scheme, this study adopts an n-star rating. To be 

specific, each relevance label yi,j  {0, 1, …, n1}, 0 indicates not relevant, n1 means 

definitely relevant, and higher yi,j indicates higher relevance. 

3.2. Feature Extraction 

Feature extraction transforms the data into numerical values of ad hoc features. Let fvk 

be the feature extraction function for feature fk, and wi,j,k = fvk(qi, dj) denote the degree 

of relevance of document dj to query qi respecting feature fk. The value of wi,j,k is 

normalized via query-level min-max normalization as follows: 

, ,

fv ( , ) min{fv ( , )}

max{fv ( , )} min{fv ( , )}

k i j k i l

i j k

k i l k i l

q d q d
w

q d q d


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
, 

(1) 

where all dl  D, min{} and max{} respectively stand for the minimum and maximum 

values of fvk(qi, dl). 
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The extracted features in this study cover low-level content features (e.g., the 

occurrences of a query term in a document and the document length), high-level content 

features (e.g., BM25 [54] and LMIR [73]), and other features (e.g., the number of out- 

or in-links of a webpage and the PageRank centrality [6] of a webpage). See Section 

4.1. 

3.3. Proposed Feature Selection Method, FS-SCPR 

The proposed feature selection method, FS-SCPR, is a filter approach. It targets at 

selecting a subset of features that have minimum redundancy with each other and have 

maximum relevance to the ranking problem. To minimize redundancy, FS-SCPR drops 

redundant features, which are grouped into the same cluster. To maximize relevance, 

FS-SCPR greedily collects a representative feature with high relevance to the ranking 

problem from each cluster. To produce a feature subset F* (F*  F), the process flow of 

FS-SCPR (see Fig. 3) involves the steps below. 

 

Fig. 3. Process flow of FS-SCPR 

 

1. Feature similarity graph construction. Features are modeled as an undirected 

feature similarity graph. A vertex refers to a feature and an edge indicates that 

the corresponding features relate to each other. The pairwise feature similarity 

is measured relying on the correlation of two features’ ranking results. 

2. Feature clustering using spectral clustering. To find redundant features, 

similar features are grouped into clusters. This study applies spectral clustering 

[44] that groups data based on eigenvectors of matrices extracted from the 

feature similarity graph. 

3. Feature relevance analysis using biased PageRank. The PageRank [6] 

centrality is utilized to capture the relative “importance” of features by 

analyzing the link structure of the feature similarity graph. This study further 

incorporates the ranking performance of each feature as preference to bias the 
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PageRank computation, giving each feature a more accurate relevance score 

with respect to the ranking problem. 

4. Representative feature subset selection. Representative features are selected 

from each cluster to form the feature subset F*. For each cluster, this study 

selects the feature that not only has the highest relevance score but also 

contains most information of the features in the cluster. 

With the feature subset F* comprising an |F*|-dimensional space, every query-

document pair (qi, dj) is depicted as a vector in the reduced feature space. Every 

component of the vector is obtained using Eq. (1). 

Feature Similarity Graph Construction 

Given a query q, there are |F| document ranking lists {Rq,1, …, Rq,|F|}. Here, Rq,i is 

established by sorting (in descending order) the retrieved documents Dq according to 

their feature values regarding feature fi. Widely-used non-parametric measures of 

ordinal association, e.g., Spearman’s rho (ρ) [57] and Kendall’s tau (τ) [31], can assess 

the degree of correlation (or similarity) between two ranking lists. This study refers to 

the correlation between two document ranking lists as the similarity between two 

features with respect to the given query. 

This study chooses Kendall’s τ. For two document ranking lists Rq,i and Rq,j, the 

Kendall’s τ value is computed as 

, ,

, ,

|{( , ) |   and } |
( , )

|{( , )} |

q i q js t s R t s R t

q i q j

s t

d d d d d d
R R

d d
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(2) 

where ds, dt  Dq, (ds, dt) represents a document pair, 
,q is R td d  denotes that dt is 

ranked ahead of ds in Rq,i. For a set of queries, the overall similarity between features fi 

and fj is defined in Eq. (3) as the average of their Kendall’s τ values for all the queries: 
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(3) 

Given the pairwise similarities between features, this study thus represents features 

as an undirected similarity graph G = (V, E). A vertex denotes a feature, i.e., V = {f1, ..., 

f|F|}, and E  V  V. Two vertices fi and fj are connected if sim(fi, fj)  §, and the edge 

weight is given by sim(fi, fj). The graph G can be represented by an adjacency matrix W 

= [wi,j]i,j=1, …,|F|, and each element wi,j is denoted by 

,
 

( , )   if  and ( )

0                 otherwise

i j i j

i j

sim f f i j sim f , f
w

 
 

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(4) 

Note that the matrix W is symmetric since wi,j = wj,i holds. 

                                                           
§ This study empirically sets  to 0.1. 
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Feature Clustering Using Spectral Clustering 

To cluster features into k subsets, this study applies the normalized spectral clustering 

algorithm in [44]. The algorithm uses k eigenvectors of a normalized graph Laplacian 

simultaneously for spectral graph partitioning, as the eigenvectors carry clustering 

information. By the spectral graph theory [12], the normalized graph Laplacian matrix L 

is formulated as 

1/2 1/2 1/2 1/2( )L A A W A I A WA       , (5) 

where W is the aforementioned adjacency matrix, I is the unit matrix, and A = 

diag(a1, …, a|F|) is the diagonal matrix whose every diagonal element 
| |

,

F

i i jj
a w . 

Since both matrices W and A are symmetric real matrices, L is also symmetric and real. 

Additionally, L has |F| eigenvalues, 1, …, |F|, and 1 | |0 ... F    . 

In our problem, the inputs contain the feature set F accompanying the matrix W and 

the number k of clusters to build. The output is the set of clusters of features {C1, …, 

Ck}. Algorithm 1 states the steps of the normalized spectral clustering algorithm. 

 

Algorithm 1 Normalized Spectral Clustering [44] 

Input: The feature set F = {f1, …, f|F|} accompanying the matrix W and the number k of 

clusters to build. 

Output: The feature clusters {C1, …, Ck}.  fi,  j s.t. fi  Cj. 

Procedure: 

1. Compute the matrix L = I  A1/2WA1/2. 

2. Build the matrix X = [x1 x2 … xk]  
| |F k

 whose columns x1, …, xk are the k 

smallest eigenvectors of L. 

3. Build from X the matrix Y  
| |F k

 whose every element 
,

,
2

,

i j

i j

i jj

x
y

x



. 

4. Let Y’s every row be a data point in 
k

, and build k clusters via bisecting K-means. 

5. Assign feature fi to cluster Cj if Y’s row i is in cluster Cj. 

There are two points to note. First, [44] constructs the matrix I  L in Step 1, which 

only changes the eigenvalues (from i to 1  i) and not the eigenvectors. Thus, in Step 

2, [44] finds the k largest eigenvectors (referring to the k largest eigenvalues), we 

instead consider the k smallest eigenvectors (referring to the k smallest eigenvalues). 

Second, [44] uses K-means in Step 4. This study utilizes bisecting K-means [58] 

because it in practice produces better-quality clustering results (see [60]). 

The trick of spectral clustering is to embed the data in a low-dimensional space 

wherein the data’s cluster properties become prominent. The method’s success is mainly 

owing to that no assumptions are made on the form of the clusters and their statistics 

[64] (as opposed to, for example, K-means, where the clusters are convex sets). Thus, 

spectral clustering very often outperforms conventional clustering algorithms. 

Additionally, spectral clustering is simple to implement, can be solved efficiently by 

standard linear algebra software, is efficient to obtain near-optimal partitions, and is 

reasonably fast for large sparse data sets [64]. Furthermore, spectral clustering does not 

necessarily need the data in the embedded form (i.e., featured objects) [65]. The data 

can be represented as relationships between objects, as in this work features are 
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modeled by a feature similarity graph. For these reasons, we choose spectral clustering 

to obtain feature clusters instead of conventional clustering methods. 

Feature Relevance Analysis Using Biased PageRank 

This study assesses feature relevance to the ranking problem via biased PageRank [26]. 

Given a feature similarity graph G = (V, E), each vertex (i.e., feature in this context) is 

scored by applying biased PageRank on the graph. The score s for a vertex fi is assigned 

by the recursive equation 

,
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

, 
(6) 

where  is a damping factor (0 ≤  < 1)**, p(fi) is the preference weight†† assigned to 

vertex fi, and M(fi) is the set of those vertices that have links to the vertex fi. 

The feature relevance analysis approach iterates until convergence is achieved. When 

iterations stop, a score is associated with every vertex as its feature relevance. In each 

iteration, function p() introduces additional preferences to the appropriate vertices. By 

selecting the appropriate preference weights, the PageRank computation can be made to 

prefer certain vertices. This study assigns larger preference weights to those features 

that have better ranking performance. The idea is to incorporate ranking performance 

into the biased PageRank to better capture feature relevance. This study uses MAP (see 

Section 4.2 for its definition) for p(). Note that the preference weights of features are 

normalized by 
( )

( )

i

jj

p f

p f
 before they are used in Eq. (6). 

Representative Feature Subset Selection 

After feature clustering, redundant features are grouped into the same cluster. 

Additionally, each feature is scored for its relevance to the ranking problem after feature 

relevance analysis. This study selects one representative feature from each cluster, 

according to which feature that not only has the highest relevance score but also 

contains most information of the features in the cluster. All the other features in the 

cluster are discarded. Thus, the resulting feature subset contains features that have 

minimum redundancy with each other and have maximum relevance to the ranking 

problem. 

Algorithm 2 depicts the steps of our feature subset selection approach. In Step 2.1, 

this study measures the similarity between features using the matrix Y in Algorithm 1. 

To determine which feature in a cluster has the highest relevance score and contains 

most information of the other features, we deal with the multi-objective problem using a 

linear combination of a feature’s relevance score and its sum of pairwise similarities to 

the other features, as shown in Step 2.2. 

                                                           
** This study sets  to 0.85 according to [6]. 
†† In the original PageRank [6], each vertex is weighted with an equal preference of 1/|V|. 
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Algorithm 2 Representative Feature Subset Selection 

Input: The feature clusters {C1, …, Ck}. 

Output: The selected feature subset F*. 

Procedure: 

1. Set F* to an empty set, F* = . 

2. For each cluster Ci, do: 

2.1. For each feature f in Ci, compute SSim(f), i.e., the sum of its pairwise 

similarities to the other features in Ci. 

2.2. From Ci, find feature f that has not only the largest SSim(f) but also the highest 

feature relevance, as scored by Eq. (6). That is, 

( )
arg max 0.5 ( ) 0.5

| | 1i

SSim f
f s f

C

 
    

 
. Note that SSim(f) is normalized 

by |Ci|  1. 

2.3. Assign feature f to F*, i.e.,  * *F fF . 

3.4. Ranking Model Learning and Prediction 

This study employs Ranking SVM [27][30] to derive a ranking model since previous 

studies have demonstrated its feasibility and effectiveness. Ranking SVM views the 

LTR problem as binary classification on pairs of documents and applies SVM (support 

vector machines) to solve the classification problem. In other words, Ranking SVM 

targets binary ordering relations between documents with respect to queries and learns, 

based on parts of the observations of the target (or optimal) ranking lists, a model that 

minimizes the count of discordant pairs. Considering the class of linear ranking 

functions, the following optimization problem is solved in Ranking SVM [30]: 
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(7) 

Here, the weight vector w  is arranged in learning; C trades-off between margin and 

training error; , ,ξi j q  is a non-negative slack variable; *

qr  is the target ranking list, given 

query q; and ( , )iq d  is a feature vector that depicts the relevance of document di to 

query q in terms of features. 

For all the queries, pairs of instances and their relative preferences are inputted into 

Ranking SVM for training. Note that each instance is modeled as a vector in the reduced 

feature space (see Section 3.3). Regarding ranking prediction, the learned ranking model 

decides for a new query whether pairs of documents are in concordant order. The final 

document ranking list can thus be established according to the outputted binary ordering 

relations between documents. 
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4. Evaluation 

4.1. Datasets 

To evaluate the performance and effectiveness of the proposed LTR for IR approach, 

we conducted experiments on the publicly available LETOR‡‡ benchmark collections. 

We selected the following four datasets: HP2004, NP2004, OHSUMED, and MQ2008. 

The first three datasets are from LETOR 3.0 and the last one is from LETOR 4.0. The 

datasets come as query-document pairs. A pair contains a feature vector and its 

relevance judgment. For cross-validation, each dataset is split into five subsets. In each 

fold, three subsets are used for learning, one subset for validation, and the other one for 

testing. See [51] and [50] for details on the selection of document corpora, the sampling 

of documents, the extraction of features and meta-information, and the finalization of 

datasets. Table 1 depicts the statistics of the datasets. Table 2 illustrates some sample 

data; each row stands for a query-document pair. 

 

 

Table 1. Statistics of the datasets. For HP2004 and NP2004, the relevance judgments are on two 

levels (relevant and not relevant); for OHSUMED and MQ2008, the relevance judgments are on 

three levels (definitely relevant, possibly relevant, and not relevant) 

 HP2004 NP2004 OHSUMED MQ2008 

No. of queries 75 75 106 784 

No. of query-document 

pairs (i.e., instances) 

74,409 73,834 16,140 15,211 

No. of features 64 64 45 46 

Relevance levels 2 2 3 3 

Table 2. Sample data excerpted from MQ2008 

Label Query f1 … f46 Note 

2 qid:10032 1:0.056537 … 46:0.076923 #doc: GX029-35-

5894638 

0 qid:10032 1:0.279152 … 46:1.000000 #doc: GX030-77-

6315042 

0 qid:10032 1:0.130742 … 46:1.000000 #doc: GX140-98-

13566007 

1 qid:10032 1:0.593640 … 46:0.000000 #doc: GX256-43-

0740276 

⁝ ⁝ ⁝ ⁝ ⁝ ⁝ 

4.2. Evaluation Measures 

We use two common measures, namely, MAP (mean average precision) [5] and NDCG 

(normalized discounted cumulative gain) [29], as the evaluation measures. 

                                                           
‡‡ https://www.microsoft.com/en-us/research/project/letor-learning-rank-information-retrieval/. 
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Eq. (8) denotes the average precision (AvgP) for a query, and for all the queries the 

mean of their average precisions is the MAP. 

1
P@ ( )
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# of relevant documents for the query
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n
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




, 

(8) 

In the equation, N is the number of retrieved documents, P@n (namely, precision at 

position n) is the fraction of relevant documents among the top n results, and rel(n)  

{0, 1} implies that the document at position n is relevant or not. 

For a query’s ranking list, the NDCG at position n is calculated by 
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log (1 )

r j
n

n j
n Z

j





 , 

(9) 

in which Zn is a normalization parameter that allows producing an NDCG of 1.0 for the 

perfect list, and r(j) means the rating of the document at position j. The NDCG@n 

values for all queries are averaged and reported. 

We present the results of NDCG@1, NDCG@3, NDCG@5, NDCG@10, and MAP 

for comparisons. 

4.3. Experimental Setup 

We conducted experiments to verify whether FS-SCPR helps improve the ranking 

performance and to understand whether FS-SCPR outperforms other baseline feature 

selection methods and state-of-the-art LTR approaches. Five-fold cross-validation is 

conducted, and all the presented results are the average performance on the testing set. 

In each fold, we use the training set to select features, and train a ranking model from 

the training set with the selected features. The validation set is utilized for parameter 

tuning and model selection. The above two steps are repeated to identify the best 

ranking model. Then, the obtained ranking model is evaluated on the testing set. 

For simplicity, we denote the proposed approach as FS-SCPR and use “feature 

selection” and “feature selection for LTR” interchangeably for the remainder of this 

paper. Additionally, for efficient learning, we use RankSVM-Primal [10] (an efficient 

version of Ranking SVM) instead of Ranking SVM. 

4.4. Baseline Algorithms 

We tested two groups of baseline algorithms.§§ The first group tested LTR methods 

without using feature selection. This study selects AdaRank-MAP (a listwise method) 

[67], RankSVM-Primal (a pairwise method) [10], ListNet (a listwise method) [9], and 

RankBoost (a pairwise method) [21]. AdaRank-MAP, RankSVM-Primal, and ListNet 

learn linear ranking models, while RankBoost learns a non-linear ranking model. 

The second group tested feature selection methods, including GAS-E (a filter method) 

                                                           
§§ The presented results of the baselines are cited from the LETOR datasets and the original papers. 
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[22], FSMSVM (a wrapper method) [36], and FSMRank (an embedded method) [36]. 

See Section 2.2 for a brief description of these methods. As the proposed approach 

adopts RankSVM-Primal as the learning algorithm, the implementation of GAS-E in 

this work also chooses RankSVM-Primal (instead of Ranking SVM or RankNet used in 

[22]). As a simple feature selection method, FSMSVM selects top features with large 

weights according to their weights in a pre-trained model (which in [36] is learned by 

FSMRank) and uses the selected features to learn a ranking model by RankSVM-Primal. 

4.5. Results 

Comparison with RankSVM-Primal 

This experiment compares the ranking performance of FS-SCPR with RankSVM-

Primal. FS-SCPR considers only the selected features, while RankSVM-Primal uses all 

the features. The objective of this experiment is to empirically justify whether the 

proposed feature selection method helps enhance the performance of ranking 

predictions. Tables 3–6 present the results on four datasets. The row named “Imp.” in 

each table denotes the relative improvement*** of FS-SCPR versus RankSVM-Primal. 

Table 3. Ranking performance of FS-SCPR and RankSVM-Primal on HP2004 (best performance 

bold-faced) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.6337 0.7590 0.7893 0.8179 0.7216 

RankSVM-

Primal 

0.5733 0.7129 0.7528 0.7720 0.6712 

Imp. +10.54% +6.47% +4.85% +5.95% +7.51% 

Table 4. Ranking performance of FS-SCPR and RankSVM-Primal on NP2004 (best performance 

bold-faced) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.5527 0.7603 0.7842 0.8159 0.6809 

RankSVM-

Primal 

0.5600 0.7236 0.7719 0.7950 0.6755 

Imp. 1.3% +5.07% +1.59% +2.63% +0.8% 

Table 5. Ranking performance of FS-SCPR and RankSVM-Primal on OHSUMED (best 

performance bold-faced) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.5459 0.4959 0.4785 0.4584 0.4491 

RankSVM-

Primal 

0.5460 0.4855 0.4689 0.4504 0.4446 

Imp. 0.02% +2.14% +2.05% +1.78% +1.01% 

                                                           
*** When b is compared to a, the relative improvement is calculated as (b  a) / a  100%. 
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Table 6. Ranking performance of FS-SCPR and RankSVM-Primal on MQ2008 (best 

performance bold-faced) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.3692 0.4375 0.4770 0.2318 0.4776 

RankSVM-

Primal 

0.3725 0.4333 0.4765 0.2309 0.4744 

Imp. 0.89% +0.97% +0.1% 0.39% +0.67% 

 

The results of FS-SCPR are significantly boosted by the proposed feature selection 

method. Looking at NDCG@10, the performance of FS-SCPR is enhanced by 5.95% on 

HP2004, by 2.63% on NP2004, by 1.78% on OHSUMED, and by 0.39% on MQ2008. 

In terms of MAP, FS-SCPR has relative increases of 7.51% on HP2004, 0.8% on 

NP2004, 1.01% on OHSUMED, and 0.67% on MQ2008. Similar enhancements can be 

seen in other measures. For each dataset, the maximum enhancements over distinct 

measures are increases of 10.54% in NDCG@1 on HP2004, 5.07% in NDCG@3 on 

NP2004, 2.14% in NDCG@3 on OHSUMED, and 0.97% in NDCG@3 on MQ2008. 

However, there are few exceptions, including the NDCG@1 scores on NP2004, 

OHSUMED, and MQ2008. In these cases, the performance of FS-SCPR deteriorated by 

1.3%, 0.02%, and 0.89%, respectively, compared to the performance of RankSVM-

Primal. 

Comparison with Feature Selection Methods 

This experiment focuses on understanding how effectively FS-SCPR performs 

compared to other feature selection methods. Tables 7–10 present the comparison 

results. In each column, the methods are ranked by their scores, and the rankings are 

shown in parentheses. 

First, FS-SCPR is observed in most cases to have superior performance to GAS-E (a 

filter method) and FSMSVM (a wrapper method). The few exceptions are the cases of 

NDCG@1 on NP2004 and OHSUMED and the case of NDCG@5 on MQ2008. Taking 

NDCG@10 as an example, FS-SCPR outperforms GAS-E by 4.2%, 2.53%, 1.82%, and 

1.22% on HP2004, NP2004, OHSUMED, and MQ2008, respectively. Compared to 

FSMSVM, FS-SCPR has performance gains of 3.81%, 1.23%, 3.08%, and 2.98% in 

NDCG@10 on HP2004, NP2004, OHSUMED, and MQ2008, respectively. Regarding 

MAP, FS-SCPR outperforms GAS-E by 4.2%, 1.08%, 0.36%, and 0.19% on HP2004, 

NP2004, OHSUMED, and MQ2008, respectively. Compared to FSMSVM, FS-SCPR 

has performance gains of 2.88%, 0.9%, 1.13%, and 0.67% in MAP on HP2004, 

NP2004, OHSUMED, and MQ2008, respectively. 

Second, compared to FSMRank (an embedded method), FS-SCPR performs 

competitively only in a few cases. For instance, it outperforms FSMRank in MAP on 

HP2004 and MQ2008 with increases of 0.15% and 0.1%, respectively. As another 

example, its NDCG@1 scores on the four datasets are superior to those of FSMRank 

with increases of 3.33% on HP2004, 1.1% on NP2004, 1.21% on OHSUMED, and 

0.16% on MQ2008. The comparison results in most cases demonstrate that FS-SCPR 

does not perform better than FSMRank, especially in NDCG@3, NDCG@5, and 

NDCG@10. These observations are not unexpected since an embedded method that 
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conducts feature selection inside the LTR algorithm generally tends to have superior 

performance to a filter method that selects features independently of the LTR algorithm. 

Finally, from an overall perspective, the experimental results show that FS-SCPR 

practically performs well. In terms of MAP, FS-SCPR ranks first on HP2004 and 

MQ2008 and ranks second on NP2004 and OHSUMED. Considering NDCG@10, FS-

SCPR is the second best performer on the four datasets. To further identify which 

method demonstrates the best results in various measures on different datasets, Table 11 

presents a unified ranking of the methods. According to [3], the unified rank of a 

method is defined by 

1

( 1)M r

r

M r R
Rank

M

  
 , 

(10) 

in which M is the number of compared methods and Rr is the count the method appears 

in the r-th rank. From Table 11, a unified ranking of the methods is obtained: FSMRank 

 FS-SCPR  GAS-E  FSMSVM, in which the proposed FS-SCPR ranks second. 

Table 7. Ranking performance of FS-SCPR and other feature selection for LTR methods on 

HP2004 (best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.6337 (1) 0.7590 (2) 0.7893 (2) 0.8179 (2) 0.7216 (1) 

GAS-E 0.6133 (3) 0.7280 (3) 0.7679 (3) 0.7849 (4) 0.6925 (4) 

FSMSVM 0.6267 (2) 0.7136 (4) 0.7635 (4) 0.7879 (3) 0.7014 (3) 

FSMRank 0.6133 (3) 0.8070 (1) 0.8187 (1) 0.8383 (1) 0.7205 (2) 

Table 8. Ranking performance of FS-SCPR and other feature selection for LTR methods on 

NP2004 (best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.5527 (2) 0.7603 (2) 0.7842 (2) 0.8159 (2) 0.6809 (2) 

GAS-E 0.5600 (1) 0.7236 (4) 0.7617 (4) 0.7958 (4) 0.6736 (4) 

FSMSVM 0.5467 (3) 0.7538 (3) 0.7830 (3) 0.8060 (3) 0.6748 (3) 

FSMRank 0.5467 (3) 0.7784 (1) 0.8000 (1) 0.8279 (1) 0.6837 (1) 

Table 9. Ranking performance of FS-SCPR and other feature selection for LTR methods on 

OHSUMED (best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.5459 (3) 0.4959 (2) 0.4785 (2) 0.4584 (2) 0.4491 (2) 

GAS-E 0.5547 (1) 0.4794 (3) 0.4720 (3) 0.4502 (3) 0.4475 (3) 

FSMSVM 0.5492 (2) 0.4690 (4) 0.4640 (4) 0.4447 (4) 0.4441 (4) 

FSMRank 0.5394 (4) 0.5013 (1) 0.4824 (1) 0.4613 (1) 0.4498 (1) 

Table 10. Ranking performance of FS-SCPR and other feature selection for LTR methods on 

MQ2008 (best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.3692 (1) 0.4375 (2) 0.4770 (3) 0.2318 (2) 0.4776 (1) 

GAS-E 0.3601 (4) 0.4345 (3) 0.4772 (2) 0.2290 (3) 0.4767 (3) 

FSMSVM 0.3652 (3) 0.4278 (4) 0.4701 (4) 0.2251 (4) 0.4744 (4) 
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 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FSMRank 0.3686 (2) 0.4399 (1) 0.4791 (1) 0.2327 (1) 0.4771 (2) 

Table 11. Unified ranking of methods (the higher Rank value, the better) 

 Rr = 1 Rr = 2 Rr = 3 Rr = 4 Rank 

FS-SCPR 4 14 2 0 15.5 

GAS-E 2 1 10 7 9.5 

FSMSVM 0 2 8 10 8 

FSMRank 14 3 2 1 17.5 

Comparison with State-of-the-Art LTR Methods 

This experiment compares the ranking performance of FS-SCPR with other state-of-the-

art LTR methods (all without using feature selection). Tables 12–15 present the results. 

In each column, the methods are ranked by their scores, and the rankings are shown in 

parentheses. 

Table 12. Ranking performance of FS-SCPR and other state-of-the-art LTR methods on HP2004 

(best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.6337 (1) 0.7590 (2) 0.7893 (2) 0.8179 (2) 0.7216 (2) 

AdaRank-

MAP 

0.6133 (2) 0.8164 (1) 0.8277 (1) 0.8328 (1) 0.7219 (1) 

RankSVM-

Primal 

0.5733 (4) 0.7129 (4) 0.7528 (4) 0.7720 (4) 0.6712 (4) 

ListNet 0.6000 (3) 0.7213 (3) 0.7694 (3) 0.7845 (3) 0.6899 (3) 

RankBoost 0.5067 (5) 0.6989 (5) 0.7211 (5) 0.7428 (5) 0.6251 (5) 

Table 13. Ranking performance of FS-SCPR and other state-of-the-art LTR methods on NP2004 

(best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.5527 (2) 0.7603 (1) 0.7842 (2) 0.8159 (1) 0.6809 (1) 

AdaRank-

MAP 

0.4800 (4) 0.6979 (4) 0.7310 (4) 0.7497 (4) 0.6220 (4) 

RankSVM-

Primal 

0.5600 (1) 0.7236 (3) 0.7719 (3) 0.7950 (3) 0.6755 (2) 

ListNet 0.5333 (3) 0.7587 (2) 0.7965 (1) 0.8128 (2) 0.6720 (3) 

RankBoost 0.4267 (5) 0.6274 (5) 0.6512 (5) 0.6914 (5) 0.5640 (5) 

Table 14. Ranking performance of FS-SCPR and other state-of-the-art LTR methods on 

OHSUMED (best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.5459 (2) 0.4959 (1) 0.4785 (1) 0.4584 (1) 0.4491 (1) 

AdaRank-

MAP 

0.5388 (3) 0.4682 (4) 0.4613 (3) 0.4429 (3) 0.4487 (2) 

RankSVM-

Primal 

0.5460 (1) 0.4855 (2) 0.4689 (2) 0.4504 (2) 0.4446 (4) 
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 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

ListNet 0.5326 (4) 0.4732 (3) 0.4432 (5) 0.4410 (4) 0.4457 (3) 

RankBoost 0.4632 (5) 0.4555 (5) 0.4494 (4) 0.4302 (5) 0.4411 (5) 

Table 15. Ranking performance of FS-SCPR and other state-of-the-art LTR methods on MQ2008 

(best performance bold-faced; second best in italics) 

 NDCG@1 NDCG@3 NDCG@5 NDCG@10 MAP 

FS-SCPR 0.3692 (5) 0.4375 (1) 0.4770 (2) 0.2318 (1) 0.4776 (1) 

AdaRank-

MAP 

0.3754 (2) 0.4370 (2) 0.4794 (1) 0.2288 (4) 0.4764 (4) 

RankSVM-

Primal 

0.3725 (4) 0.4333 (3) 0.4765 (3) 0.2309 (2) 0.4744 (5) 

ListNet 0.3754 (2) 0.4324 (4) 0.4747 (4) 0.2303 (3) 0.4775 (2) 

RankBoost 0.3856 (1) 0.4288 (5) 0.4666 (5) 0.2255 (5) 0.4775 (2) 

Table 16. Unified ranking of methods (the higher Rank value, the better) 

 Rr = 1 Rr = 2 Rr = 3 Rr = 4 Rr = 5 Rank 

FS-SCPR 11 8 0 0 1 17.6 

AdaRank-MAP 5 4 3 8 0 13.2 

RankSVM-Primal 2 5 5 7 1 12 

ListNet 1 4 10 4 1 12 

RankBoost 1 1 0 1 17 5.6 

 

On the different datasets, FS-SCPR ranks either first or second in various measures 

with the only exception being that it is ranked fifth in NDCG@1 on MQ2008. For 

example, for OHSUMED, FS-SCPR is the best performer for NDCG@3, NDCG@5, 

NDCG@10, and MAP, and is ranked second for NDCG@1. We briefly highlight some 

statistics. In terms of NDCG@10, FS-SCPR performs the best on NP2004, OHSUMED, 

and MQ2008, and is the second best performer on HP2004. On NP2004, it performs 

0.38% higher compared to the second best method (ListNet) and 2.63% higher 

compared to the third best method (RankSVM-Primal). On OHSUMED, it outperforms 

the second best method (RankSVM-Primal) by 1.78% and outperforms the third best 

method (AdaRank-MAP) by 3.50%. On MQ2008, it performs better than the second 

best method (RankSVM-Primal) with a 0.39% improvement and performs better than 

the third best method (ListNet) by 0.65%. On HP2004, it outperforms the third best 

method (ListNet) with a 4.26% improvement. 

Regarding MAP, FS-SCPR is ranked first on NP2004, OHSUMED, and MQ2008, 

and second on HP2004. On NP2004, it is superior to the second best method 

(RankSVM-Primal) and the third best method (ListNet) by 0.8% and 1.32%, 

respectively. On OHSUMED, it performs 0.09% better than the second best method 

(AdaRank-MAP) and performs 0.76% better than the third best method (ListNet). On 

MQ2008, it outperforms the second best methods (ListNet and RankBoost) by 0.02%. 

On HP2004, it outperforms the third best method (ListNet) by 4.59%. 

Overall, the comparison results indicate that FS-SCPR performs very competitively 

and has stable performance on ranking on different datasets compared to other 

baselines. Table 16 demonstrates the following unified ranking of the methods: FS-
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SCPR  AdaRank-MAP  RankSVM-Primal ＝ ListNet  RankBoost, in which the 

proposed FS-SCPR ranks first. 

5. Conclusion and Future Work 

This paper addresses the feature selection problem in LTR. We proposed a graph-based 

filter feature selection method, FS-SCPR (see Fig. 3). FS-SCPR selects a subset of 

features that have minimum redundancy with each other and have maximum relevance 

to the ranking problem. In practice, FS-SCPR models feature relationships as a feature 

similarity graph. Based on such a graph model, FS-SCPR selects features using spectral 

clustering for redundancy minimization and biased PageRank for relevance analysis. 

Furthermore, we developed a new LTR for IR approach that integrates FS-SCPR and 

Ranking SVM (see Fig. 2). This approach exploits FS-SCPR as a preprocessor to 

determine discriminative and useful features and utilizes Ranking SVM to derive a 

ranking model with the selected features. We evaluated the proposed approach using 

four LETOR datasets (namely, HP2004, NP2004, OHSUMED, and MQ2008) and 

found that it performed well with competitive results. We presented the performance 

gains of the proposed approach compared to representative feature selection methods 

(namely, GAS, FSMSVM, and FSMRank) and state-of-the-art LTR methods (namely, 

AdaRank, Ranking SVM, ListNet, and RankBoost). The experimental results showed 

that (1) FS-SCPR can significantly boost the ranking performance; (2) FS-SCPR has 

superior performance to GAS (a filter method) and FSMSVM (a wrapper method), and 

is competitive to FSMRank (an embedded method) in a few cases; and (3) FS-SCPR 

performs very competitively compared to several LTR baselines and has stable 

performance on ranking on different datasets. 

It is also worth noting that similar to other filter methods, this study tries to find a 

feature subset with minimum total similarity and maximum total relevance. However, 

the graph-based selection strategy makes this work quite distinct from the existing 

studies. Our approach is the first graph-based feature selection technique that uses 

spectral clustering for redundancy minimization and biased PageRank for relevance 

analysis. To the best of our knowledge, there was little graph-based attempt to tackle 

feature selection for LTR and this research contributes to this gap in the literature. 

There remains room for improvement. First, it would be valuable to study whether 

improving relationships between features in the feature similarity graph will directly 

profit FS-SCPR. Other measures of ordinal association, such as Spearman’s rho (ρ), are 

worth exploring to evaluate feature relationships. Second, methods of evaluating the 

goodness of a clustering can be utilized to help automatically decide the number of 

feature clusters. Another interesting issue to investigate is what kinds of ranking 

performance of features besides MAP contribute to FS-SCPR regarding biasing the 

PageRank computation. FS-SCPR could also be integrated with other learning methods, 

e.g., AdaRank-MAP. Finally, verifying the effectiveness of FS-SCPR using additional 

datasets would be beneficial. 
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Abstract. This paper proposes a deep recurrent neural network (RNN)-based traf-
fic classification scheme (deep RNN-TCS) for classifying applications from traffic
patterns in a hybrid edge computing and cloud computing architecture. We can also
classify traffic from a cloud server, but there will be a time delay when packets
transfer to the server. Therefore, the traffic classification is possible almost in real-
time when it performed on edge computing nodes. However, training takes a lot of
time and needs a lot of computing resources to learn traffic patterns. Therefore, it is
efficient to perform training on cloud server and to perform serving on edge com-
puting node. Here, a cloud server collects and stores output labels corresponding
to the application packets. Then, it trains those data and generates inferred func-
tions. An edge computation node receives the inferred functions and executes clas-
sification. Compared to deep packet inspection (DPI), which requires the periodic
verification of existing signatures and updated application information (e.g., ver-
sions adding new features), the proposed scheme can classify the applications in an
automated manner. Also, deep learning can automatically make classifiers for traf-
fic classification when there is enough data. Specifically, input features and output
labels are defined for classification as traffic packets and target applications, respec-
tively, which are created as two-dimensional images. As our training data, traffic
packets measured at Universitat Politecnica de Catalunya Barcelonatech were uti-
lized. Accordingly, the proposed deep RNN-TCS is implemented using a deep long
short-term memory system. Through extensive simulation-based experiments, it is
verified that the proposed deep RNN-TCS achieves almost 5% improvement in ac-
curacy (96% accuracy) while operating 500 times faster (elapsed time) compared to
the conventional scheme.

Keywords: RNN, Traffic Classification, Edge Computing, Cloud Computing.
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1. Introduction

To realize advanced network management, user service, and security functions accord-
ing to various application traffic, service providers are required to design effective ways
to inspect and identify their application traffic. Aiming for this goal, the deep packet in-
spection (DPI), which is a type of network packet filtering technique, has been a widely
deployed approach for many years; it examines packet payloads to identify application
traffic. Specifically, the DPI technique utilizes unique byte patterns (e.g., headers, data
protocol structures and the payload of the message) as signatures to detect the applica-
tion type. Because most recent applications are frequently updated to add new features
with different versions, an accurate DPI system must periodically verify and update exist-
ing signatures, which sometimes requires much human intervention. Further, the manual
task of application traffic generation and verification on multiple platforms and updated
applications is highly tedious and error-prone [39,11,3,27].

This limitation has recently motivated research to establish lightweight and automated
methods for classifying application traffic [35,2]. Recently, owing to the breakthroughs
made by deep learning technique in various typical algorithms including deep multi-
layer perceptron (MLP), convolutional neural network (CNN), recurrent neural network
(RNN), and long short-term memory (LSTM) [28,36,20,43], there have been broad use
cases in the area of image classification (e.g., almost 98% accuracy achieved in image
classification). According to Lecun et al. [19], the deep learning technology performed
better in image classification than classical machine learning algorithms such as support
vector machines (SVM) and Random Forest (RF). Despite its practical popularity in deep
learning techniques, there has been only a limited number of research works on the au-
tomated classification of application traffic. In particular, the authors of [43] first applied
and proposed a deep CNN-based traffic classification system in order to detect malware
applications. However, because of the CNN’s own characteristics, which are generally
used to handle batch data and not for streaming data (i.e., time-series analysis), there is
still room to improve its accuracy by considering time-varying packet payload patterns
depending on the type of application, which inspired our work [17,14,5,15,32,16,33].

In this paper, a deep RNN-based traffic classification scheme (deep RNN-TCS) is pro-
posed by adopting the RNN technique, which is suitable for training on streaming data.
CNN is good at classifying the image data, especially such as data with shift invariant
characteristics. On the other hand, RNN is good at classifying the time series data. Be-
cause network traffic flows through time series, it is appropriate to classify using RNN.
The proposed deep RNN-TCS provides lightweight and automated classification of appli-
cation traffic. Specifically, a novel learning platform is designed suited for detecting time-
varying application traffic where input features and output labels are mapped to traffic
packets and target applications, respectively. A hybrid edge computing and cloud com-
puting architecture is considered. Here, a cloud server collects and stores output labels
corresponding to the application packets. Then, it trains those data and generates inferred
functions. An edge computation node receives the inferred functions and executes clas-
sification. From input features, multiple two-dimensional square matrices for sequential
flows in preprocessing are created and trained in a stacked RNN model. As our training
data, traffic packets measured at Universitat Politecnica de Catalunya Barcelonatech were
utilized. Accordingly, the proposed deep RNN-TCS is implemented using a deep long
short-term memory (LSTM) system. Through extensive simulation-based experiments, it



Deep RNN-Based Traffic Classification... 167

is revealed that the proposed scheme improves accuracy by almost 5% (96% accuracy)
while operating 500 times faster (elapsed time) compared to the conventional scheme
over five types of applications from the produced inferred function. In this study, network
traffic classification is performed using only the payload excluding header information
among network packet information. Recently, many IoT and mobile devices use private
or dynamic IP addresses and changeable port numbers. So the classification of network
traffic based on packet header information is no longer accurate [45]. The payload-based
network traffic classification can solve the problem. The contributions of this paper can
be summarized as follows.

– In our scheme, by applying the RNN mechanism to the traffic classification problem,
we design new input features of the traffic payload data as the image data with a two-
dimensional fixed-size matrix, so that only payload of packets, excluding TCP/IP
headers, are used for training and inference data.

– We deploy the proposed deep RNN-TCS by considering a hybrid edge computing
and cloud computing architecture is considered. Here, the cloud computing acts as a
learner, which collects and stores output labels corresponding to the application pack-
ets received from PC clients and creates inferred functions for classification through
a deep-learning process. Then, those inferred functions (i.e., deep learning model)
are delivered to the edge computing. Correspondingly, the edge computing performs
classification of application packets without output labels by using the deep-learning
model delivered from the cloud computing.

– Through extensive simulation-based experiments, it is verified that the proposed deep
RNN-TCS achieves almost 5% improvement in accuracy (96% accuracy) while op-
erating 500 times faster (elapsed time) compared to the conventional scheme.

– Our research is not limited to this vanilla RNN. There are RNNs that have been mod-
ified recently, and it is easy to apply to reflect modified RNNs. Later, it will be the
future work to apply the revised RNN to improve performance.

We can thus develop a practical deep recurrent neural network-based traffic classification
scheme. Section II explains the related work of network traffic classification problem. Sec-
tion III presents an overview of the proposed system model. In Section IV, we formulate
the problem as a deep learning model and present the novel deep RNN-TCS. Numerical
results and performance analysis are explained in Section V. We summarize and conclude
this work in Section VI.

2. Related work

Recently, to solve each problem in various domains, such as smart homes, airport gate
assignments, and the traveling salesmen, rule-based algorithms such as daily activation
recognition, and classical machine learning algorithms such as the Support Vector Ma-
chine (SVM) and the Random Forest (RF) are being studied [24,7,6]. Classical algorithms
such as the Principal Component Analysis (PCA), the Broad Learning System (BLS) tech-
niques, a new performance degradation prediction method, and a genetic and ant colony
adaptive collaborative optimization are being studied to address abnormal detection issues
in manufacturing areas such as the Fault Diagnosis and the Prognostic and Health Man-
agement (PHM) [49,48,8]. For the network domain case, many researches have focused
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on network traffic classification methods. Existing researches include rule-based network
traffic classification method.

Recently, researches on network traffic classification method using good performance
deep learning models have been actively performed [13,45]. Network traffic classifica-
tion using deep learning is a method of automatically classifying packets without human
intervention. Existing rule-based network traffic classification is a method of classifying
packets having the network according to predefined rules [21,29,40,30]. For example, the
classification methods use the header of the network packets. Therefore, rule-based net-
work traffic classification is conducted on the basis of IP address and port number of the
packet header. Li et al. proposed an approach to reduce the dependency on packet header
information [21,22,38]. Using this approach, they found that their packet-shaping device
uses the HTTP and TLS-handshake fields in their matching rules but only for the first
packet in each direction. If there is similar information in the header information of the
incoming packet compared to the header information found in the first packet, the incom-
ing packet is classified as a packet of the same type. Although there is less dependence
on the IP and port number of the packet, the method of classifying subsequent packets
using the header information of the first packet still depends on the header information.
However, since the rule-based network traffic classification method is highly dependent
on the header information (Source IP / Port number, Destination IP / Port number), net-
work traffic classification methods such as Correlation-based and payload-based methods
have been studied. Correlation-based network classification classifies datasets by select-
ing packets with high correlation between traffic packets considering correlation between
network traffic [47,18,9]. Zhang et al have shown that there is a strong correlation between
flow size and rate [46]. The flow of application used by the user has a certain size and rate
[47]. Also, user behavior might have an effect on large flows. Erman et al. consider the
problem of traffic classification in the core network [9].

The packet classification at the core network is challenging because only partial header
information about the flow are available. So, they use only unidirectional flow records.
Specifically, they propose and evaluate a clustering-based framework for classifying net-
work traffic using only unidirectional flow statistics. And their work is facilitated by recent
full-payload Internet packet traces [22]. As the research on payload-based network traf-
fic classification is studied, network traffic classification methods using machine learning
and deep learning are being studied variously [43,9,31,44,12,37,25,26,10]. Haffner et al.
used a variety of traditional machine learning techniques to compare and analyze packet
payloads [12]. It reduced the amount of computation required when generating payload-
based datasets. Toward this end, they used only the first few bytes of unidirectional traffic
data and unencrypted TCP data. Specifically, they used NB, AdaBoost, and MaxEnt for
traffic classification. AdaBoost outperforms NB and MaxEnt, yielding an overall preci-
sion of 99% with an error rate within 0.5%. Shafiq et al. used to classify network traffic
by various machine learning algorithms using different kinds of datasets [37]. They used
the three machine learning algorithms, multi-layer perceptron (MLP), C4.5 decision tree,
and support vector machine (SVM).

However, recent developments in computing resources have led to a significant ad-
vance in deep learning fields that can be applied to network traffic classification. Espe-
cially, as the CNN and RNN models in the deep learning model are developed, they can be
easily applied to the classification of network traffic. Wang et al. classified malware traf-
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Fig. 1. Proposed system model for applying the proposed scheme

fic and normal traffic by using CNN [43]. To generate training set, header information of
packet was extracted using DPI tool. Based on the 5-tuple (source IP / port number, desti-
nation IP / port number, protocol) of the extracted header information, flow-based dataset
and session-based dataset is generated. The generated flow and session-based datasets
again generate 28x28 training sets for each packet through an imaging process suitable
for the CNN model. The trained CNN model using flow-based and session-based datasets
is 100% accurate for malware traffic and normal traffic classification. Lopez-Martin et al.
used to classify the network traffic using a combined CNN and LSTM [25]. The dataset
is extracted from the packet headers of the network traffic and learns the dataset using
a model that combines the single-layer CNN with LSTM, CNN, and LSTM. However,
most network traffic classification methods that use in deep learning use the IP, port num-
ber, and MAC address of the packet header information as a feature of the training set. In
this paper, a preprocessing process that extracts only the payload of packets from network
traffic is implemented, and detailed comparison and analysis of the layers of CNN and
LSTM are provided. Aceto et al. and Wang et al. utilizes various models of deep learning
(CNN, LSTM, SAE, MLP) to classify application of network traffic using payload data as
well as header information. Since the IP and port numbers, which are some information
in the TCP/IP headers, are changed dynamically, they have the bad effects when they are
used for classifying packets [41,1].

3. System Model

Multiple personal computer (PC) clients are considered that generate traffic while exe-
cuting an application where they are connected to a cloud computing via an intermedi-
ate node called an “edge computing”. Accordingly, a hybrid edge computing and cloud
computing architecture is considered. Here, the cloud computing acts as a learner, which
collects and stores output labels corresponding to the application packets received from
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Fig. 2. Proposed procedures for applying the proposed scheme

PC clients and creates inferred functions for classification through a deep-learning pro-
cess. Then, those inferred functions (i.e., deep learning model) are delivered to the edge
computing. Correspondingly, the edge computing performs classification of application
packets without output labels by using the deep-learning model delivered from the cloud
computing. Fig. 1 shows a detailed system model and procedures of the proposed deep
RNN-TCS.

As Fig. 2 is shown, detailed procedures consist of two processes: a learning process
and a serving process. In the learning process, PC clients send the application packets
with a corresponding output label to the cloud computing via the edge computing. In this
case, five types of applications (e.g., BitTorrent, web service, Skype, secure shell (SSH),
and remote desktop protocol (RDP)) are considered as classification candidates. Here, it
should be noted that the proposed scheme is not limited to classifying those five appli-
cations and can be easily extended to classify different types. In the cloud computing,
first the collected packets are preprocessed, and through the learning process based on the
output labels corresponding to the collected packets, an appropriate deep-learning model
is created. Afterwards, the result of the deep-learning model is sent to the edge comput-
ing. The edge computing loads the received deep-learning model to act as an application
classifier. In the serving process, the PC clients send the application packets without the
corresponding output labels. Then, the edge computing examines or sniffs the application
packets and classifies the application, which would be mapped into one of the five candi-
dates. On the basis of this automated classification function, it is expected that a service
provider can effectively perform the desired network management according to various
application traffic.
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(a)

(b)

Fig. 3. Proposed deep RNN-based traffic classification scheme for the (a) data preprocess-
ing and (b) deep learning process (Stacked RNN/LSTM)
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Table 1. Parameters explanations

Parameters Explanations

R The raw data set for the first preprocessing procedure
Rtype

1st pre The first preprocessing result with a certain type, which is a subset of R
Nflow The data size of one sequential flow
f types
2nd pre,i The second preprocessing data of the flow i

f types
i,0 The sequence 0 of flow i with a certain type

4. Proposed Deep RNN-Based Traffic Classification Scheme

In this section, the detailed process of the proposed scheme is explained as shown in
Fig. 3. The entire process is divided into two parts: data preprocessing and deep learning.
Detailed parameters are summarized in Table 1

4.1. Proposed Data Preprocessing

The set of features entering LSTM’s input is payload data for packets in each flow. The
input data of the neural network changed each element of the payload to 8 bits, and then
re-imaged the bitted payload data and used it as input data through the preprocessing. In
the proposed scheme, preprocessing is conducted in two stages, called the first prepro-
cessing and second preprocessing procedures. For the first preprocessing procedure, raw
data with a defined set R is collected and sniffed in the cloud computing. Then, raw data
is classified into a corresponding type of application. Here, because only six types of ap-
plications are considered, including “others,” each flow belongs to one of six types. For
convenience, Rtype

1st pre is denoted as a subset of R, which is the first preprocessing result
with a certain type, i.e., type∈ {RDP, Skype, SSH,BitTorrent,Web,Others}. In
this process, a conversion process of the raw data is conducted, which removes the head
information that indicates the flow id, start time, and end time of each flow, and imports
the data portion of the application payload in the flow unit and creates a data set. The first
preprocessing result is given by

R = RRDP
1st pre ∪RSkype

1st pre ∪RSSH
1st pre ∪RBitto

1st pre

∪RWeb
1st pre ∪ROthers

1st pre (1)

For the second preprocessing procedure, square matrix images are generated from the
classified raw data in the first preprocessing procedure. That is, each flow corresponding to
a certain type contains sequential data with time-series (e.g., streaming data). In addition,
one square matrix image in each sequential datum has a user-designed size, which can be
set by the user to l. The bit size of one pixel in the square matrix image has a m, and the
character-type value replaced by a floating-point value is 0 ∼ (2m − 1). That is, the data
size of one sequential flow (Nflow) is obtained by

Nflow = k × l × m (2)

where k is the number of square matrix images per one flow, l is the number of pixels per
one square matrix image, and m is the size of a pixel.
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For instance, in the case of 30 sequences per flow, 256(= 16×16) pixels per sequence
(square matrix image), and 4 bits per pixel for RNN models detecting time-varying target
applications, Nflow has a value 30,720 (= 30× 256× 4).

Fig. 3(a) shows the payload of a packet in one of the completed flows in a two-
dimensional image, an element of four bits in size, and a value between 0 and 15 (floating
point). In addition, because of the nature of the LSTM network structure, all flows should
have the same number of packets. Because the length of a sequence is set in advance,
the number of packets per flow should be the same as the predefined length. However,
because application flows can have a varying number of packets, the number of packets
should be processed with a defined size. Specifically, if the number of packets per flow
is smaller than Nflow, the packet is padded by zero. Contrarily, if the number of packets
per flow is greater than Nflow, then the packets over Nflow are discarded. Finally, the
second preprocessing data of the flow i (ftypes2nd pre,i) is given by

ftypes2nd pre,i = [f types
i,0 f types

i,1 · · · f types
i,29 ], (3)

where f types
i,0 is denoted as a sequence 0 of flow i with a certain type.

4.2. Proposed Deep-Learning Process

In the deep-learning process, these generated input features with corresponding output
labels are inserted and trained to create an acceptable inferred function (i.e., deep learn-
ing model) where a stacked RNN model with three layers was utilized in this study to
improve accuracy with consideration of time-varying target applications. In particular,
for the existing vanilla RNN model, the length of the sequences should be short; other-
wise, acceptable accuracy cannot be achieved, which is called the “long-term dependency
problem.” To alleviate this issue while using 30 sequences per flow, RNN with the LSTM
method is additionally considered, which is composed of a memory cell, an input gate, an
output gate, and a forget gate. Then, each LSTM cell takes an input and stores it for some
period of time to solve the “long-term dependency problem.” The output labels used for
the train, validation, and test tasks were designed as one-hot vectors as shown in Table
2, where the size of the one-hot vectors is [5 × 1] because of the five application types.
LSTM [48, 49] is a type of the RNN model. It is useful for training datasets with long-
term dependency, so that it is commonly used to train speech and text dataset. In LSTM,
the previous learning data is reflected in the current learning data using the cyclic struc-
ture. As a result, LSTM is suitable for the classification of the flow-based network traffic
dataset with sequential feature. As explained in Section II, collection of the application
packets and learning for the deep learning model is conducted in the cloud computing, and
the classification of an application packet is served by the edge computing. For learning,
an equal amount of data for the six application types should be prepared, which is used
as an input for generating the deep learning model. As depicted in Fig. 3(b), f types

i,j , with
= 16× 16 square matrix images, is used as an input feature, where j is a sequence index
from 0 to 29. In addition, each input feature has a corresponding output label designed as
in Table 2. Finally, in the serving process, classification is conducted on the basis of the
result of output labels [5 × 1] such that the largest vector can be selected as an inferred
application type. For instance, if the result represents a vector with [0.01 0.12 0.76 0.04
0.07], SSH with [0 0 1 0 0] is selected.
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Table 2. Output labels of applications (one-hot vector)

Application BitTorrent Web Skype SSH RDP

Output label


1
0
0
0
0



0
1
0
0
0



0
0
1
0
0



0
0
0
1
0



0
0
0
0
1


Table 3. Deep-learning system environment

Case Description

Cloud Computing

DL Toolkit Tensorflow 1.12
Language Python 3.6
OS Ubuntu 16.04 LTS
RAM 32 GB
GPU Two NVIDIA GTX 1080Ti, 11GB
CPU Intel Core i9-7900X @ 3.30GHz
Hyper parameter Optimizer: Adam, Batch: 100, Epoch: 200

Edge Computing

DL Toolkit Tensorflow 1.12
Language Python 3.6
OS Ubuntu 16.04 LTS
RAM 32 GB
GPU One NVIDIA GTX 1080Ti, 11GB
CPU AMD Ryzen 5 1400 Quad-Core Processor
Hyper parameter Optimizer: Adam, Batch: 100, Epoch: 200

5. Performance Evaluation

In this section, the details regarding the performance evaluation of the proposed scheme
is discussed. The proposed deep RNN-TCS is compared with the conventional approach,
a deep CNN-traffic classification scheme (deep CNN-TCS) [43].

The experiments were conducted on Ubuntu 16.04 LTS, using 32 GB of RAM and
two NVIDIA GTX 1080Ti GPUs with 11 GB for the cloud computing and using 16 GB
of RAM and one NVIDIA GTX 1080Ti GPU with 11 GB for the edge computing. Ten-
sorflow 1.12 in the Python 3.6 environment is used to configure the LSTM and CNN
deep-learning models. For the experiments, 2000 flows for each application are used in
the training data, and the number of packets per flow was set to 10, 30, 60, and 100. In
addition, the payload size of each packet was set to 40, 80, and 160. Table 3 shows the de-
tailed hyper-parameters used in deep RNN-TCS and deep CNN-TCS. There is a limitation
of the DL-PAS in applications to a high-user-density nature owing to the factorial increase
in both output nodes and multi-layer perceptions (MLP) weight. The LSTM model used
in RNN-TCS consists of a single LSTM layer, and an output layer. The number of cells
in the LSTM layer is 320, and we use the ‘uniform’ distribution for the model parameter
initializer. The dropout rate is set to 0.2 in order to prevent the overfitting. The activation
function is ‘softmax’, optimization type is ‘adam’, and batch size is 100.

The traffic data used to classify applications were preprocessing packet capture (PCAP)
files supplied by Universitat Politecnica de Catalunya Barcelonatech (UPC) [4] suitable



Deep RNN-Based Traffic Classification... 175

Fig. 4. Accuracy of the deep RNN-based traffic classification scheme

for RNN learning. For the data preprocessing process, six types of applications are con-
sidered, where web applications included HTTP-Facebook-Google, HTTP-Web, HTTP-
Wiki, and HTTP-Youtube. The learning data set included flight data with 8,750 flows,
1,250 validation data, and 3,000 test data. For five applications, the overall accuracy of
the deep RNN-TCS with respect to the number of packets per flow are examined. In
this investigation, the deep RNN-TCS is tested with different payload sizes, i.e., 40, 80,
or 160 bytes, denoted by proposed deep RNN-TCS(40), deep RNN-TCS(80), and deep
RNN-TCS(160), respectively. As shown in Fig. 4, as the number of packets per flow in-
creases, the accuracy increases. Similarly, the accuracy also increases as the payload size
increases, because a lot of packets and big payload size provides more information to
the classifier to make an accurate decision. Specifically, the proposed scheme achieves
accuracy of 96.00% - 99.85% with varying conditions.

Fig. 5 shows the accuracy of the proposed scheme for each five applications. As shown
in the figure, the accuracy of each application increases as the number of packets per
flow increases. In particular, SSH, RDP and Skype usually consist of text or control data
with fewer bits, thus requiring fewer packets per flow. Correspondingly, as the number of
packets per flow and payload size increase in the all applications, the accuracy of RNN-
TCS also reaches about 99%. However, if the dataset size is small (i.e., 10 packets per
flow with 40 payload size), especially in case of Web and BitTorrent, the accuracy is
not as high (88.97% and 95.65%, respectively). Because BitTorrent and Web are usually
composed of image or video data with a large amount of data, our scheme requires more
packets per flow to classify these applications accurately.

A clearly presenting the predictions of the deep RNN-TCS model is to use a con-
fusion matrix. Table 4 shows the confusion matrix generated by the test process of the
proposed deep RNN-TCS as a flow-based dataset. For example, the deep RNN-TCS ac-
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Fig. 5. Accuracy of deep RNN-TCS for each target application

curately predicts 574 BitTorrents, 593 Web, 578 Skype, 594 SSH and 603 RDP. It also
incorrectly predicted 58 cases (all cases except the diagonal position in Table 4) from the
total number of all estimates. In addition, the F1 score of each application label remains
high with strong robustness, demonstrating that the deep RNN-TCS model can effectively
and reliably predict network applications. If the number of application labels is different,
the accuracy indicator may be misrepresented. The model predicts most applications for
all predictions and achieves high classification accuracy, but the model may not be useful
for problem areas. Therefore, we replace the confusion matrix, which is the prediction
result for all application labels, with the binary confusion matrix for each label. Table 5
is an example of a binary confusion matrix of BitTorrent labels created based on Table
4. In the binary confusion matrix in Table 5, the deep RNN-TCS predicts 600 (= 574 +
26) of the total 3000 test datasets as BitTorrent and 2400 (= 19 + 2381) as the remainder.
In fact, 593 (= 574 + 19) of the test dataset is bit torrent and 2407 (= 26 + 2381) is the
remainder. The TP represents the cases in which the actual label is positive (BitTorrent)
and the prediction result is also positive correctly. The FN represents the cases in which
the actual label is positive, but the prediction result is negative incorrectly. The FP repre-
sents the cases in which the actual label is negative (that is, not BitTorrent), but prediction
result is positive incorrectly. Lastly, the TN represents the cases in which the actual label
is negative, and the prediction result is also negative correctly.

To solve the reliability issue of accuracy, the deep RNN-TCS is evaluated by calculat-
ing the F1-score in this paper. Using a binary confusion matrix, it is defined according to
the following equation:

Accuracy =
TP + TN

TP + TN + FP + FN
(4)
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Table 4. The all applications confusion matrix by the proposed deep RNN-TCS test with
100 packets per flow and 160 pixels.

Applications Predicted
BitTorrent Web Skype SSH RDP SUM F1 score

Actual

BitTorrent 574 0 2 17 0 593 0.99
Web 6 593 1 1 0 601 1.00

Skype 19 1 578 1 0 599 1.00
SSH 1 3 0 594 5 603 0.99
RDP 0 0 0 1 603 604 1.00

Total F1-score 0.99

Table 5. The Binary confusion matrix of BitTorrent application labels in deep RNN-TCS
tests.

n=3000
Prediction

Positive Negative

Actual Positive 574 (True Positive: TP) 19 (False Negative: FN)
Negative 26 (False Positive: FP) 2381 (True Negative: TN)

F1− score =
2× Precision×Recall

Precision+Recall
(5)

where Recall = TP/(TP + FP) and Precision = TP/(TP + FN).
The F1-score expresses the harmonic mean of precision and recall, and shows the pre-

dicted results performance of a deep learning model accurately. In this paper, we compute
the accuracy, recall, precision, and F1-score values of all five application labels.

Finally, Fig. 6, Fig. 7 and Fig. 8 represent that the performance of the accuracy and
elapsed time for the different schemes (the proposed deep RNN-TCS and the traditional
deep CNN-TCS). The CNN model used in CNN-TCS consists of two convolutional lay-
ers, a maxpooling layer, and finally an output layer. Like RNN-TCS, we use the ‘uniform’
distribution for the model parameter initializer. The number of CNN model filters used in
the experiment is the same as the payload size of the dataset used for training. Also, the
size of the kernel is 3× 3 and the output size of the convolutional layers maintains as the
input size by using the ‘same’ padding method. The activation function is ‘softmax’, the
optimization type is ‘adam’, and the batch size is 100. It should be noted that the elapsed
time is the sum of the preprocessing time for generating the appropriate data for each
model and the time taken to train the CNN and LSTM model. As shown in Fig. 6 and Fig.
7, as the number of applications increases, the proposed scheme, which utilizes stream-
ing training data, achieves almost 96%-99% accuracy and 0.995-0.998 F1-score, whereas
the conventional deep CNN-TCS is 91%-96% accurate and 0.926-0.948 F1-score, for a
nearly 5% accuracy gap and 0.06 F1-score gap. The elements of the application types ac-
cording to the number of applications is summarized in Table 6. Furthermore, with regard
to elapsed time, as depicted in Fig. 8, the proposed scheme is almost 500 times faster than
the conventional scheme, because the conventional scheme reads arbitrary packets of each
application flow in the data preprocessing step. On the other hand, the proposed scheme
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Table 6. Elements of application types with the number of applications

Number of apps. Set of apps.
2 {BitTorrent, Web}
3 {BitTorrent, Web, Skype}
4 {BitTorrent, Web, Skype, SSH}
5 {BitTorrent, Web, Skype, SSH, RDP}

Fig. 6. Performance evaluations for accuracy of the proposed deep RNN-TCS vs. the tra-
ditional deep CNN-TCS

reads and generates data in each application flow unit. In particular, the elapsed time
of RNN-TCS is faster than that of CNN-TCS because CNN-TCS in the pre-processing
process converts the payload into an image after reading all data sets of network traffic.
On the other hand, in the case of RNN-TCS, the network traffic dataset is extracted as
the number of packets per flow, and the payload is converted to an image only for the
extracted dataset. Here, the overall tendency of both schemes is that as the number of
applications increases, because of the increased training data for classification, the overall
accuracy is improved at the cost of more elapsed time.

In addition, recently, network traffic classification schemes using various machine
learning methods have been actively studied. Parsaei et al. [31] described a method of
classifying network traffic using the four neural network models (Feedforward Neural
Network, Multi-layer Perceptron, Levenberg-Marquardt, and Naive Bayes) in Software-
Defined Networking. The four neural network models show accuracy of 95.6%, 97%,
97% and 97.6%, respectively. Parsaei’s scheme performed the classification based on the
header information as well as the payload one. But, our RNN-TCS performs it based only
on the packet payload. It achieves a 99% accuracy, so that it is better than the above four
neural network models.

Wang et al. [42] worked on classifying malware traffic and normal traffic using a
CNN model. They preprocessed all of the header and payload information of the network
traffic into images for input data from the CNN model. The CNN model is trained from
the imaging dataset, and the accuracy of malware traffic and normal traffic classification
was almost 100%. But, the binary classification of the Wang’s scheme is the simplest kind
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Fig. 7. Performance evaluations for F1-score of the proposed deep RNN-TCS vs. the tra-
ditional deep CNN-TCS

Fig. 8. Performance evaluations for preprocessing elapsed time of the proposed deep
RNN-TCS vs. the traditional deep CNN-TCS

of machine learning problem. On the other hand, our proposed RNN-TCS is not binary
classification, but multiple classification.
In our previous work [23], we collected payload-based network traffic which excluded the
TCP/UDP headers, and used CNN and ResNet models for network traffic classification
method. According to the network traffic classification results, the F1-score values for
CNN and ResNet models are 0.948 and 0.969, respectively. The proposed scheme in
this paper is also payload-based network traffic classification, but it uses the RNN model
unlike previous work. We experimented with a comparison of our RNN-based scheme
with the previous one. As a result, our RNN-based scheme outperforms the previous one.
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6. Discussion

When new traffic data are generated from a new application (or protocol), the proposed
traffic classification scheme does not classify them correctly, since the new data were
not used to train the model. Even with traditional methods including DPI, however, it is
impossible to know new applications in advance and the traffic from the new application
will be unclassified with the methods. Rather, the proposed method can better respond to
traffic generated by a new application, since a manager only creates a new label for the
new application data, and retrain the model with the new training data augmented with
the new traffic images and label. The DPI-based traditional methods are more difficult
because it must come up with new rules (e.g., a specific values or structure on headers or
payload) for the new application data.

From a system perspective, the proposed scheme includes the ability to collect data
about the new application with a cloud computing system in a centralized manner, update
the model through retraining with the new application data, and apply the results to edge
computing systems in a distributed manner.

Regarding the classification of encrypted packets, much works have been already stud-
ied [34]. In case the packets are encrypted, as we can see from the previous studies, it
should be possible measures 1) to add metadata to encrypted packets in the preprocessing
phase, and utilize them in the classification phase, 2) to utilize the various data interpola-
tion (Nearest value based, Bi-linear Interpolation based, Bicubic based) schemes to pro-
cess data packets with various lengths to a fixed size, or 3) to extract the features through
the packet header and encrypted payload using deep packet toolkit with deep learning.
Therefore, by using such extended measures, classification of encrypted packets can be
performed with the deep learning-based scheme proposed in this paper.

7. Conclusion

In this paper, a RNN-based traffic classification scheme (RNN-TCS) is proposed to clas-
sify applications from traffic patterns. RNN-TCS is a payload-based network classifica-
tion method, so that it can classify network traffic well even though dynamic IP addresses
or port numbers are used on the packet header. In addition, the architecture of the proposed
technique is a hybrid edge computing system capable of parallel execution by performing
data preprocessing and model training in the cloud and classifying network traffic with
the trained model in edge computing. For evaluation, traffic packets measured at Uni-
versitat Politecnica de Catalunya Barcelonatech for our training data are utilized and the
proposed scheme is implemented using a deep LSTM system. Finally, it is shown that the
proposed deep RNN-TCS achieves almost 96%-99% accuracy and 0.995-0.998 F1-score
with low elapsed time. In the future, we plan to classify more than 100 services based on
deep RNN-TCS in edge computing studied in this paper. Also, based on each classified
service, we will conduct a research to control Quality of Service using Software-Defined
Networking.
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Abstract. As an important part of the evaluation reform, online evaluation system 

can effectively improve the efficiency of evaluation work, which has been paid 

attention by teaching institutions. The online evaluation system needs to support 

the safe and stable transmission of information between the client and the server, 

and socket protocol establishes the connection through the listening port, which 

can easily carry out the message transmission and process control. Because it can 

well meet the construction requirements of online evaluation system, it is applied 

in our study. The building of online evaluation system based on socket protocol 

includes the function design of students and teachers, data flow design, evaluation 

difficulty grading design and system implementation. The system uses Java 

language and MVC mode for development, which has good scalability and 

platform-independence. It realizes the paperless examination process and greatly 

reduces the workload of teachers. The contribution of this paper is mainly 

reflected in two aspects. One is to explore the construction of an online evaluation 

system based on the socket protocol, and it provide an Asynchronous IO technical 

solution for the network communication between the student and the server, 

which provides a reference for the development of similar systems. The second is 

to give the realization method of the difficulty classification of the evaluation, and 

classify the difficulty of the test questions, which lays the foundation for carrying 

out personalized testing and evaluation. 

Keywords: online evaluation system; socket protocol; MVC mode; 

Asynchronous IO. 
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1. Introduction 

With the promotion of the Internet and the development of educational information 

technology, online education has emerged. This new teaching method has the advantage 

of unlimited time and place [21], and it is welcomed by more and more learners. At the 

same time, online evaluation system has been rapidly promoted in many teaching 

institutions because of its convenient test method and paperless characteristics [15]. The 

research of online evaluation system has also become one of the hot spots of online 

education research, which has attracted the attention of many scholars [1][2][10][17]. 

However, because the online evaluation system needs to consider not only the 

concurrent access of users, but also the stability of data transmission and the security of 

the system [16], its construction presents a certain degree of difficulty, which is higher 

than that of the common management information system.  

In order to meet the requirements of concurrency and security of online evaluation 

system, this paper presents a construction method of online evaluation system based on 

socket communication protocol [3][14]. The system completes the communication 

between terminal and server through asynchronous IO mode, which effectively ensures 

the safe transmission of data. In addition, the system is realized by adopting the MVC 

design pattern based on the J2EE framework [13][22][23], and it has good cross-

platform and adaptability. 

2. Related Research 

With the advancement of teaching reform and the development of Internet, online 

evaluation system came into being. For example, the University of Valladolid system, 

which was born in 1995, it undertook the service of ACM International Undergraduate 

Program Design Competition [19]. Since then, similar systems have been emerging and 

their functions have become more and more perfect. In 2003, the blackboard platform 

launched for the teaching of Chinese colleges and universities has the functions of 

uploading courseware, correcting homework, testing and scoring. It plays an important 

role in the teaching of colleges and universities and is welcomed by many colleges and 

universities. Since then, the online evaluation system has obtained a good opportunity 

for development, and many online education testing platforms have appeared at home 

and abroad, such as Coursera, Udacity, edX and so on [6].  

Because online evaluation system has many advantages, some colleges and 

universities have developed their own online examination system, which can realize the 

random combination of test papers and real-time performance presentation. For 

example, Tsinghua University and East China Normal University began to try to use 

Internet technology to change students’ learning and examination methods. However, 

the original technology of the evaluation system is not perfect, and the function of the 

system is limited to simple operation and examination. Since then, more and more 

scholars began to study the design of online evaluation system, and they think about how 

to make this system better meet the needs of users. Kang et al. (2004) used J2EE 

technology to design the evaluation system. Their research gave the method of selecting 

test questions to form a test and showed the advantages of online classroom. The 
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practice results show that J2EE can support distributed applications and improve the 

evaluation efficiency [7]. Wang (2014) developed an online examination system based 

on IDC, which realized the real paperless online examination [20]. Although the above 

system has promoted the research and development of online examination to a certain 

extent, it is still not complete in function and lack of strong universality. In order to 

solve these problems, scholars have carried out more in-depth research on online 

evaluation system. Chen (2020) took the design of "data structure" course as an 

example. Their research is based on B/S mode, and used the SpringBoot framework of 

J2EE to develop the online evaluation system. The system has passed the stress test and 

stability test, which proves that the system can effectively improve the efficiency of 

online evaluation [4]. Zhong et al. (2020) analyzed the requirements of online evaluation 

system, which including front desk service module, background management module 

and evaluation module, and their study introduced the whole process of online 

evaluation system [29]. Zhang et al. (2018) designed an online evaluation system based 

on struts and Ajax technology to solve the problem of low openness of the current online 

evaluation system. The evaluation system has good openness and can be used to assist 

course teaching [26]. 

3. Functional Design 

The development of the system follows the idea of multi-layer architecture [18], and it 

uses configuration files to save general configuration information. The reading and 

parsing operation of information is performed by the reading tool class Config class. 

Users can invoke various commands in the program to change the parameters and 

attributes of each component. The system interface is implemented by JFrame window 

class, JFrame can be regarded as a container, and all components used in the interface 

can be put into the container [25][28]. The system is divided into many functional 

modules, such as teachers' questions, changing questions, arranging examinations, 

viewing results, analyzing results, students previewing test papers, participating in 

examinations, querying results and so on. 

The whole server uses socket communication protocol. When the client of the 

terminal calls the ExamServiceAgentImpl interface to access the service 

ExamServiceServer, the student side will pass the command name, parameter type, 

parameter value and an empty Sid to the server through an encapsulation class request. 

At this time, the server will assign a unique Sid to each user whose Sid is empty, and call 

ExamServiceImpl to respond to the request. The response of the above request is 

realized by reflection, so an encapsulation class response is returned to the student side, 

which contains the return value of the command and the new Sid. After that, all requests 

transmitted by the user will be bound to this SID, and the server will find the 

corresponding function implementation class of the core business according to the SID 

to implement the corresponding request and return the data. The structure diagram of the 

server is shown in Figure 1. 
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Fig. 1. The structure diagram of Server-side  

3.1. Functional Design for Student 

The main operations of the student side include login, preview, answer and submit. First, 

students start the student terminal, and input the user’s name and password in the 

authentication interface, and enter the student terminal interface to prepare for the exam 

after the verification is successful. At this time, students can only preview the test paper. 

When the test time arrives, students can click the start button to answer the questions. In 

the whole test process, students must complete the single choice questions, multiple 

choice questions, judgment questions, fill in the blanks and question and answer 

questions within the specified time, and then submit the test paper. After the whole test, 

students will get the test scores. If the test paper is not submitted in the specified time, 

the system will force students to submit the test paper. 

The entire student terminal adopts the MVC design pattern [9][27]. When the user 

makes a request from each Frame every time, various commands in ExamService are 

called through Client Context, and the function is realized by ExamServiceImpl class. 

The EntityContext class is the tool class of question bank and student information 

import, which runs automatically when the program starts. After the user logs in 

successfully, it reads the properties setting file through the Config class before the exam 

starts, and imports test questions and student information into the program. The student 

side structure is shown in Figure 2. 
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Fig. 2. The structure diagram for student  

3.2. Functional Design for Teacher 

The main operations of the teacher side include login, test paper making, examination 

arrangement and score inquiry. The teacher enters the user’s name and password in the 

authentication interface, and enters the teacher interface once the authentication is 

successful. Among, test paper making includes adding test questions, importing test 

question set in batch and modifying test questions. Through the above functions to 

complete the production of the whole set of test papers and add the test questions to the 

test database. 

Examination arrangement can set examination information such as test paper name, 

test time, the start time, number of questions and total score of test paper. It can save this 

information into the property’s configuration file. After setting up the examination 

information, teachers will enter the interface of adding student information and add the 

student information involved in the examination into the user table of the database. 

Score inquiry allows teachers to query the results of all students. Teachers can also filter 

the query results according to the specified conditions if further requirements are 

required. In addition, teachers can enter the interface of grade analysis to check the 

correct situation of all students. In this interface, teachers can check the correct rate of 

each type and difficulty of questions to improve the teaching plan in the future. The 

basic flow chart is shown in Figure. 3. 
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Fig. 3. The basic flow chart for teacher  

The teacher side mainly completes the reading and editing of the database through the 

interface, and sets the examination information, database IP address and port, so it needs 

to have permission to operate the database and properties configuration file. 

4. Analysis of Data Flow and Asynchronous IO 

4.1. Analysis of Data Flow 

The data flow chart is a tool to describe the data flow of the system, which uses the 

structured analysis method of top-down, layer-by-layer decomposition and step-by-step 

refinement [5][8][11]. At the same time, it uses a hierarchical DFD diagram to represent 

the transmission process between various data. The DFD diagram, also known as data 

flow diagram, is a tool to explain a series of processes such as system data input, output, 

storage and processing, which can help programmers to achieve effective cooperation 

between various modules [12][24]. 

In order to show the details of teachers and students in the whole system. On the basis 

of the top-level diagram, we decompose it from top to bottom and get the classification 

data flow chart of the online examination system. The classification data flow chart of 

the system is shown in Figure. 4. 
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Fig. 4. The detailed flow chart for student and server 

It can be seen from Figure. 4 that the online evaluation system is mainly divided into 

three sub-modules. That is, the student-side module, the server-side module and the 

teacher-side module. 

4.2. Analysis of Asynchronous IO 

Asynchronous IO is relative to synchronous io. The difference between asynchronous IO 

and synchronous IO is that when a thread performs IO operation, the operating system 

does not suspend the current thread operation. Instead, after the Input/Output instruction 

is executed, the operating system continues to let the current thread execute the next 

instruction. When the Input/Output operation is completed, the Input/Output thread will 

be notified through an event, and the thread will process the response event after 

receiving the notification. Specifically, the synchronous type allows multiple tasks to be 

completed through multiple threads, while the asynchronous type uses one thread to 

complete multiple tasks. When it encounters an I/O operation, it still lets the thread 

continue to execute other instructions, and notifies the thread to schedule a response 

event after the I/O is completed. The process of asynchronous IO in our study is shown 

in Figure 5. 
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Fig. 5. The process of asynchronous IO 

5. System Implementation  

5.1. Implementation of Login Function 

When the program starts, the system automatically starts the loadUsers method in the 

EntityContext to read all user names and passwords from the database. After the user 

entering the user’s name and password in the login interface and clicking the login 

button, the system will call the GetId and GetPwd methods of the ClientContext 

(interface controller) to obtain the user’s name and password entered by the user. Then, 

the user’s name and password are introduced into getUserin the ExamServiceand 

compared with the set of users read from the database by the preprocessing utility class. 

If the User name and password are correct, the User data is returned. Finally, the User 

data is passed into the MenuFrame (student or teacher interface) and the interface is 

updated. At this point, the login of user is successful and the next operation can start. 

The whole process is shown in Figure. 6. 
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Fig. 6. The process of login function 

Taking the login of student as an example, the procedure is executed as follows: 

First, the EntityContext class is responsible for reading the user’s name and password 

from the database and adding them into a collection. The steps are as follows: 

 Step 1: Read student information from the database and add it to the array. 

 Step 2: Read the information in Properties configuration file through the Config 

class and connect to the database. 

 Step 3: Create SQL statement and pass it to the database to execute. 

 Step 4: Get the query results of SQL. 

 Step 5: Search all user information through SQL query statements and convert it 

to user data. 

 Step 6: Add User data to student user’s collection list. 

 Step 7: Disconnect from database. 

After that, the program obtains and transmits the user’s name and password entered 

by the student through the ClientContext class, and the sample of key codes are follows. 
public void login (JFrame source) { 

int id = loginFrame.getId(); 

// Get the user’s name from the login interface  

String pwd = loginFrame.getPwd();    

// Get the password from the login interface loginUser = 

service.studentlogin(id, pwd);  

// Check the user’s name and password correctly through the 

relevant function of the core program  

studentMenuFrame.updateView();    

// Update user information on the student interface if successful 

studentMenuFrame.setVisible(true);  

// Enter the student interface 

} 
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Finally, the ExamService implementation class is responsible for verifying that if the 

user’s name password is correct. The steps are as follows: 

 Step 1: Read the user’s name entered by clientcontext. 

 Step 2: The dialog box saying “no user” will be popped if the user’s name is not 

found in the user collection. 

 Step 3: If the user’s name and password are input correctly, the user will be set 

as a valid user and the test paper generation operation is started. 

 Step 4: Otherwise, it displays the dialog box with information of “the password 

is incorrect”. 

5.2. Implementation of Generating Test Paper Function 

After successfully logging in, students will enter the main interface of students. Various 

loadQuestions methods of the EntityContext (preprocessor utility class) are 

automatically executed by the system. All questions are read from the question bank in 

the database, and then are added into a HashMap with Level or Score as the Key and the 

collection of this type of questions as Value according to the test paper requirements. 

They then call the buildPaper function in ExamServiceImpl (the core business 

implementation class) to establish the test paper for each type of topic, and use the 

getQuestions function to select the question from the HashMap and add it to a 

QuestionInfo. Each QusetionInfo contains all the attributes and the user's answer of the 

question. 

Finally, all QuestionInfo were formed into a set "Paper" to form the test paper, which 

contains the information of the QuestionInfo and its number in the set (the index of the 

question in the set). The whole process is shown in Figure. 7. 

ExamService

server.Exa...

EntityContext

entity.Entity...

2.getquestions(level)

questioninfo

3.loadquestions()

question

paper

 

Fig. 7. The process of the function of reading question papers 
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Take the production of multiple-choice test papers as an example, the procedure is 

executed as follows: 

First of all, to read the information of each question in the question bank through the 

EntityContext class. The steps are as follows: 

 Step 1: Create a set of topics “Choice Questions” for multiple choice questions. 

 Step 2: Read the information in the Properties profile through the Config class 

and connect it to the database. 

 Step 3: Create SQL query statements and pass them to the database for 

execution. 

 Step 4: Get the query result and convert it to an entity with multiple choice 

question.  

 Step 5: The question is added to the choice levels (a HashMap based on the 

difficulty of the question), which will be used to complete the retrieval operation 

according to the requirements of the test paper in the future. 

 Step 6: Close the connection to the database. 

After reading the title, we form the test paper through the implementation class in the 

ExamService, and the sample of key codes are follows. 
private List<ChoiceQuestionInfo> choicepaper = new 

ArrayList<ChoiceQuestionInfo>();  

// Create a set of multiple-choice questions with ChoiceQuestionInfo 

private void buildChoicePaper()  { 

// Read the information in Properties settings file through the Config class 

and connect it to the database 

for (int level = 1; level <= 10; level++) {  

// Through the outer cycle, each difficult topic can be selected 

for (int k = 1; k <= count; k++) { 

...// Establish a random number and get the questions from the 

HashMap, It is through the inner loop to ensure a specified number of 

questions can be obtained for each difficult topic, and then add the 

question to the test set 

} 

} 

…     // Close the connection to the database 

5.3. Implementation of Previewing Test Paper Function 

When the user clicks the “preview test paper” button of the MenuFrame (student 

interface), the system sends the command of previewing test paper to the ClientContext 

(interface controller).  Subsequently, the controller acquires all the test questions from 

the ExamService (business core logic) and converts them into strings. Finally, the string 

is passed into a TextArea of the preview interface (SearchQuestionFrame) and displayed 

for candidates to preview the test paper. The process is shown in Figure. 8. 
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Fig. 8. The process of previewing test papers 

5.4. Implementation of Examination Function 

The whole examination is divided into five types: single-choice questions, multiple-

choice questions, judgment questions, fill-in questions and question-answer questions. 

Although the type of data transmitted is different from the source of the information 

sent, the principle of starting the examination is the same. 

When user clicks the button of starting test in the MenuFrame (the student interface), 

the system sends the command of starting test to ClientContext (the interface controller). 

If the specified test time is reached, the system sends the “start” command to 

ExamService (the business core program) to start the test. At this time, the timer starts, 

and the controller sends the getExamInfo command to the business core program to get 

the exam information. This information includes examination times, examination 

subjects and the number of questions. 

Then the command of “getSingleChoiceQuestions” is sent to the business core 

program to get the test information of the first topic of the single topic. Finally, the first 

question and the examination information will be introduced into the single-choice 

examination interface and the examination interface will be updated, and the students 

will enter the single-choice interface to start answering questions. 

The interface of the five types of questions has a common timer thread. When the 

timer is 0, the user's current information is saved and the user's test paper is forced to be 

submitted. The process is shown in Figure. 9.  
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Fig. 9. The process of the function of starting examination 

Taking the “start the single-topic examination” as an example, it will send a request 

to the core business by the controller, and the sample of key codes are follows. 
public void startsinglechoice (JFrame source) { 

service.startsinglechoice();        

// Send a request of starting test 

singlechoiceQuestionInfo=service.getSingleChoiceQuestion(0); 

// Get the title information of the first single topic 

singlechoiceExamFrame.updateView(); 

// Update the Test Interface of Single Topic 

... 

    // Leave the student interface and display the exam interface 

startTimer(); // Start timer thread 

} 

The steps of the timer thread are follows. 

 Step 1: Get the exam time, the present time and the end time of the exam. 

 Step 2: Start the thread to start the timer, calculate the remaining time of the 

exam and display it on the interface. 

 Step 3: If the timer is timed out, the related operation is performed. 

In the process of students participating in the online test, the system provides five 

types of test questions for students to choose according to the difficulty of the test 

questions. The difficulty classification of examination questions adopts fuzzy 

comprehensive evaluation method. In the fuzzy comprehensive evaluation, the weight 

will have a great influence on the final evaluation result. We use the expert estimation 

method to determine the weight. The steps of fuzzy comprehensive evaluation are as 

follows. 

 Step 1: Determining the factor domain of evaluation object, 

},...u,{U 21 muu . there are m evaluation indexes, which indicate from 

which aspects we can judge and describe the evaluated object. 
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 Step 2: Determine the set of rating levels. The evaluation grade set is a set 

composed of various total evaluation results that the evaluator may make on the 

evaluated object, which is represented by V as follows. },...v,{V 21 nvv . 

In fact, it is a division of the change interval of the evaluated object. Where vi 

represents the ith evaluation result and n is the total number of evaluation 

results. The specific level can be described according to the test questions. For 

example, the difficulty degree of the test questions can be expressed by V, V = 

{very difficult, relatively difficult, medium, relatively easy, very easy}. 

 Step 3: The single factor evaluation was carried out and the fuzzy relation 

matrix R was established. After constructing the fuzzy subset of the grade, the 

evaluated object should be quantified from each factor m)1,2,...,(iui   

that is to say, the membership degree of the evaluated object to each fuzzy 

subset of each grade from the single factor is determined, and then the fuzzy 

relation matrix is obtained as follows. 





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
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rrr

rrr

rrr









21

22221

11211

R

                   (1) 

Where n)1,2,...,j m;1,2,...,(irij   represents the membership degree of 

an evaluated object to the Vj-level fuzzy subset from the perspective of factor ui. The 

performance of an evaluated object in a factor ui is described by fuzzy vector 

),...,(r 21i imii rrr . ri is called single factor evaluation matrix, which can be 

regarded as a fuzzy relationship between factor set U and evaluation set V. 

 Step 4: determine the fuzzy weight vector of evaluation factors. In order to 

reflect the importance of each factor, each factor u should be assigned a 

corresponding weight m)1,2,...,(iai  . ai is usually required to conform to 

  1a 0,a ii
, and ai represents the weight of the ith factor. 

5.5. Implementation of Browsing the next Question Function 

It is a process of submitting the answer and obtaining a new question that the student 

clicks on “previous question or next question”. For example, when a student clicks “the 

next question” button in the ExamFrame (exam interface), the program will save the 

answer of candidate into the test paper List of the ExamService (program core business) 

through the ClientContext (interface controller). At the same time, through the interface 

controller, the QuestionInfo of the next question will be returned to the test interface and 

the interface will be updated (if the question has been completed, the interface will be 

updated according to the answer selected by the user). At this point, the user can 

continue to complete the next question until the end of the exam. The whole process is 

shown in Figure. 10. 
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1.ActionPerformed()

2.next()

ClientContext
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ExamService
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6.updateView()

4.senduserAnswer()

5.getQuestion(index+1)

questionInfo()

7.getquestionInfo()

3.getuserAnswer()

answer

questioninfo

 

Fig. 10. The process of the function of the upper/lower topic 

Next, taking the judgment question as an example, the process is shown as follows. 

Firstly, the information of the next topic is obtained by “the next” command in the 

clientcontext class, and the sample of key codes are follows. 
public void TFnext (JFrame source) { 

int index = tfQuestionInfo.getQuestionIndex();    

      //Access to current title 

if (index + 1 == examInfo.getTFQuestionCount()) {  

return;} 

//If the title number is greater than the total title, no action is 

performed 

int answers = tfExamFrame.getUserAnswer(); 

      //Access to user answers 

service.sendUserTFAnswers(index, answers);        

     //Transmit question numbers and user answers to business core 

programs 

tfQuestionInfo = service.getTFQuestion(index + 1);  //Access to 

information of the next question 

tfExamFrame.updateView(); 

//Update interface} 

}  

After that, the interface will be updated through the ExamMenu with the following 

steps. 

 Step 1: Update the topic information according to the current topic information. 

 Step 2: If the user has done this question, the answer data will be updated 

according to the user's answer. 

 Step 3: The update buttons. if the title is the first question, you cannot use the 

previous button, if the title is the last question, you cannot use the next button. 
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5.6. Implementation of Submitting Answer’s Function 

When the student press “the submit test paper” button or the timer returns to zero, the 

ExamService (the program's core business) will execute the commit command to 

calculate the candidate's scores of each type of question and save the result into the 

score table of the database. Next, let's take the judgment topic as example. The 

execution process of the whole program is as follows: 

First of all, the score is calculated by the score settlement function of commit 

command. The steps are as follows. 

 Step 1: The result of judging questions will be calculated by cyclic calculation. 

 Step 2: The corresponding bonus operation will be performed according to the 

consistence of the user answer and the correct answer. 

 Then, it submits the results through the results submission function in the 

commit command, and the steps are as follows. 

 Step 1: Calculate the total score of the examination through adding the scores of 

each type of question. 

 Step 2: Read the information in the Properties profile through the Config class 

and connect it to the database. 

 Step 3: By using SQL insert command, the test results are stored in the database 

and then disconnected from the database. 

 Step 4: Set the test status to complete. 

5.7. Implementation of Server Response 

The data transmission between the student side and the server side uses a simple Socket 

transmission protocol, in which the reflection mechanism is used to execute the 

corresponding command. The whole reposing process is shown in Figure. 11. 
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User

serviceAgentImpl

server.ExamService...

2.login(1001, “1234”)

3.sendRequest(“login”,“{“int”, “string”},{1001, “1234”})

netmain

server.Main...

examserver

server.Exa...

examservice

server.Exa...

4.the request of internet: request(sid, “login”...)
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login(1001,“1234”)

user

user

 

Fig. 11. The whole reposing process of the server 

Before the exam, the Socket connection is established by starting the server with the 

netmain class (server-side main program). Then the listen thread is executed to start 

listening requirements. When the user passes the login (1001, '1234') command to the 

serviceAgentImpl (the network function implementation class of core business), the 

class encapsulates the login request as a request class, which contains an empty sid, the 

command name (login) of the command, the parameter type (the first parameter type is 

int, the second parameter type is String), and the parameter value (the first parameter 

value is 1001, the second parameter value is '1234'). Then the request is sent to the 

Server (the server side), which gives a sid. Then, take the sid as the key, an 

ExamServiceImpl (the business core function implementation class) as the Value to join 

a HashMap. After, the login (1001, '1234') method in the realization class of the core 

business function is called through the reflection mechanism, and a user parameter is 

returned to be encapsulated into a response return, which is parsed into a user parameter. 

At this point, the transmission of the command is ended. When the user submits the 

request command again, the corresponding business core function implementation class 

can be found from the HashMap according to SID, and the corresponding command can 

be executed through reflection mechanism. 
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6. Conclusion 

With the promotion of online education, online evaluation system has attracted more and 

more attention. This paper introduces the function design, process analysis and 

implementation of online evaluation system, especially the process of file transmission 

based on socket protocol. Practice shows that the system has good stability and security 

and it can meet the needs of online evaluation. In the future research, the personalized 

test of online test can be further improved. In the case of collecting more data, the 

difficulty of the test can be divided more reasonably. In general, our study provides a 

reference for the design of online evaluation system. 
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Abstract. Recognition of domain names generated by domain generation 

algorithms (DGAs) is the essential part of malware detection by inspection of 

network traffic. Besides basic heuristics (HE) and limited detection based on 

blacklists, the most promising course seems to be machine learning (ML). There 

is a lack of studies that extensively compare different ML models in the field of 

DGA binary classification, including both conventional and deep learning (DL) 

representatives. Also, those few that exist are either focused on a small set of 

models, use a poor set of features in ML models or fail to secure unbiased 

independence between training and evaluation samples. To overcome these 

limitations, we engineered a robust feature set, and accordingly trained and 

evaluated 14 ML, 9 DL, and 2 comparative models on two independent datasets. 

Results show that if ML features are properly engineered, there is a marginal 

difference in overall score between top ML and DL representatives. This paper 

represents the first attempt to neutrally compare the performance of many 

different models for the recognition of DGA domain names, where the best 

models perform as well as the top representatives from the literature. 

Keywords: domain generation algorithm, binary classification, supervised 

machine learning, deep learning, blind evaluation. 

1. Introduction 

When attempting to establish a connection with command and control (C&C) server(s), 

a certain type of malicious programs (malware) create numerous domain name system 

(DNS) queries for domain names generated in a pseudo-random way, from which the 

majority never was and will never be registered. With the same initial value (i.e. random 

seed), usually associated with the run-time environment (e.g. current time), attackers can 

blindly share the same fresh list of domain names with infected hosts, without taking any 

intermediary steps. Thus, in case of a need for exchanging data with infected hosts, 

attackers have to register only a few domains from the current list and point them to the 

C&C server’s IP address. 

The family of algorithms intended for the described algorithmic creation of domain 

names is called domain generation algorithms (DGAs). Such algorithms can 
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pseudo-randomly generate a large number of algorithmic (or simply DGA) domain 

names (Table 1) to bypass potential security mechanisms used for detection and 

blocking of malicious network traffic [1]. Depending on the set of elements used in the 

pseudo-random generation, DGAs further split to regular (R) – using characters, and 

dictionary (D) – using a predefined set of words, where the latter represents the less 

common, but harder to detect class. In further text, DGA will refer to regular class if not 

explicitly declared. 

Table 1. Examples of DGA domain names 

DGA Type Example domain names 

Bobax R qrwxktojqz.yi.org, ttcwzadqxpm.dynserv.com 

Banjori D earnestnessbiophysicalohax.com 

Cryptolocker R bqwqeiswupyny.org, oocevdwyruhdi.co.uk 

Conficker R ntpyocx.info, kfoqmgax.com, eiwzqeaosf.info 

Dyre R aa1442a1beba3793bbde2582b4127b66ae.cc 

Locky R hrgcmmihpxth.in, cbkmotlvy.yt, ecsiequ.pm 

Necurs R vyguwpynyxaxld.in, caxadsjuygrem.ac 

Pushdo R qaqicvofe.com, cumocuwupjo.com, cumocuwu.kz 

TinyBanker R ghefvfkkxtgg.ru, mqsqytogddne.ru, hosgnecdevwt.ru 

 

Malware writers choose DGA to create resilient botnet infrastructures [2]. Resilience 

is primarily assured by disrupting the ability to block malware-related C&C 

communication, such as in the case of using blacklists of known malicious domain 

names [3]. Namely, if we consider the situation where each malware family uses its 

variant of DGA, we can conclude that the whole process of collection, distribution, and 

usage of blacklist(s) for all up-to-date DGA domains quickly becomes impractical. For 

example, malware from the Conficker family can generate 250 to 50,000 domain names 

per day, depending on the variant, while only one of these domains has to be registered 

by attackers to propagate new instructions to infected hosts [4]. 

Domain name is a sequence of labels split by dots (e.g. www.example.com), with 

chosen prefix (e.g. example) and public suffix (e.g. .com, .co.uk) as most distinguished 

parts. As a public suffix – also known as a top-level domain (TLD) – can contain more 

than one label (e.g. .co.uk), the term effective TLD (eTLD) is the more correct one [2]. 

Along with the use of regular registration of domain names (e.g. 3b580fa7.com), there 

are cases where malware (e.g. Bobax, Corebot, Symmi, etc.) uses DGA to generate 

domain names with dynamic domain providers (e.g. zqjotkxwrq.dyndns.org). Thus, in 

this research, we will analyze only properties for the chosen prefix, which represents the 

arbitrarily selected label for the registered domain. 

One important case which perfectly illustrates the necessity to inspect only the chosen 

prefix, while ignoring other labels, is the usage of DNS Blacklist Lookup (DNSBL) 

services. Such services provide a quick way to lookup entries in centralized databases 

through the usage of DNS protocol, where server response contains the lookup results. 

Entries can be anything requiring the additional check, such as suspicious domain 

names, IP addresses, file hashes, e-mail addresses, etc. Generally, as DNS labels have a 
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restricted set of ASCII characters that can be used, entries are specially encoded (e.g. 

Base32 format) and prepended to the domain name used for such service (e.g. 

ff572stfjvxezcp5ueuzxsttvebqeaqbaeaq.a.e.e5.sk – for Avast blacklist lookup). As a 

result, related domain names can appear to be DGA generated.  

As the whole point of DGA is the evasion of potential security mechanisms, malware 

authors should be able to register any of the generated domain names, while in the case 

of DNSBL services main domain name is always the same. Otherwise, security 

providers could simply blacklist the main (i.e. common) domain name to deal with the 

DGA malware. Hence the necessity to analyze only the chosen prefix of the inspected 

domain name as it represents the part that can be registered within the eTLD or dynamic 

DNS registrar. 

Thus, network security analysts should be able to programmatically detect C&C 

communication attempts toward DGA domains and neutralize infected hosts inside their 

organization(s). Related DNS traffic is generally “noisy” and should be relatively easy 

to detect with manual inspection, as queried domain names generally do not look like 

they have been generated by a human. Nevertheless, the real challenge is the automatic 

recognition of DGA domain names, with as much accuracy as possible, which is the 

main topic of our research. 

2. Brief Introduction to Recognition of DGA Domain Names 

One of the essential features of malware that uses DGA to communicate with C&C 

server(s) is the noticeable amount of failed DNS queries (Note: response code 

NXDOMAIN – no such name) [5]. As such behavior appears as an anomaly when 

compared to regular traffic, network security analyst should be able to fairly easily 

recognize artificially created DGA domain names (e.g. mkhjbvxvuqznmcjmy.com) – at 

least for regular DGAs – by manually inspecting the DNS log entries. Nevertheless, in 

this research, we are trying to find the best method to perform the recognition in an 

automated way. 

In a general case, groups of DGA domain names can be discovered based on a list of 

responses for failed DNS queries generated by an infected host. Domain names in such 

groups usually share two or more common attributes, such as length, TLD, client IP 

address, high Shannon-entropy score [6], similar frequency of occurrences for different 

types of characters (e.g. vowels, consonants, numbers, etc.), and temporal proximity of 

associated DNS traffic. Such groups with shared attributes property are also referred to 

as clusters [7][8]. 

Heuristics (HE) are fast decision-making strategies based on limited information, yet 

frequently correct [8]. A simplistic HE method for identifying DGA domain names may 

include the search for all failed DNS queries generated per client for domain names 

having at least 8 characters long chosen prefix (e.g. bsfwptsyobt.com) and percentage of 

vowel occurrences of less than 10%. These conditions are based on general observation 

where DGA domain names should be sufficiently large to cover a significant number of 

combinations, while the percentage of vowel usage should be distinctively lower than in 

any spoken human language. 



208           Miroslav Štampar and Krešimir Fertalj 

By processing entries in Alexa Top 1 Million Sites (ALEXA1M) [9], list of most 

popular domain names used in similar research, we found that the mean length of regular 

domain’s chosen prefix is 10.35, percentage of vowel usage is 36.96%, while percentage 

of chosen prefixes that could trigger false-positive (FP) identification in proposed HE 

method is 0.08%. Additionally, if the condition where the corresponding DNS query has 

to result with the lookup failure is applied, the probability of FP identification 

effectively becomes negligible. 

Running such HE method for 24 hours inside the Class B production network 

environment resulted in the detection of three infected hosts which generated queries for 

different clusters of non-existent domains. By running additional checks with help of 

specialized service DGArchive [10], we found that recognized clusters of DGA domain 

names are specific to the malware families Conficker, Necurs, and Nymaim. Thus, if the 

final goal is simply the detection of infected network hosts, running the described HE 

method should be sufficient in a general case. 

While the proposed HE method could be used for a quick check of potential DGA 

malware presence in network traffic, it is not suitable for usage in systems where it is 

crucial to perform classifications with high accuracy (ACC), i.e. Intrusion Detection 

System (IDS) and Intrusion Prevention System (IPS). Hence, as found in related work, 

some form of supervised machine learning (ML) is commonly used to detect DGA 

domains. 

In ML, a feature is an individual measurable property or characteristic of a 

phenomenon being observed [11], where the main challenge is finding the right set of 

features for learning purposes. In such a case, input data is described appropriately, so 

the underlying algorithm could find an optimal parametric model connecting input 

feature vectors with the expected results. In the case of DGA recognition, potential 

features include the length of chosen prefix and the percentage of vowel occurrences, as 

described in the simplistic HE method. 

Deep learning (DL) is a special class of relatively new ML algorithms, based on 

artificial neural networks (ANN), where feature extraction is automatized [12]. This 

means that compared to conventional ML algorithms, where human engineer – with a 

considerable amount of engineering skills and domain expertise – has to choose what 

features (e.g. length, digit ratio, etc.) to include in the model, DL algorithms can 

automatically select “critical” features during the learning process. Since DL represents 

a distinguished field of ML, with key differences in methodology and philosophy when 

compared to conventional ML algorithms, the corresponding class of algorithms will be 

referred to as DL, while conventional ML algorithms will be referred to with just ML in 

further text. 

Antonakakis et al. [7] used the statistical Hidden Markov Model (HMM) for 

classification, analyzing features: length and entropy of each label within a domain 

name, hierarchical level, n-gram distribution, etc. Positive class representatives used for 

learning were based on 59,144 DGA generated domains, collected inside the virtual 

environment for a relatively small set of malware families: Conficker, Murofet, Bobax, 

and Sinowal, while negative class representatives were based on the top 10,000 domain 

names from ALEXA1M. While authors achieved almost perfect results during the 

regular learning process, with a true-positive rate (TPR) of 99.72% and false-positive 

rate (FPR) of 0.1%, during the evaluation on real-life network traffic authors achieved 

TPR of 91% and FPR of 3%. To conclude on this point, in cases when research is 
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focused on severely limited datasets, with a narrow list of DGAs, experimental results 

are far from those achievable in real-life. Thus, in our research, we included 

representatives for the majority of known DGAs, which resulted in consistent 

performance between different datasets and better results in the production environment. 

Ahluwalia et al. [13] used Random Forest (RF) for classification, analyzing features: 

number of consonants, number of vowels, number of digits, 3-gram distribution, and 

total length. Positive class representatives used in the training process were based on the 

analysis of 100,000 DGA domains for the following malware families: Cryptolocker, 

Zeus, Conficker, Tinba, Ramdo, Matsnu, Rovnx, and GameOver Zeus. Negative class 

representatives were based on the analysis of the top 100,000 domains from 

ALEXA1M. As a result, authors achieved results of TPR 98.96 % and FPR 2.1%. One 

of the conclusions was that the total length of the domain name is a key feature for 

identifying DGA domains and that FPR drastically rises for cases below 8 characters. 

During the feature selection process, we came to the same conclusion that length indeed 

represents one of the most important features. 

Wang and Chen [14] used RF, Support Vector Machine (SVM), and Naive Bayes 

(NB) for classification, analyzing features: length and entropy of second-level domain 

(SLD), together with appearance probabilities of contained n-grams (3, 4, and 5), based 

on the probability lists calculated from most commonly used English terms and 

ALEXA1M domain names. The best results were achieved with RF – TPR 97.53% and 

FPR 0.20%, similar to our results for the standard dataset. It should be noted that while 

authors included statistical analysis for 5-grams as a feature too, we found in 

experiments that it does not add any additional value to the ML model in terms of 

performance. 

Yu et al. [15] used DL for classification, particularly models based on Long 

Short-Term Memory (LSTM) and Convolutional Neural Network (CNN) neural 

networks, along with comparative ML algorithm RF. For regular training purposes, 

authors used domain names obtained from real-traffic, for both positive and negative 

class representatives, while using an additional gold set, consisting of ALEXA1M and 

DGA domain names retrieved from DGArchive, for “ground truth” validation. Final 

results of ground truth validation were: LSTM – TPR 74.05% and FPR 0.54%, CNN – 

TPR 72.89% and FPR 0.31%, RF – TPR 71.28% and FPR 1.33%. During the 

evaluation, we showed that the proposed feature set is inferior to ours. The main reason 

is the English-bias, resulting in worse performance and inconsistent behavior between 

different datasets. 

Tran et al. [16] did research on the multi-class imbalance in DGA classification, 

where the distribution of dataset samples for different DGA families is not uniform. 

Trained models based on ML algorithm Random Undersampling Boosting (RUB) and 

DL algorithm Long Short-Term Memory (LSTM) had similar performance in binary 

classification task – F1 0.98, which is in pair with our results got for the standard 

dataset, while used DL models scored considerably better in a multi-class classification 

task. Even though it is not part of our research, based on related work, we assume that 

DL models are superior in the multi-class classification, mainly because of their intrinsic 

ability to memorize the prolonged lexicographical patterns of observed DGA 

domains [17]. 

Yu et al. [18][19] compared simple Endgame (single LSTM layer) and complex DL 

architectures: Invincea (parallel CNN layers), CMU (forward LSTM layer + backward 
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LSTM layer), MIT (stacked CNN layers + single LSTM layer), NYU (stacked CNN 

layers). One of the conclusions was that there is surprisingly little difference between 

evaluated DL models in terms of accuracy, prompting a preference for the simpler 

architectures, as they are faster to train and score, while less prone to overfitting. 

Additionally, the authors pointed that an interesting direction for future work would be 

to test the trained DL models more extensively on domain names generated by new and 

previously unseen malware families. In our research, we performed such evaluation, 

where we showed that ML models generally perform better than DL models, particularly 

in case of unseen regular DGAs. 

Pereira et al. [20] used graph-based method WordGraph for extracting dictionaries 

used by dictionary DGAs. The proposed method is completely agnostic to the dictionary 

used by the DGA and should learn it by itself. The main proposition is that once these 

dictionaries are known, it should become straightforward to construct a domain name 

classifier based on them. For training purposes, authors used ground truth data based on 

samples collected from ALEXA1M and DGArchive, similar as in [15]. While results 

look promising, with an almost perfect score in all tested cases, a couple of questions 

arise. Particularly, authors state that they were able to extract 81 dictionaries in five days 

of real traffic, with 15 validated through service DGArchive, while claiming that they 

manually verified the remaining 66 dictionaries and confirmed they were malicious, 

without providing any details whatsoever. At the end, they classified those new 

dictionaries as generated by unknown malware. 

At the beginning of our research, the main focus was on ML models. Based on 

expertise acquired in everyday network analysis and literature review, we chose an 

initial set of features, which we heuristically adapted during experimental runs. By 

analyzing the results for each attempt, we quickly concluded that feature engineering 

represents the critical part of ML modeling. Nevertheless, as DL became more popular 

in recent studies, mainly because of its flexibility and a lack of requirement for explicit 

feature declaration, we gradually extended the scope of our study. Based on initial 

findings, it became clear that DL modeling is the step forward in this field. 

In this paper, we present the results of our study, where we objectively and 

extensively compare the performance of different ML and DL models for the DGA 

binary classification. For such a task, we engineered a robust feature set and created two 

independent datasets, including samples for the majority of known regular and 

dictionary DGAs. In the end, we evaluated the models, where the most interesting 

findings are related to the performance of best ML and DL models on samples 

representing previously unseen (i.e. untrained) DGAs, and the usability validation on 

historical one-year DNS logs collected from the production environment. 

3. Methodology 

To find the best model for recognition of algorithmic domains, binary classifiers based 

on the following ML algorithms were trained in a supervised manner and finally 

evaluated: NB, Multilayer Perceptron (MLP), Linear Discriminant Analysis (LDA), 

Quadratic Discriminant Analysis (QDA), k-Nearest Neighbors (KNN), SVM, Decision 

Tree (DT), Extra Trees (ET), RF, Bagging (BAG), Gradient Boosting (GB), Extreme 
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Gradient Boosting (XGB), Adaptive Boosting (AB) and RUB; along with simple DL 

models: Simple Recurrent Neural Network (SRNN), Gated Recurrent Unit (GRU), 

CNN and LSTM (Endgame), and complex DL models: Invincea, C2W, CMU, MIT, 

NYU. 

Implementation was done using the programming language Python and third-party 

programming libraries scikit-learn (sklearn) [21], keras [22], xgboost [23], and 

imbalanced-learn (imblearn) [24], where each represents the de facto standard in its 

field of operation. Parameter values used during the instantiation of ML and simple DL 

models can be found in Table 2. 

Table 2. Parameter values used in ML and simple DL model instantiations 

Model Library Classifier / Base layer Parameter values 

NB sklearn GaussianNB - 

MLP sklearn MLPClassifier 
hidden_layer_sizes=(128,

) 

LDA sklearn LinearDiscriminantAnalysis solver=’SVD’ 

QDA sklearn 
QuadraticDiscriminantAnalysi

s 
- 

KNN sklearn KNeighborsClassifier n_neighbors=15 

SVM sklearn SVC kernel=’linear’ 

DT sklearn DecisionTreeClassifier max_depth=None 

ET sklearn ExtraTreesClassifier n_estimators=128 

RF sklearn RandomForestClassifier n_estimators=128 

BAG sklearn BaggingClassifier n_estimators=128 

GB sklearn GradientBoostingClassifier n_estimators=128 

XGB xgboost XGBClassifier - 

AB sklearn AdaBoostClassifier n_estimators=128 

RUB imblearn RUSBoostClassifier n_estimators=128 

SRNN keras SimpleRNN units=128 

GRU keras GRU units=128 

LSTM keras LSTM units=128 

CNN keras Conv1D filters=128, kernel_size=4 

 

After extensive initial tests and analysis of obtained results, we decided to use default 

parameter values where changes did not result in noticeably better results. To avoid the 

potential issue with the different number of estimators used in ensemble [25] type of ML 

models and units or filters in DL models, we chose to set respective parameter values of 

n_estimators, hidden_layer_size, units, and filters to 128 where applicable. Even though 

it seems to be the popular choice in related work (e.g. [15] [16][18][19][26]), we 

experimentally confirmed the assumption that higher value should not yield with 

significantly better results in evaluated classifiers. 

For such a task, we used sklearn’s GridSearchCV, a specialized tool for an exhaustive 

search for best values over the specified list of parameters. It resulted in the 

(inconsistent) best case accuracy improvements of less than 0.08%, compared to 

experimental results got with our chosen parameter values, in case of all models except 

KNN. In that case, the change of initial value for n_neighbors from 5 to GridSearchCV 

suggested 15 resulted in the accuracy improvement of 0.16%. Furthermore, it should be 
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noted that, in the case of MLP, adding more hidden layers did not result in any 

improvements. 

Based on expertise acquired in everyday network analysis and literature review, we 

chose the following self-explanatory features for ML modeling purposes: length (I), 

character (Shannon) entropy (II), (decimal) digit ratio (III), length of the longest 

vowelless sequence (IV), length of the longest common prefix that can be found in at 

least two ALEXA1M chosen prefixes (V), length of the longest common suffix that can 

be found in at least two ALEXA1M chosen prefixes (VI), mean positional distance of 

nearby vowels (VII), mean ASCII distance of adjacent characters (VIII), number of 

occurrences of numerical sequences (IX), mean frequency indices of 2-grams (X), 

3-grams (XI) and 4-grams (XII) given the previously calculated lists of all possible 

n-grams found within ALEXA1M chosen prefixes sorted by the number of occurrences. 

It should be noted that the n-grams not appearing in the ALEXA1M have been treated as 

the last elements of notable lists, thus avoiding additional penalization. 

The first chosen prefix (example) in the given example (Table 3) represents the 

regular domain name, the second chosen prefix (spiderwjzbmsmu7y) represents the Tor 

(anonymity network) domain name – included only for comparative purposes, while the 

last chosen prefix (wxkjzdbmowq) represents the DGA domain name. At first look, 

features based on ALEXA1M n-grams (X, XI, XII) seem to be the most promising for 

the recognition of DGA domain names, as there appears to be a significant difference in 

calculated values between different classes of domain names. 

Calculated distances and sequence (run) lengths were specifically inspired by 

Diehard [27] and FIPS PUB 140-2 [28], specialized batteries of statistical tests for 

testing the quality of pseudo-random number generators (PRNG). The main proposition 

was that as DGA domain names are generated in a pseudo-random way, they should 

have better statistical results when tested for pseudo-randomness, compared to regular 

domain names. While mentioned batteries require significantly larger binary sequences, 

we derived a couple of simplified tests – namely IV, VII, VIII, IX – to perform similar 

statistical analysis tests on chosen prefixes for domain names. 

Table 3. Example of calculated feature values for different chosen prefixes 

Feature 
example 

(.com) 

spiderwjzbmsmu7y 

(.onion) 

wxkjzdbmowq 

(.info) 

Length (I) 7 16 11 

Character (Shannon) entropy (II) 2.52 3.75 3.28 

Digit ratio (III) 0 0.06 0 

Length of longest vowelless sequence (IV) 3 (mpl) 8 (wjzbmsmu) 8 (wxkjzdbm) 

Length of longest (ALEXA1M) common prefix (V) 7 (example) 7 (spiderw) 2 (wx) 

Length of longest (ALEXA1M) common suffix (VI) 7 (example) 2 (7y) 3 (owq) 

Mean positional distance of nearby vowels (VII) 3 4 5.5 

Mean ASCII distance of adjacent characters (VIII) 11.33 16.4 8.2 

Number of occurrences of numerical sequences (IX) 0 1 0 

Mean frequency index (ALEXA1M) of 2-grams (X) 142 424 570 

Mean frequency index (ALEXA1M) of 3-grams (XI) 1,037 13,443 17,644 

Mean frequency index (ALEXA1M) of 4-grams (XII) 4,935 147,773 230,265 

 

As part of the data preparation phase, calculated feature vectors were standardized to 

normally distributed data, with the sklearn’s preprocessing utility class StandardScaler. 

The main reason is the requirement of specific ML algorithms, such as KNN and SVM, 
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which assume that all features are centered on zero and have variance in the same order, 

while that same transformation does not affect the performance of other ML algorithms. 

Because of DL algorithms’ ability to recognize and learn patterns in long sequences, 

such as in text or images, in DGA classification task samples represent raw numerical 

representation of chosen prefixes for domain names. Hence, instead of using feature 

vectors as in the case with ML models, in featureless DL models, chosen prefixes are 

transformed to integer representations of contained characters. If we know that the 

maximum length of a label in the domain name is 63, each chosen prefix is transformed 

to a zero-padded vector of length 63, with elements representing character indices inside 

the lookup table of valid DNS characters. For example, chosen prefix google becomes a 

numerical vector [7, 15, 15, 7, 12, 5, 0, 0, 0 … 0]. 

Simple DL models – SRNN, GRU, LSTM, and CNN – are based on Endgame [29], 

mostly because of its simplicity, wide acceptance, and generally good performance, 

where LSTM can be considered as the Endgame itself. Pseudo-code for the creation of 

simple DL models can be found in the continuation, where italicized identifiers 

represent utilized keras-specific layers (i.e. classes): 

 

// Valid DNS label characters 

alphabet := "abcdefghijklmnopqrstuvwxyz0123456789-" 

// Maximum length of DNS label 

max_label_length := 63 

// Length of embedding vector 

embedding_vector_length := 128 

// Dropout threshold value 

threshold := 0.5 

 

function CreateDLModel(main_layer_class) 

  m := Sequential() 

  m.add(Embedding(input_dim := LENGTH(alphabet)+1, output_dim 

:= \ 

    embedding_vector_length, input_length := max_label_length)) 

  if main_layer_class = Conv1D then 

    m.add(main_layer_class(filters := embedding_vector_length, 

\ 

      kernel_size := 4)) 

    m.add(GlobalMaxPooling1D()) 

  else 

    m.add(main_layer_class(units := embedding_vector_length)) 

  endif 

  m.add(Dropout(threshold)) 

  m.add(Dense(1)) 

  m.add(Activation("sigmoid")) 

  m.compile(loss := "binary_crossentropy", optimizer := "adam") 

  return m 

end function 

 

srnn := CreateDLModel(SimpleRNN) 

gru := CreateDLModel(GRU) 

lstm := CreateDLModel(LSTM) 

cnn := CreateDLModel(Conv1D) 
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Complex DL models – Invincea, C2W, CMU, MIT, and NYU – were implemented 

with the minimum modifications compared to the original work. In case that there were 

no details regarding certain aspects of the model in the original paper, we chose the 

preferred solution based on our initial findings and other related work. The basic 

architecture information can be found in Table 4. 

Table 4. Architectures used in complex DL models 

Model Architecture Reference 

Invincea Parallel CNN layers [30] 

C2W Forward LSTM + backward LSTM layer [31] 

CMU Forward GRU + backward GRU layer [32] 

MIT Stacked CNN layers + single LSTM layer [33] 

NYU Stacked CNN layers [34] 

 

It should be noted that we decided to use the name C2W for the LSTM-based model, 

inaccurately referred to as CMU by Yu et al. [19], while reestablishing the name CMU 

for the GRU-based model. The reasoning is based on the original (CMU) research [32], 

where Dhingra et al. explicitly state that the proposed GRU-based architecture “uses a 

similar structure to the C2W model in [31], with LSTM units replaced with GRU units”. 

The same inaccuracy can be found in other derived work (e.g. [35]). 

While the process of setting up and training ML models in sklearn was 

straightforward, in the case of DL models we had to fine-tune certain aspects. Most 

notably, to prevent overfitting in DL models, and thus avoid poorer prediction 

performance on new datasets (e.g. blind dataset), we used early stopping. In this 

method, the validation loss – performance measure function used for cross-validation on 

a fraction of the training data (10% of training samples) – is calculated after each epoch. 

In case of no improvement, the whole training process is interrupted. Additionally, to 

avoid the local extrema entrapment, a patience level of 5 is used, thus training stops 

only in case of 5 consecutive epochs without training improvement, while the best model 

is preserved between epochs for future use. 

To evaluate ML and DL models in a “blind trial”, two independent datasets were 

used. Namely, along with the standard set, which is generally considered sufficient in 

similar DGA research, an additional (independent) blind set was used. While in the 

majority of related work standard set is the only one used and split in different ways 

(e.g. holdout, k-fold cross-validation, random subsampling, etc.) for different purposes, 

in our research we also used blind set created from unrelated sources and by using 

different filtering methods. Thus, while the standard set was used for regular training 

and standard evaluation, with 70% of samples for training and 30% for testing purposes, 

the blind set was used for additional unbiased blind evaluation of trained models.  

Standard set is the primary (regular) dataset that was used for training and basic 

performance evaluation of corresponding models. Set is balanced, with 739,377 positive 

samples and the same number of negative samples. Positive samples consist of synthetic 
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chosen prefixes, representing uniformly distributed 51 regular1 and 4 dictionary2 DGAs, 

while negative samples consist of filtered ALEXA1M chosen prefixes. 

Basic filtering of ALEXA1M chosen prefixes was done by excluding all entries, 

where length (i.e. 4 or less) or the character set used (i.e. non-alphanumeric) could in no 

way be associated with known DGA. Additionally, “problematic” chosen prefixes that 

could not be classified manually by network security analyst as non-algorithmic were 

also excluded, such as 132770(.com) (decimal digits), 6f76b4c82656094f26(.com) 

(hexadecimal digits) or gtplkcbpl(.com) (consonant-only). This way we reduced the 

possibility of introducing undesired noise into the standard set that could potentially 

affect the performance of trained models. 

Synthetic chosen prefixes for regular DGAs were artificially generated based on 

descriptive regular expressions obtained from DGArchive, with a generalization that the 

distribution of pseudo-randomly chosen characters is uniform within the predefined 

character set. For example, Bamital DGA described with the regular expression 

[0-9a-f]{32}\.(org|info|co\.cc|cz.cc)$, resulted in the function BAMITALDGA, returning 

the string of length 32, pseudo-randomly chosen from a pool of hexadecimal digits. In 

this way, quality, quantity, and variety of positive classification data dramatically 

increased compared to other related work, although they were not generated by any 

existing DGA. The main proposition was that this way we could artificially generate any 

number of samples for positive classification, without a way to easily differentiate when 

compared to real DGA runs. As an example, chosen prefix bde15d38ecc65c8 

01a6ab50a59cea738 generated by real Bamital DGA does not have any distinct 

property – such as length, character domain, or character (Shannon) entropy – when 

compared to synthetic chosen prefix f5c087c1905b38e110e30d5a2743469e generated 

by synthetic function BAMITALDGA. Pseudo-code for the whole process of creation of 

synthetic chosen prefixes for regular DGAs is as follows: 

letters := "abcdefghijklmnopqrstuvwxyz" 

digits := "0123456789" 

 

function Generate(alphabet, min_length, max_length) 

  a := RandomInteger(min := min_length, max := max_length) 

  r := RandomString(pool := alphabet, length := a) 

  return r 

end function 

 

// Generates sample for BAMITAL DGA 

function BAMITALDGA() 

  a := CONCAT(digits, "abcdef") 

  r := GENERATE(alphabet := a, min_length := 32, max_length := 

32) 

  return r 

end function 

// ... functions for 49 more DGA algorithms ... 

                                                           
1 Bamital, Bedep, Blackhole, Bobax, Conficker, Corebot, Cryptolocker, DNS Changer, DirCrypt, Dyre, 

EKforward, Emotet, Feodo, Fobber, Gameover, Gameover P2P, Gspy, Hesper, Locky, MadMax, Modpack, 

Murofet, Necurs, Nymain, Oderoor, PadCrypt, Proslikefan, Pushdo, Pushdotid, Pykspa, Pykspa 2, Qadars, 

Qakbot, Ramdo, Ramnit, Ranbyus, Rovnix, Shifu, Simda, Sisron, Sphinx, Sutra, Symmi, Szribi, 

Tempedreve, TinyBanker, Torpig, Urlzone, Virut, VolatileCedar, XxHex 
2 Banjori, Gozi, Matsnu, Suppobox 
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// Main procedure 

procedure Main()  

  a := {BAMITALDGA, ...} 

  b := Input("# of samples to generate:") 

  for i in {0..b} do 

    c := RandomSample(pool := a, min_length := 1, max_length := 

1)[0] 

    d := c() 

    Print(d) 

  end for 

end procedure 

Main() 

In the case of dictionary DGAs, synthetic chosen prefixes were generated based on 

reverse-engineered algorithms found in public code repositories3. To eliminate the 

problem related to the usage of the same seed words, trait manifested with repetition of 

identical patterns across all related samples inside the time-constrained blacklists, we 

used different seeds found in the “wild”. Therefore, in the example of Banjori DGA, we 

uniformly utilized 37 different characteristic seeds4 in the process of generation, along 

with different pseudo-randomly chosen dates. 

This way, we eliminated the potential bias specific for related research, where the 

training and evaluation of models are based on arguable dictionary DGA samples 

extracted from daily DGA blacklists, with evident excessive repetition of elongated 

patterns (e.g. nvpnestnessbiophysicalohax, nxzmestnessbiophysicalohax, eoyoestnessbi 

ophysicalohax, etc.). In our opinion, such unreasonable usage of excessive repetitions in 

datasets gives an unfair advantage to DL models, having the well-known ability to 

memorize prolonged lexicographical patterns [17] – while those same patterns usually 

turn out as useless outside the evaluation environment, mostly because of the narrow 

period of validity. 

Blind set is the control dataset, independent of standard, created to provide the 

support for unbiased blind evaluation of trained ML models. Set contains 170,045 

positive samples and the same number of negative samples. Negative samples consist of 

170,045 valid (i.e. non-NXDOMAIN) chosen prefixes collected in the Class B 

production network environment during one month. Positive samples consist of chosen 

prefixes for real algorithmic domains collected from one week (5-11 July 2020) of DGA 

blacklist source DGArchive, for 81 DGAs – 76 regular and 5 dictionary DGAs, with 43 

regular DGAs and 4 dictionary DGAs appearing in the standard dataset too. The 

discrepancy is preserved principally for dataset independence preservation, along with 

the opportunity to analyze model behavior in the expected case of the appearance of 

previously unseen DGA. 

                                                           
3 https://github.com/baderj/domain_generation_algorithms and https://github.com/andrewaeva/DGA 
4 abehmsigotg, alitydevonianizuwb, amentalistfanchonut, anarianaqh, ancorml, anerraticallyqozaw, 

ardenslavetusul, byplaywobb, ellefrictionlessv, enhancedysb, epictom, ererwyatanb, erionirkutskagl, 

estnessbiophysicalohax, fordlinnetavox, idablyhoosieraw, inaaforementionedagf, inalcentricem, 

iologistbikerepil, lcationgreedinessb, leasuredehydratorysagp, llaabettingk, machuslazaroqok, men, 

orcajanunal, orshipecmascriptivylv, partbulkyf, plefrostbitecycz, rasildeafeninguvuc, rgradienton, 

rsensinaix, sagabardinedazyx, satformalisticirekb, semitismgavenuteq, sikathrinezad, thoodivettewl, 

vinskycattederifg 
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Negative samples consist of valid chosen prefixes for 437 different TLDs: .com 

(54.46%), .net (7.35%), .hr (5.61%), .org (3.97%), .uk (2.23%), .de (1.83%), .it 

(1.53%), .ru (1.44%), .rs (1.33%), .info (1.15%), etc. The main assumption used during 

the collection of negative samples from real traffic was that, in the general case, 

resolution of DGA domain name would either fail (i.e. NXDOMAIN) or result with the 

sinkholed response, while the probability for a resolution to a valid non-sinkhole IP 

address can be effectively ignored. For exclusion of sinkholed domain names, a list of 

1,330 IP addresses for known sinkholes has been used, gathered from Maltrail – 

Malicious traffic detection system [36], a specialized IDS system for tracking of 

malware-related network activities. This way we practically reduced the probability for 

the inclusion of regular DGA domain names down to zero. 

It should be noted that as ALEXA1M represents the list of most popular domain 

names on the Internet, there is an inherent overlap of negative samples between standard 

and blind datasets, with a percentage of 37.37%. Although the whole process of creation 

of datasets is kept independent, this is the single point of sample overlap. As the removal 

of shared entries from the blind dataset would potentially strengthen the regional bias 

and move the focus of evaluation on less popular domain names, while at the same time 

take out the realistic aspect of DNS traffic gathered in the production environment, we 

decided to leave them. 

While a concept blind set used in our research is similar to the gold set used by Yu et 

al. [15], there are a couple of crucial differences. Gold set – based on ALEXA1M and 

DGA domain names from DGArchive – was used for ground truth validation, while 

blind set – based on real-domains gathered from everyday traffic and DGA domain 

names from the same source – was used for blind evaluation in our research. As in other 

related work, during research, we found by trial-and-error that ALEXA1M is the best 

source for negative samples used in the training process. Additionally, we used real 

DGA domain names for blind evaluation and synthetically generated positive samples 

for standard evaluation – specifically avoided by Yu et al., because of their concern on 

limited availability based on the usual approach with malware runs inside the virtual 

environment. Therefore, instead of establishing the gold truth dataset and “losing” the 

possibility of training models based on ALEXA1M, while at the same time providing 

the independence between datasets used in the standard evaluation and blind evaluation, 

a blind set was created. Furthermore, conducted blind evaluation can be roughly 

considered as the measurement of classifier performance in the real-network traffic 

environment, as all blind dataset samples were either gathered in the production 

environment or from a daily blacklist of current DGA domain names. 

4. Evaluation Results 

In preparation for the evaluation, after the initial runs, we noticed that in some cases 

reduced set of features resulted in slightly better overall results – particularly in the case 

with simpler ML models such as NB and QDA. Hence, to remove the possibility of 

training potentially weaker ML models, we performed the feature selection beforehand. 

In such a task, the feature set is being reduced, without significant performance 
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degradation in the recognition system [37], where features contributing the least in the 

decision process are discarded. 

To ease the process, for each trained ML model based on tree-based algorithms (DT, 

RF, ET, GB, XGB, and AB) it is possible to extract the feature importance (FI) list. 

Such lists, consisting of calculated feature scores with values ranging from 0 (irrelevant) 

to 1 (single most important feature), can be used to find how each feature contributes to 

the overall classification process of the corresponding ML model. 

Even though we expected that each ML model will score individual features 

differently by their importance, during our research we found that some features share a 

similar level of importance throughout all models (where FI is available). Thus, the 

observed phenomenon became the basis of our feature selection process, particularly in 

the case with the least relevant features. 

Table 5. FI for different ML models 

Feature DT RF ET GB XGB AB  

Mean ASCII distance of adjacent characters (VIII) 0.01 0.01 0.01 0.00 0.00 0.01 0.01 

Number of occurrences of numerical sequences (IX) 0.00 0.00 0.01 0.00 0.00 0.02 0.01 

Character (Shannon) entropy (II) 0.01 0.03 0.02 0.00 0.00 0.02 0.01 

Mean positional distance of nearby vowels (VII) 0.01 0.03 0.02 0.00 0.00 0.02 0.01 

Length of longest vowelless sequence (IV) 0.01 0.02 0.01 0.00 0.00 0.06 0.02 

Mean frequency index (ALEXA1M) of 2-grams (X) 0.01 0.09 0.05 0.00 0.00 0.02 0.03 

Digit ratio (III) 0.01 0.01 0.01 0.01 0.03 0.04 0.02 

Length (I) 0.06 0.04 0.05 0.06 0.07 0.18 0.08 

Length of longest (ALEXA1M) suffix (VI) 0.03 0.09 0.15 0.03 0.06 0.09 0.08 

Mean frequency index (ALEXA1M) of 3-grams (XI) 0.02 0.19 0.12 0.01 0.01 0.12 0.08 

Length of longest (ALEXA1M) prefix (V) 0.03 0.15 0.12 0.04 0.07 0.12 0.09 

Mean frequency index (ALEXA1M) of 4-grams (XII) 0.80 0.34 0.43 0.85 0.76 0.30 0.58 

 

Based on obtained FI (Table 5), we concluded that the mean frequency index 

(ALEXA1M) of 4-grams makes the most important feature across ML models. More 

importantly, all features based on lexical ALEXA1M properties generally have greater 

importance than other features. The relevance of the 4-gram feature (XII) stands out so 

much compared to others that our immediate impression was that it could be solely used 

as a HE method for recognition of DGA domains. 

Therefore, performing the training process for the “shallow” (i.e. depth set to 1) DT 

model, primarily chosen due to the intuitive IF-THEN-ELSE resulting structure 

representing the trained model, we came to the value of 90,674 above which the mean 

frequency index (ALEXA1M) of 4-grams would have to be valued to classify the tested 

chosen prefix as DGA. Finally, for comparison purposes with other evaluated models, 

we created a simple HE method ALEXA4G based only on that single check (Table 6). 

Furthermore, as a result of FI analysis, we came to an auxiliary hypothesis that we 

could use a HE approach in feature selection of evaluated ML models by simply 

removing features that were at least in one case marked as absolutely irrelevant (i.e. 
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value 0.00 – highlighted with dashed border in Table 5) – similar to a voting system 

with right of veto. Thus, we discarded the upper half (VIII, IX, II, VII, IV, X) of 

features listed in Table 5, while leaving the lower half (III, I, VI, XI, V, XII). To verify 

the hypothesis, we conducted the training and evaluation of all ML models and 

compared the performance in both full and reduced sets of features. As a result, in the 

case of reduced feature set, we got an overall 0.1% improvement of classification 

performance (Note: based on  score) in all ML models, while the training time has 

been reduced on average by 73% compared to the original time. Hence, we continued 

the evaluation with a reduced set of features. 

Finally, after the successful evaluation of ML and DL models, the following values 

were calculated: TPRA, FPRA, ACCA, F1A, TPRB, FPRB, ACCB, F1B, and  (Table 6). 

The first eight values represent the performance of the corresponding binary classifier, 

depending on the used dataset (A – standard, B – blind), while the last  represents the 

mean value based on F1A and F1B. Basic measures TPR and FPR were chosen as they 

represent the most basic metrics used in related work. In general, TPR has to be as high, 

while FPR has to be as low as possible for a model to be acceptable, as otherwise, the 

detection mechanism could become unusable because of too many positive-misses or too 

many false-alarms. 

Out of all statistical performance measures available for finding the “best” model, 

ACC and F1 represent the two most commonly used for binary classification in related 

work. ACC is the measure of all the correctly identified cases and is preferred when the 

detection of positive and negative classes is of equal importance. For example, in the 

case of a passive system like IDS, detection of a DGA domain could be considered of 

the same importance as the detection of a non-DGA domain, as the network security 

engineer analyzing its report would need to invest additional time “triaging” the false 

detections of any kind. In comparison, in the case of an active system like IPS, false 

detection of regular domains would most probably be detrimental to the network-user 

experience, while missing true detection of DGA-domains up to a certain threshold 

could be considered as acceptable. 
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Table 6. Evaluation results for standard (A) and blind (B) datasets 

Model Type TPRA FPRA ACCA F1A TPRB FPRB ACCB F1B  

ALEXA4G HE 0.9216 0.0467 0.9375 0.9364 0.8916 0.0561 0.9178 0.9156 0.9260 

NB ML 0.9295 0.0508 0.9394 0.9387 0.9085 0.0538 0.9274 0.9260 0.9323 

RFYu ML 0.9136 0.0656 0.9240 0.9232 0.9502 0.0530 0.9486 0.9487 0.9359 

SRNN DL 0.9485 0.0303 0.9591 0.9587 0.8855 0.0381 0.9237 0.9206 0.9397 

QDA ML 0.9523 0.0531 0.9496 0.9497 0.9380 0.0669 0.9356 0.9357 0.9427 

CNN DL 0.9477 0.0292 0.9592 0.9588 0.9011 0.0393 0.9309 0.9288 0.9438 

C2W DL 0.9585 0.0225 0.9680 0.9677 0.8835 0.0312 0.9262 0.9229 0.9453 

LDA ML 0.9345 0.0226 0.9559 0.9549 0.9159 0.0404 0.9377 0.9363 0.9456 

DT ML 0.9616 0.0402 0.9607 0.9607 0.9331 0.0698 0.9316 0.9317 0.9462 

CMU DL 0.9604 0.0249 0.9678 0.9675 0.8890 0.0331 0.9279 0.9250 0.9463 

LSTM DL 0.9618 0.0203 0.9707 0.9705 0.8900 0.0297 0.9302 0.9272 0.9488 

GRU DL 0.9639 0.0244 0.9698 0.9696 0.8980 0.0333 0.9324 0.9300 0.9498 

MIT DL 0.9665 0.0236 0.9714 0.9713 0.8948 0.0326 0.9311 0.9285 0.9499 

Invincea DL 0.9571 0.0232 0.9670 0.9667 0.9039 0.0307 0.9366 0.9345 0.9506 

NYU DL 0.9667 0.0254 0.9707 0.9706 0.9015 0.0333 0.9341 0.9319 0.9512 

SVM ML 0.9604 0.0276 0.9664 0.9662 0.9393 0.0566 0.9413 0.9412 0.9537 

AB ML 0.9648 0.0239 0.9705 0.9703 0.9419 0.0570 0.9425 0.9424 0.9564 

RUB ML 0.9636 0.0207 0.9714 0.9712 0.9349 0.0510 0.9419 0.9415 0.9564 

ET ML 0.9659 0.0220 0.9719 0.9717 0.9377 0.0519 0.9429 0.9426 0.9572 

BAG ML 0.9664 0.0199 0.9733 0.9730 0.9369 0.0505 0.9432 0.9428 0.9579 

GB ML 0.9656 0.0192 0.9732 0.9730 0.9380 0.0484 0.9448 0.9444 0.9587 

RF ML 0.9668 0.0192 0.9738 0.9736 0.9379 0.0496 0.9441 0.9438 0.9587 

XGB ML 0.9645 0.0177 0.9734 0.9731 0.9365 0.0457 0.9454 0.9449 0.9590 

KNN ML 0.9670 0.0188 0.9741 0.9739 0.9397 0.0488 0.9454 0.9451 0.9595 

MLP ML 0.9711 0.0224 0.9743 0.9742 0.9486 0.0567 0.9459 0.9461 0.9602 

Even though ACC represents one of the most intuitive and obvious measures, the 

inclusion of F1-score has become the de facto standard in recent related work. One of 

the main reasons is the ongoing criticism, with claims that ACC solely cannot be 

considered as a reliable measure anymore, because it provides an over-optimistic 

estimation of the classifier ability on the majority class [38]. Nevertheless, as ACC and 

F1 represent the performance of the model distinctly, while at the same time making 

results comparable to other research, we included both as part of evaluation results and 

chose the mean value  as the final score for each model. 

Along with models described in the methodology part, the following comparative 

models were also included: ALEXA4G – representing the HE method based solely on 

the ALEXA1M 4-gram feature (XII) and RFYu – representing the ML model from 

related work (Yu et al. [15]), with English-biased set of features. 

From the evaluation results, it is clear that in most cases there is a consistency in 

performance between datasets, where better models generally scored better in both 
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datasets. Thus, the blind evaluation could be considered as the verification of standard 

evaluation results, where comparative and simpler (probabilistic) ML models scored the 

worst, ensemble and more “powerful” ML models scored the best, while DL models 

were in the middle. 

Only evident inconsistency in performance can be found in the case of the 

comparative RFYu. While in the case of the blind dataset it scored almost the same as 

correlative model RF, its performance has been remarkably poor in the case of the 

standard dataset, where even the comparative HE method ALEXA4G based on a single 

feature had better results. With close inspection of false recognitions, particularly FPs, 

we found that RFYu has a problem with regular domain names containing Internet 

characteristic non-English n-grams, such as xpose360, mp3koka, newxxxvideos, 1080ip, 

c365play, win7dwnld, etc., same n-grams that could be better learned by the model if 

only the underlying features nl2 and nl3 [15][39] were based on real-domain names 

instead of the English language. 

Better scoring of model RFYu in the case of the blind dataset could be explained by 

the considerably smaller size of the dataset compared to the standard dataset, where 

negative samples, consisting of regular domain names collected in real-network traffic, 

have a greater ratio of the most popular English-language oriented domains. To verify 

this, we calculated the mean of means for frequency indices of English 3-grams for 

negative samples, and got a value of 1,788.04 in the case of the standard dataset and a 

lower value of 1,602.55 in the case of the blind dataset, proving that blind dataset is 

indeed more English-oriented. 

Thus, the results of Yu et al. [15] – particularly performance comparison of DL 

models and RFYu against the truth-marked gold set – and the conclusion of DL 

superiority should be re-evaluated with a better ML feature set. Used comparative ML 

model RFYu is English-biased with inconsistent performance between different datasets 

compared to other models (Table 6), and most importantly underperforming in the case 

of ALEXA1M – the same set of domains used as a source for negative samples in the 

gold set. Hence, this can be considered as a prime example of an assertion that feature 

engineering represents the critical part of ML modeling. 

For a detailed comparison between ML and DL classes, we chose the best performing 

models – MLP (ML) and NYU (DL) – and further analyzed results for DGAs that had a 

TPRB less than 0.90 in at least one of those models (Table 7). In the case of dictionary 

DGA Suppobox, NYU had a TPRB of 0.46, while MLP underperformed with a TPRB of 

just 0.01. As a result of sample analysis, we found in both standard and blind datasets 

multiple usages of Suppobox characteristic suffixes such as sherburne, underhill, 

electricity, and blackwood, from where we concluded that DL models are superior to 

ML models in similar cases where the same characteristic prolonged lexicographical 

patterns can be found in distinct datasets. 

Nevertheless, in the case of dictionary DGAs Gozi, Matsnu, and Nymaim2 both 

models performed almost the same. While Nymaim2 represents the case of non-trained 

dictionary DGA, where both models perform badly as expected, Matsnu represents the 

case of trained dictionary DGA where even the DL model failed. By comparison of 

Matsnu samples in both datasets and the DGA algorithm internals, we concluded that 

this DGA is particularly problematic for both training and recognition because of lack of 

repeating patterns, mainly due to the extensive number of combinations generated from 
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large internal wordlists and the way they are combined (nouns and verbs) until the 

predefined chosen prefix length. 

In the case of regular DGAs, the MLP model generally scored better than NYU, with 

the substantial difference in performance for untrained DGAs Darkshell, Qhost, and 

Qsnatch. By inspecting related samples in the blind dataset, we concluded that NYU 

most probably failed to recognize those because of their shortness and consequently the 

lack of information to classify those as positives. In the case of Darkshell, samples had a 

length of 6 (e.g. r038zy), in the case of Qsnatch samples on an average had a length of 5 

(e.g. 4xxgz), while in the case of Qhost samples shared the same prefix ptmr, with 

numeric suffix having a mean length of 4. Nevertheless, ML representative MLP could 

recognize those due to lack of usage of most common n-grams. 

Table 7. TPRB for “problematic” DGAs 

DGA Type Trained 
MLP 

(ML) 
NYU (DL) 

Conficker R ⊤ 0.91 0.89 

Darkshell R  1.00 0.13 

Diamondfox R  0.91 0.82 

Gozi D ⊤ 0.41 0.41 

Matsnu D ⊤ 0.05 0.06 

Nymaim2 D  0.04 0.04 

Pitou R  0.56 0.56 

Pushdo R ⊤ 0.58 0.59 

Pykspa2 R ⊤ 0.83 0.88 

Qhost R  1.00 0.29 

Qsnatch R  0.91 0.34 

Simda R ⊤ 0.43 0.53 

Suppobox D ⊤ 0.01 0.46 

Symmi R ⊤ 0.67 0.67 

Szribi R  0.85 1.00 

UD3 R  1.00 0.75 

UD4 R  0.93 0.79 

Vawtrak R ⊤ 0.66 0.64 

Virut R ⊤ 0.76 0.75 

Volatilecedar R ⊤ 0.55 0.47 

 

By comparing overall performance concerning the complexity of models, the simplest 

ML models (NB, QDA, LDA, and DT) scored worse than more complex ML models, 

while in the case of DL there was no clear distinction. Even though complex NYU, 

Invincea, and MIT scored the best among DL models, simple GRU and LSTM scored 

better than complex CMU and C2W. Thus, we can confirm the results from Yu et al. 
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[18][19] and agree with the remark that simpler DL architectures should be preferred 

over complex DL architectures. 

Although ML models generally scored better than DL models, the difference in the 

final score is marginal. The only significant difference can be found in the case of blind 

evaluation, where the best ML model MLP performed better in cases with untrained 

regular DGAs, while the best DL model NYU performed better in cases with trained 

dictionary DGAs where identical prolonged lexicographical patterns could be found in 

both datasets. Thus, when considering its flexibility, powerful ability to automatically 

memorize lexicographical patterns, and the fact that it does not require an extra step of 

careful feature engineering, a critical process that creates the competitive difference 

between comparative RFYu and correlative RF model, we came to the conclusion that 

DL can be considered as the preferred choice over ML for the recognition of DGA 

domain names. 

Even though it was not formally included in the evaluation results (Table 6), we also 

evaluated the comparative simplistic HE method described in the introductory 

Section Error! Reference source not found., based only on the chosen prefix length 

and vowel ratio. While at first glance it scored poorly with TPRA 0.1708, TPRB 0.2053, 

and  0.3160, it had remarkably low FPRA 0.0006 and FRPB 0.0012. If we assume that 

DGA malware generates at least 5 DGA DNS queries per day, we can conclude that it 

could be used to easily detect the infected client on the same day of infection, with an 

exceptionally low probability for FP detection. 

As part of usability validation, we chose the best ML model MLP, the best DL model 

NYU and the simplistic HE method, and ran those against the historical DNS logs for 

850 million queries collected inside the production environment for one year (Note: 1st 

July 2019 to 30th June 2020). As a result, we detected 2 clusters for the following 

DGAs: Conficker and Dromedan, where verification and DGA type recognition were 

based on query service provided by DGArchive. Cluster Conficker was active for 277 

days, with 9 infected clients, while cluster Dromedan was active for 189 days, with 6 

infected clients. All clusters have been detected by both models and a HE method, with 

a daily average TPR of 0.95 for both models and a daily average TPR of 0.31 for the HE 

method. 

Consequently, during the execution, we realized that the usability of ML and DL 

models is surprisingly low, at least if used against the DNS queries. No matter the 

generally good evaluation results (Table 6), even FPR as low as 0.01 (i.e. 1%) 

effectively results in useless reports. For example, if the daily expected number of 

queries – as in our case – is 2 million, with 20,000 unique chosen prefixes, FPR of 0.01 

results with 200 chosen prefixes being misclassified as DGA – or tens of thousands of 

wrongfully blocked DNS queries for non-DGA domains if used in an active system like 

IPS. Thus, the best candidate that could be used against the DNS queries, without 

additional fine-tuning of relevant thresholds, was the simplistic HE method based just on 

chosen prefix length and vowel ratio. Its exceptionally low FPR emerges it from other 

models in the real-life traffic environment. In our case, only 13% of all positive 

detections were FPs, which means that on the daily average positive detections of 62 

DGA domains, only 8 domains were not related to a known DGA. As a result of further 

analysis, we found that the FPs were in majority of cases related to Ad-serving related 

networks, where operators deliberately use DGA-alike domains (e.g. 

bmkz57b79pxk.com, 01mspmd5yalky8.com, wk4x5rdtoz2tn0.com) to make them more 
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resilient to potential blocking from clients. A common feature that differentiates them in 

DNS traffic from DGA domains is that those DGA-alike domains in general case resolve 

to valid IP addresses, which highlights the need for inspection of failed DNS responses 

(i.e. NXDOMAIN) in search of DGA traffic, at least in passive systems like IDS. 

5. Conclusions 

In this paper, we presented the results of standard and blind evaluations for 14 ML and 9 

DL models, along with 2 comparative models, for the recognition of DGA domain 

names. For such a task, along with the standard dataset used for training and standard 

evaluation, we used an additional independent “blind” dataset for blind evaluation. By 

choosing blacklisted DGA domain names and regular domain names collected from 

production network traffic in case of the blind dataset, in comparison to synthetic 

creation of positive samples and ALEXA1M list of most popular domain names in case 

of the standard dataset, we successfully ensured the independence. 

Based on calculated FI from different tree-based ML models, we performed a 

veto-based feature selection process and concluded that the mean frequency index 

(ALEXA1M) of 4-grams makes the most important feature across trained ML models. 

To verify this finding, we created a comparative HE method ALEXA4G based on this 

single feature, which during the evaluation scored only 3.5% worse than the best 

performing model MLP. Furthermore, we concluded that features based on lexical 

ALEXA1M properties (i.e. n-grams, longest common prefix, and longest common 

suffix) are overall more important than all other used features, meaning that the 

domain-based features should be the focus of related ML modeling. 

As a result of the evaluation, we found that ML models generally score better than 

DL models, although the difference in overall score is marginal. Concerning the 

complexity of models, the simplest ML models (NB, QDA, LDA, and DT) scored worse 

than more complex ML models, while in the case of DL there was no clear distinction. 

Nevertheless, a substantial difference between ML and DL classes could be found with 

untrained regular DGAs Darkshell, Qhost, and Qsnatch having short chosen prefixes, 

where best ML model MLP performed considerably better than best DL model NYU, 

and in the case with trained dictionary DGA Suppobox, where DL model scored better 

because identical characteristic prolonged lexicographical patterns could be found in 

both standard and blind datasets. 

Thus, when considering its flexibility, powerful ability to automatically memorize 

lexicographical patterns, and the fact that it does not require an extra step of careful 

feature engineering, a critical process that creates the difference between good and bad 

same-architecture ML models, we concluded that DL can be considered as the preferred 

choice over ML for the general recognition of DGA domain names. Nevertheless, in the 

case of the creation and usage of specialized models, ML should be the preferred choice 

for the recognition of regular DGAs, while DL should be the preferred choice for the 

recognition of dictionary DGAs. 

Usability validation for best performing ML model MLP and DL model NYU was 

done on historical one-year DNS query logs, along with the comparative simplistic HE 

method based on chosen prefix length and vowel ratio. As a result, we detected 2 
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clusters for the following DGAs: Conficker and Dromedan, with both models and a HE 

method. Surprisingly, we found that the best candidate for usage against the DNS 

queries, without additional fine-tuning of relevant thresholds, was the simplest – 

simplistic HE method. Its exceptionally low FPR emerges it from other models in the 

real-life traffic environment, resulting in a practically acceptable number of positives 

from the perspective of network security analysts. To improve the usability of ML and 

DL models, the focus of DNS traffic analysis should be moved from queries to failed 

responses, inadvertently losing the possibility to use such models in an IPS. 

Ideas for future work include further research related to specialized recognition of 

dictionary DGAs and usage of hybrid ML and DL models, where benefits should be 

taken from and drawbacks alleviated of both, to increase the prediction accuracy and 

decrease the computational complexity. 
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Abstract. This paper describes a developed semi-automatic software platform for 

the harmonization of the informatics curricula at all levels of education. The 

applied algorithms for matching ontologies are described in detail, as well as the 

principle of mapping informatics curricula to ontological models. The model of 

the selected informatics teacher education curriculum from the Republic of Serbia 

was created and compared to the model of the reference informatics teacher 

education curriculum using a software platform. The analysis of the results 

includes a comparison with the data obtained for other possible pairs of the 

created input ontological models (the secondary school ACM K12 model and the 

reference model, the secondary school model and the model of the selected 

curriculum). The research presented in this paper indicates that it is necessary to 

consider the improvement of teacher education curriculum as well as the 

application of new matching techniques. 

Keywords: ontology, alignment, matching, teacher education curriculum, 

informatics. 

1. Introduction 

The rapid changes in the field of computer science (CS) require the constant 

improvement of the CS curricula. Primary, secondary and higher education CS curricula 

must be mutually aligned, but also have to be harmonized with the development of CS 

field. Therefore, it is necessary to present the curriculum in such a form that is computer 

interpretable and easy to change. Also, it is important to facilitate the determination of 

the curricula harmonization of different levels of education. This could be achieved by 

applying a software platform that would point out the missing aspects in the curriculum, 

provide statistical data, the possibility of improving the curriculum model and the like. 

The rest of the paper is organized as follows. Section 2 shows related work. Section 3 

presents the ontological models of the reference and chosen informatics teacher 

education curricula. Section 4 describes the architecture of our platform for curricula 

harmonization and ontology matching methods, applied in the platform. Section 5 gives 

discussion of the results following the application of the presented software to created 

ontological models. Section 6 contains concluding considerations, limits of the 

developed platform and future research aims. 
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2. Related work 

Seitz [1] states that researchers often examined the alignments between the intended and 

the assessed curricula and between the enacted and the assessed curricula. Bay et al. [2] 

present the research with the aim to establish the factors that affect curriculum 

alignment. In the paper, the curriculum alignment is defined as “the compatibility 

between a country's centralized curriculum determined by the ministry of education and 

what teachers do during the teaching process”. Digital curriculum mapping tool, 

presented in [3], was created mainly to facilitate „processes of improving curriculum 

alignment and visibility of learning trajectories for teachers and students”. In this paper, 

the curriculum alignment is interpreted through the „dynamics” between the program 

structure and the student’s learning. The tool provides students, teachers and curriculum 

evaluators with a quick and easy insight into how and when the acquisition of certain 

curriculum skills and knowledge is planned. Moreover, the purpose of the created 

curriculum mapping tool is to enable teachers to better understand the curriculum and 

the position of the course they teach within a predefined learning trajectory. The 

developed digital mapping tool is especially important in the accreditation process, as it 

enables easy access to the content related to the visualized learning trajectory, providing 

information about thematic areas which the educational institutions consider important. 

In [4] the author analyzes the possibilities of electronic curriculum mapping system e-

CMS for organizing curriculum alignment initiatives. The proposed system can be 

applied to both internal and external alignments. The internal alignment refers to 

determining the compliance of the three elements of a course, teaching and learning 

activities, assessments, and objectives. The external alignment is used to check the 

consistency of the courses with one another. A research, shown in [5], presents 

constructive alignment with a cross-institutional study from two Australian universities. 

The paper emphasizes the importance of two approaches: the top-down institutional 

alignment implementation at one university and the bottom–up approach within the 

other. The top-down approach starts with a corporate strategy (higher education 

institution) and follows a series of sequential steps ending with individual student 

assessment learning items. The bottom–up approach implies the reverse direction. It can 

be seen from the cited literature that all analyzed papers and presented tools have in 

common the investigation of the curriculum alignment by determining the extent to 

which the teaching is synchronized with the predefined curriculum. They do not deal 

with the harmonization of curricula with external recommendations or other curricula. 

A number of papers in current literature [6-9] testifies to the suitability of using 

ontologies for curriculum representation. Ontologies ensure the presentation of the 

curricula so that they can be interpreted by machines. The authors in [8] state that the 

ontological representation of curricula provides easier curricula alignment. In [9], 

Electrical Engineering Curriculum was represented through ontologies. The preliminary 

research, by using the model of a semi-automated Academic Tutor, indicated that the 

formal representation of the curriculum's knowledge could be shared and reused in the 

field of education and engineering. The authors in [10] developed a new classroom 

teaching model driven by the curriculum ontology. It was used in the creation of a 

teaching plan and verified in the course of E -Commerce. Ref. [11] states that some of 

the benefits of using ontologies are: sharing common understanding of the information 

structure, „facilitating reuse of domain knowledge”, analyzing domain knowledge. A 

model of a semi-automatic build of the intelligent curricula based on the existing 
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educational resources in digital format (such as digital books, web/based tutorials or 

curricula), was proposed in [12]. 

Contemporary literature presents many ontology alignment systems that use 

numerous methods and techniques for ontology matching. Some of them are shown in 

[13-15].  

From the literature review, it can be concluded that there are a number of papers 

dealing with curriculum alignment, curriculum ontological representation and ontology 

alignment. However, to our knowledge, only curricula synchronization platform, 

presented in [16][17], is made on the basis of ontology alignment methods. The 

platform for the harmonization of teacher education curriculum software, presented in 

this paper, uses a different input ontological model compared to those presented in 

[16][17]. Also, the ontology matching process uses (new) algorithms adapted to the 

specificity of teacher education curriculum comparisons. This is especially true of 

terminological and taxonomic structural algorithms. 

3. Teachers’ Curricula Ontological Models 

The motivation for the development of the platform shown in this paper is to establish 

whether the graduates of informatics teacher preparation programs are competent to 

implement teaching in primary and secondary schools in accordance with contemporary 

international standards and recommendations. Therefore, the main upper class of the 

teachers’ ontological models is the Competence class. Different definitions of 

competence are summarized in [18]. From [18] it can be seen that competence almost 

always implies acquiring knowledge and skills. Thus, direct subclasses of the 

Competence class are Knowledge and Skills classes that are mutually connected via 

hasKnowledge/hasSkills object properties. According to the relevant literature [19-20] 

(revised) Bloom's taxonomy is particularly suitable for use in computer science field. 

Therefore, the Skills class is modelled based on cognitive domain of the Revised 

Bloom's taxonomy, i.e., the following classes: Evaluate, Create, Analyze, Apply, 

Remember-understand are subclasses of the Skills class.  

Computer Science Teachers Association (CSTA), the organization which promotes 

and supports CS teaching [21], suggests models for educating teachers relying upon the 

ACM model K12 curriculum of computer science. The paper suggests that any 

programme for preparing CS teachers must include the four main components: 

academic requirements in the field of computer science; academic requirements in the 

field of education; methodological (a methods course) and field experience; general 

pedagogical knowledge. National Council for Accreditation of Teacher Education 

(NCATE), the accreditation body in the USA for the accreditation of study programmes 

that educate future teachers, has developed (since 1990) a series of standards for 

preparing secondary CS teachers by promoting programmes based on K12 model 

curriculum. The proposal, shown in [22], lists knowledge and skills that CS teachers 

should have. 

A detailed insight into the CS (informatics) teachers’ curricula around the world 

(USA, Serbia, Israel, Estonia, Turkey, Austria, Germany, Scotland) as well as the 

analysis of reference CSTA/NCATE standards [21][22] and current literature [23] 

shows that informatics teacher curricula should cover the following content fields: 
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general knowledge, general educational and pedagogical knowledge, informatics 

domain knowledge, knowledge of teaching practice, knowledge of informatics teaching 

methods. These fields are mapped onto appropriate classes and are modelled as 

Knowledge subclasses (Fig. 1).  

 

Fig. 1. Upper hierarchical structure of the Knowledge_of_teaching_practice class 

The developed alignment software is applied in this work in order to compare 

ontological models of the reference to the selected curricula. NCATE/CSTA standards 

and curricula from different countries are mapped to the „reference” teacher education 

model. The study program for informatics and technology teachers is mapped to the 

“selected” teacher education model. The procedure of creating the Knowledge 

subclasses implied that the courses (or content fields) were mapped to direct subclasses 

of one of the five general knowledge areas (shown in fig. 1), while the topics contained 

in the courses were represented as lower subclasses. An additional description of the 

topics (usually shown in parentheses), if any, is mapped to the classes’ labels. Figure 1 

presents a part of the hierarchical structure of the 

Knowledge_of_Informatics_teaching_methods class in the selected curriculum model. 

The Skills class structure was created as follows: learning outcomes were classified 

based on the cognitive domain of the Revised Bloom’s taxonomy and represented by 

lower Skills subclasses. 

Chosen teacher education curricula model is based on the study program 

“Informatics and techniques in education” at the Technical faculty, Zrenjanin [24]. The 

method of mapping the curriculum into the ontological model is analogous to the 

procedure described in [17]. Also, the ontological models are given in owl format at 

[25]. 

4. Semantic Web Based Platform for Curricula Synchronization 

The developed software platform is based on ontology alignment that is, in this paper, 

interpreted as a „set of correspondences” [26] between two ontological models of 

teacher education curricula curricula     and   ). Object and datatype properties are 

predefined and the same in both ontologies, while instances are not included in the 

models. Therefore, the “set of correspondences” consists only of the classes’ pairs 

(   ,   ), similarity values (confidence degree - confi) between the classes and relations 
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among them (Equation 1). Possible relations between classes are: the superclass, the 

subclass and the equivalence. 

Alignment  1,  2   

 Ci1, Cj2,confi,relationi   

Ci1  1, Cj2  2,confi   ,1 ,  

relationi   , ,   

  (1) 

The presented ontology alignment system predicts “one to one” and “one to more” 

(1:N) relationships. This means that a set of classes from one ontology can be the 

subclasses of a class from the other ontology. The ontology alignment is done in several 

steps. In the first phase, terminological similarity is determined. Similarity matrix, 

obtained by applying terminological matcher, represents the input for all following 

matchers. In the second phase, ontological matching methods are applied to determine 

taxonomic structural similarity, relational similarity and one-to-many similarities, 

respectively. The results of the application of each matcher represent the input for the 

next. The developed software platform provides the user with a change of the results 

after all matching steps, apart from after the terminological one.  

A similarity matrix is created after each matching phase. It consists of the similarities 

of all possible the classes’ pairs of compared ontologies. The aim of using matchers is 

to establish “the best matched classes” i.e. to find the pairs of classes (for “1 to 1” 

relation) that are mostly alike (closest). 

A determination of the best matched classes from the similarity matrix as well as a 

detailed description of each matcher is given in the following sections. 

4.1. Determination of the Best Matched Classes 

The problem of matching is well studied in literature dealing with graph theory [27], 

according to which it is possible to apply several criteria for determining the best 

matched pairs: maximum cardinality, maximum total "weight" and "stable marriage" 

Matching has maximum cardinality if it has the largest number of mappings (paired 

fields); matching has a maximum total weight if the sum of the weights of its mapping 

is the greatest; a "stable marriage" requires that there are no such combinations of paired 

fields (x, y) and (x1, y1) so that x more "prefers" y1 than y and y1 "prefers" x more than 

x1. According to [27], Greedy's choice for the matching of entities with cardinality of 

1:1 can be considered as "monogamous" version of the "perfectionist egalitarian 

polygamy" selection metric which, according to the empirical results shown in [28] 

gives the best results in the matching scheme. In this paper, Greedy selection algorithm 

is used for determining the best classes’ pairs, because this method is frequently used in 

the ontology alignment systems like [29] and [30]. Also, authors in [31] state that, for 

example, a matching that maximizes the sum of the similarities of the selected pairs, is 

not an "optimal" solution for the problem of ontology alignment. As a reason for this 

claim, in [31] it is stated that the goal of an ontology alignment is to maximize the 

number of correct pairs and minimize the number of incorrect pairs. Therefore, in the 

context of ontology alignment consideration (assuming that the value of the similarity is 

directly related to the likelihood that the matching is true), selecting a pair with a high 

similarity (for example, over 90%) may be more correct than selecting two pairs with an 

average similarity value (50-60%). 
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The Greedy method [27], applied to a two-dimensional similarity matrix, may be 

described as follows [26]. 

1. Selecting a pair of entities em1    and en2     which has the highest similarity value 

of all entity pairs. 

2. "Removing" rows and columns containing em1 and en2 so that em1 cannot be paired 

with any ej2    , j ≠ n, and en2 cannot be paired with any ei1    , i ≠ m. 

3. Finding the greatest similarity between the remaining pairs of entities. 

4. Repeating the process until one value in the similarity matrix remains. 

In the system described in this paper, the obtained pairs of entities become the "best 

paired" if they are greater than the given threshold. Figure 2 shows an example of 

determining the paired entities by using the described method, with the threshold value 

of 0.5. 

 

Fig 2. Example of determining the best pairs from the 2D similarity matrix 

In the first step, the greatest possible similarity contained in the matrix is selected; 

that is, in the example from the image, 0.9, and the first pair of paired entities is: {e11, 

e12}. In the next step, the pair {e21, e12} will not be selected, although their similarity is 

0.85, since e12 has already been matched. The next greatest similarity among the 

remaining unpaired entities is, then, 0.8, therefore {e31, e22} is the next best matched 

pair. In the last step {e21, e32} are matched. 

4.2. Terminological Similarity 

Terminological similarity is determined using string and linguistic based method. String 

tokenization including string normalization methods (identification of numbers, special 

characters, blank spaces, uppercase to lowercase conversion, removing stop words etc.) 

precedes the establishing of string similarities. In this phase, strings contained in local 

names and class labels are taken into account. The English version of the WordNet 

lexical database is used for morphological linguistic normalization.  

The similarity of tokens contained in the local classes’ names is obtained using Lin's 

"information-theoretic" method [32] if both tokens are in the WordNet database. If at 

least one of the tokens is not in the WordNet dictionary, the similarity of the tokens is 

determined using the Jaro Winkler method [33], [34].     list, consisting of similarities 

of the "the best matched pairs" of tokens, is gained by applying the Greedy selection 

method to the matrix comprising the similarities of all tokens of the    class with all 

tokens of the     class. The total similarity of the local names for the two classes 

            is then calculated. A slightly different way is applied depending on 

whether the classes are subclasses of the Knowledge class or of the Skills class.  
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Skills subclasses represent skills/outcomes that are often described by free text. The 

difference in the number of words contained in the outcomes can significantly affect the 

different meaning of the outcome. Therefore, when calculating the similarity of the local 

names of the Skills subclasses, the number of tokens should be taken into account. Thus, 

sln Ci1, Cj2  is calculated as follows. 

sln Ci1, Cj2  
2   Sln i m

i o

 toki1    tokj2 
    tokik     of tokens in local name of Cik  

  m-dimension of Sln   Cikis Skills subclass    

 

(2) 

It can be seen from the above formula that the similarity between the classes, 

described with the different number of words (tokens), is reduced. 

On the other hand, for the Knowledge subclasses, which are usually described by a 

smaller number of tokens and which represent the names of topics/thematic areas, it has 

been experimentally shown that more accurate results are obtained if a different 

principle of calculating the similarity is applied. The principle of determining         

     of the Knowledge subclasses depends on the ratio of the difference in the number 

of tokens                     and the minimum number of tokens 

                    . If the difference in the number of tokens is not less than the 

minimum number of tokens, the above formula (2) is applied. Otherwise, the total 

similarity of the local names of the two classes              is obtained as the average 

value of the elements of the list     .  

The similarity of the classes’ labels             , and the similarity between the 

local name of the class of one ontology and the label of the class of the compared 

ontology                and, inversely,                is calculated in an analogous 

way. The total terminological similarity for classes                is: 

                                                                             (3) 

4.3. Taxonomic Structural Similarity 

Taxonomic structural similarity includes the following stages: the determination of a 

parent similarity, the determination of the similarities of leaf classes and the 

determination of similarities of leaf classes belonging to the unmatched classes’ 

structures. Since Skills part of the ontological hierarchy is less structured (classes 

representing a cognitive domain of Bloom taxonomy mostly have direct subclasses 

only), the taxonomic structural similarity is established only for the Knowledge 

subclasses. The classes in the upper classes’ structure that are the same in both 

ontologies (like: Knowledge, Competence, Informatics_domain_knowledge, 

General_knowledge, etc.) are not considered in obtaining the taxonomic structural 

similarity. 
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Parent Classes’ Similarity  

In the first step, only the parent classes (classes that have subclasses) are compared. 

Parent classes’ similarity is calculated based on the terminological similarity of the 

compared classes, the similarities of all superclasses (if they exist) and the similarities 

of all subclasses. Thereby, considered superclasses (parents) and subclasses (children) 

include direct and indirect classes in a parent/child relation. Thus, the similarity of the 

superclasses of the classes     and      
             is determined as follows 

/* Let     be a class of an ontology|          and         

if ∄   |         or ∄   |        
  

  then  

                                        
else 

     Let           ,            and            ,             
           for k = 1 to n  

                for l = 1 to m 

/* the values of the similarity of classes from the set 

                  with classes from                  become 
elements of matrix with n rows and m columns 

        matrix[k][l] =                  
/* By applying Greedy selection method on the matrix list 

 f  h  b        h d             ’            is obtained 

     = Greedy_Selection_Method (matrix)   

                 
        
 
   

 
, m = size of Ssup 

The similarity of the subclasses ssub(Ci1,  Cj2) is calculated in an analogous way [16]. 

The total similarity sparent Ci1, Cj2  of classes Ci1and Cj2is calculated as follows 

If     |         and     |          then 

                    
                    b                            

 
  

             h   ∄                ∄           
  
  

  h                                             .      
Otherwise, n=3 

else 

                     

The resulting similarity matrix Sparent contains calculated similarities between all 

Knowledge subclasses (not including predefined classes) from ontology   with all 

Knowledge subclasses of the    ontology. The best matched classes from Sparent are 

achieved using Greedy selection algorithm with the given threshold.  

Leaf Classes’ Similarity  

In the next phase, only the similarities of leaf classes are calculated. List (leaf) classes 

are classes that do not contain their own subclasses. The similarity values calculated by 

terminological matcher are allocated to the pairs of leaf classes if some of their parent 
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classes are matched by using previous matcher for determining parent similarity. If this 

is not the case, or if one of the compared classes has subclasses, their similarity is 

                  In this stage, leaf classes and classes that have only leaf subclasses are 

also considered (by using the same principle of assigning similarity values for leaf 

classes). The reason for extending the algorithm to these classes is the possibility that a 

topics/thematic area in one of the curricula is described in more detail with leaf 

subclasses, although it is equivalent to the compared leaf class. This exception is used 

for the superclass/subclass relations described in the 1:N algorithm.  

Unmatched Parents’ Leaf Classes’ Similarity 

The classes belonging to the “unmatched classes structure” take into account the last 

step of the calculation of taxonomic structural similarity. The motivation for the 

introduction of this algorithm is the possibility that related thematic areas are 

represented by a different number of classes’ structures but at the same hierarchical 

level. For example, thematic areas/courses related to the study of programming can be 

represented by two upper classes structure in one ontology (e.g. 

Programming_languages, Object_oriented_ programming), while in the other ontology 

related (or even the same) programming topics can be mapped onto subclasses of three 

or more upper classes’ structure (e.g. Programming_languages, 

Introduction_to_programming, Object_oriented_ programming). In this case, it is 

possible that some related (or even the same) topics are mapped onto subclasses that 

would not be matched since their superclasses are not paired by the parent 1:1 matcher.  

This algorithm uses disjoint property from the OWL (e.g. listed superclasses that 

represent programming concepts would not be signed as disjoint) in the following way 

[16]: 

/* Let     f be a list of matched classes obtained by a 

matcher that determines the similarity of the leaf 

classes of matched parents.  

/* Let the following apply: 

                              f,             ,               , 

              ,               
If     and     are unmatched leaf classes and ∄          
defined as disjoint classes and 

∄                              f,               ,                 
then 

 d                                
else 

 d                    f           

4.4. Relational Similarity 

The relational similarity is calculated only between the Skills subclasses as follows: if 

the compared classes     and     are connected via hasKnowledge object property to the 
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Knowledge subclasses that belong to paired classes structures (i.e. there is at least one 

pair of Knowledge subclasses                                             so that 

    is related to     and     to    ), then pair           gets a similarity value 

calculated by the terminological matcher.  

4.5. 1:N matcher 

1:N matcher pairs a class of one ontology with leaf classes of another ontology in 

“superclass/subclasss” relation, provided that the observed class of one ontology is 

matched with the parent class of the leaf classes of the other. It is based on the special 

case of the leaf matcher where a list class from one ontology and a class that has only 

leaf classes from another ontology are matched. The method for obtaining subclass 

relation can be described in the following way. 

/* Let      be a list of the matched classes calculated 

by a previous relational matcher  

If                 and                and ∄              then 

If ∄                                                             
                    then                

/*          f                      b         f  h       

      f                

Superclass relation is obtained in an analogous manner. 

4.6. Graphical User Interface 

The graphical user interface (GUI) of the developed software platform gives an 

overview of the ontologies’ hierarchical structure, the information about the classes and 

the matching results. The user can choose the input ontological models and the 

alignment level (the alignment of secondary school and teacher education curricula 

models or the alignment of teacher education curricula models). The system allows the 

user to enter the threshold value as well. 

The GUI shows the opened ontological models in a tree structure. The classes’ 

information is shown in the panels on the left side (Figure 3). The class’ information 

contain related comments (if they are entered), a label, an associated class (by 

hasKnowledge/hasSkill object property) and the class to which it is matched. The 

results’ statistics is shown in a separate tab (Figure 4).  



  Semantic Web Based Platform for the Harmonization of Teacher Education Curricula         239 

 

Fig. 3. A part of the classes’ structure of the teacher education curricula models. 

After the application of each matcher type, the tables display the matching results in 

the “Alignment output” tab (Figure 4). The tables contain paired classes, the relation 

type (superclass, subclass, equivalence) and the similarity value. When using a 

relational matcher, the table gets an additional column (“Bloom”) that reflects the 

consistency of the cognitive domain of Bloom's taxonomy. 

Since the local names of some classes (especially Skills subclasses) are the result of 

free text mapping (contained in learning outcomes), it was necessary to ensure that the 

system is semi-automatic. Hence, the GUI allows the user to improve system accuracy. 

Matching results can be changed in “ ntologies” tab (by using drop down menu) and 

“Alignment output” tab (by choosing the pairs of classes to be matched and by entering 

the similarity values as well as relation type). The equivalence relation is the only 

possible type of a relation for all matchers except for the last one. Therefore, the user 

can choose one of the following relations {= - equivalence,   - superclass,   - 

subclass} only after the application of the 1:N matcher. Manual interventions include 

the following possible actions: 

 Adding matched classes’ pair, 

 Replacing the class belonging to the matched pair with another class, 

 Changing the obtained similarity value for a pair of the matched classes, 

 Removing the classes’ pair that is not matched correctly, 

 Editing the threshold value. 
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Fig. 4. Statistical presentation of results. 

However, adding a matched pair of classes may include: 

 Adding a new pair          , where both classes are unmatched. 

 Adding a new classes’ pair          , where     or     has already been matched, i.e.: 

 {   ,    }  m≠i ∨  {   ,    }  k≠j. 

 Adding a new pair          , where both classes are matched, i.e.:  {   ,    }  m≠j 

∧  {   , Cj2}  k≠i. 

The type of a new relation and the type of the existing relations (for cases 2 and 3) 

with a class from another ontology are taken into account when creating new pairs of 

classes. Thus, for example, for the case 2: 

 if the user defines the relation of equivalence         , where  {   ,    }  k≠i then 

 the relation {   ,    } is deleted and a new pair           is established, since one 

class can participate in no more than one equivalence relation with a class of other 

ontology. 

5. Application of the Software Platform to the Ontological Models 

of the Teacher Education Curricula 

Figures 5 -7 show a part of the results obtained after applying the developed software 

system on the input informatics teacher education models. The column "Source class" 
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contains reference teacher education model’ classes, while the classes belonging to the 

chosen Informatics teacher education model are contained in the “Target class” column.   

5.1. The Application of the Algorithm for Calculating the Taxonomic 

Structural Similarity 

Figure 5 shows paired classes and similarity values obtained after applying all three 

phases of the taxonomic structural algorithm. The possible lower similarity values 

obtained when comparing the parent classes were taken into account in the experimental 

determination of the threshold value (70%). Thus, pairs of parent classes (shown in 

rows 11, 12, 14, 16, 17, 21, 23, 26, 31; Figure 5) have a similarity value below 85%, 

although they have a similar or identical local name. Such results can be considered as 

an expected consequence of calculating the similarity of the parent classes which 

includes the similarities of all subclasses and superclasses. There are also pairs of parent 

classes whose similarity value is higher, since they belong to very close hierarchical 

structures (rows 7, 8, 15, 24, 30, 33). It can be seen from Figure 5 that the classes 

related to the mathematical fields are matched with each other, although only an insight 

into the names of the classes does not indicate these results (rows 3, 28, 29). However, 

by looking at the hierarchical structure, it can be concluded that the matching is correct.  

When comparing leaf classes, the similarity value more significantly corresponds to 

the probability that the classes are correctly matched. This is indicated by the pairs of 

leaf classes shown in rows 6, 9, 13, 19, 20, 25, 32. However, correctly obtained pairs of 

leaf classes with slightly lower similarity values are possible (rows 2, 10). The pairs of 

classes contained in rows 5, 18 and 27 can be considered as incorrect results of the 

application of the taxonomic structural matcher. From Figure 4 it can be seen that the 

pairs of classes in rows 5 and 18 belong to paired class structures {Multimedia, 

Multimedia_systems} and {Human_Computer_Interaction, 

Interaction_human_computer}, respectively. These results are a consequence of the 

principle according to which the system searches, lexically, the closest pairs of classes 

(with a threshold of 70%) among the subclasses of paired parents. Figure 5 also shows 

pairs of classes (rows 1 and 4) obtained by applying the third phase of the taxonomic 

structural matcher, i.e. by searching the classes in unpaired and non-disjoint class 

structures. The influence of the classes’ label on the similarity value can be seen from 

the correctly obtained pair of classes given in row 22. After applying the taxonomic 

structural matcher, the percentage of the paired Knowledge subclasses of the reference 

model is 46.1%, while the percentage of pairing of the Knowledge subclasses of the 

selected model is 59.49%. 



242           Milinko Mandić 

 

Fig. 5. Part of the matched parent classes of the teacher education curricula. 

5.2. The Application of the Algorithm for Calculating the Relational Similarity 

The names of the Skills subclass represent the free text contained in learning outcomes. 

Therefore, the threshold value was experimentally set to a lower value than in the 

previous phase (55%). The "Bloom" column contains the T mark if the Skills subclass 

of the selected model corresponds to a higher level of the Bloom taxonomy cognitive 

domain than the corresponding subclass of the reference model. Conversely, the 

"Bloom" column is false. 

 

Fig. 6. Matched Skills subclasses of the curricula models. 
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Considering that the names of the Skills subclasses represent a free text and that the 

similarity value is performed using a terminological matcher (if some of the Knowledge 

classes' structures with which the Skills subclasses are associated are matched), 

matching accuracy is lower as expected. Thus the pairing results shown in rows 2, 3, 10 

and 19 can be considered incorrect. The obtained classes’ pairs, shown in rows 1, 4, 12, 

13, 15, 16, 17 and 18 (Figure 6), regardless of the fact that they represent different 

levels of the Revised Bloom taxonomy, can be considered as the correct result of 

matching. 

69.57% of the Skills subclasses of the selected model are matched after the 

application of the relational matcher, while the percentage of the matched Skills 

subclasses of the reference model is 38.83%.  

The unmatching of the Skills subclass is mainly a consequence of the unmatching of 

the Knowledge subclasses with which they are associated. Thus, classes like 

Implement_knowledge_representation_and_reasoning_system, Assess_possible_ 

applications_and_limitations_of_the_Artificial_Intelligence (associated with the 

unmatched parental class Artificial_intelligence), Discuss_intellectual_property, 

Analyze_the_practice_of_social_and_professional_responsible_informaticians 

(associated with the unmatched parental class Computer_ethics), etc. remain 

unmatched. 

5.3. The Application of the Algorithm for Calculating 1:N Similarity 

Figure 7 shows characteristic pairs of classes in a 1:N relation. Figure 7 shows an 

example of a superclass relation. The Management_in_education class of the reference 

curriculum model (described additionally by the "School management" label) has no 

further subclasses. It is paired with the Organization_school_work class of the selected 

curriculum model, and has become a superclass of all the Organization_school_work 

class’ subclasses. 

 

Fig. 7. Matched class in 1:N relations. 

5.4. Discussion of the Results 

After the application of all phases of ontological pairing, there are Knowledge and Skills 

classes that remain unmatched. The reasons for their unmatching can be classified into 

two basic categories. One is the lack of topics (thematic areas) and/or learning outcomes 

in the compared curricula. The second refers to the possible shortcomings of the applied 
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algorithms, which results in some classes corresponding to the equivalent 

knowledge/outcomes not being matched. From this it can be concluded that it is either 

necessary to improve the curricula so that they contain all the required knowledge and 

outcomes or it is necessary to improve the software platform so that it finds all pairs of 

classes that represent the same aspects of the compared curricula. 

Moreover, a part of the Knowledge subclasses remains unpaired as a consequence of 

the different levels of the description of certain thematic areas in the compared 

curricula. This especially refers to the pedagogical, didactic and mathematical courses 

of the selected teacher's curriculum from the Republic of Serbia, which contains a large 

number of topics (thematic areas). The unmatching of the classes representing these 

courses does not necessarily mean that they are not included in the compared 

(reference) curriculum, but may indicate that the same aspects of the curriculum are 

described by a different number of topics. The possible solution to this type of 

unmatching is twofold. One direction would be to improve the curriculum by describing 

the courses in more detail in accordance with the compared curriculum. Another 

solution is to upgrade the software platform so that algorithms that include “more to 

more” connections are implemented.   

The evaluation of the applied algorithms in our software platform was realized by 

comparison with test/reference results. Precision and recall are "the most common 

comparison criteria" [26]. These measures are based on a comparison of the expected 

and obtained results of the analyzed system. In the context of ontology matching, the 

alignment obtained from a system that is the subject of evaluation (A) is compared with 

the reference alignment (R). Precision P is the ratio of the number of correctly found 

correspondence and the total number of obtained correspondence. Recall R is the ratio 

of the number of correctly found correspondence and the total number of expected 

correspondence. It is stated in literature [26] that it is sometimes desirable to consider 

only one value as a result of comparing the system. However, the systems are often not 

"comparable" applying only precision or only recall. For example, a system having high 

recall may have a low precision and vice versa. Therefore, evaluation of the system for 

ontology alignment [35] usually entails the use of the F-measure that combines 

precision and recall. 

Analogous to [16][17], a team made up of educational experts evaluated the software 

platform. The expert team consisted of 4 university teachers (in the field of methods of 

teaching informatics), 2 employees in School Administration (Ministry of Education, 

Science and Technological Development) and 2 secondary school informatics teachers. 

The expert team determined the reference alignment (expected pairs of classes) for all 

possible curricula pairs, i.e. assessed the accuracy of the results obtained by applying 

the software platform. The process of defining a reference alignment consisted of two 

main steps. The first was a detailed analysis of the compared ontological models of the 

curricula done by the team of experts. After that, the expert team defined the reference 

alignment by finding pairs of classes that represent equivalent knowledge or skills 

(learning outcomes). In this case, with the exception of the superset/subset relation, one 

class can be in only one classes’ pair. Thus, the resulting reference alignment contains 

the exact set of classes‘ pairs that the software platform should ideally provide, 

according to the expert team. Also, the team of experts analyzed the obtained pairs of 

classes after applying the platform to the input ontological models. The aim was to 

determine the number of the correctly obtained pairs of classes as well as the total 
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number of obtained classes, i.e. to determine the values of the parameters needed for 

calculating precision, recall and f-measure. 

In this section the results obtained by comparing teacher education curricula are 

analyzed regarding the results obtained by comparing the secondary ACM K12 

curriculum model and the teacher education reference curriculum model [16], and 

regarding the results obtained by comparing secondary ACM K12 curriculum model 

and the chosen teacher education curriculum model [24] in the manner described in 

[17]. The values of precision, recall and F-measure for all three combinations of input 

ontological models are shown in Figure 8. Figure 9 shows the percentage of the 

matched Knowledge and Skills subclasses. 

 

Fig. 8. System evaluation for all three combinations of the ontological models 

The analysis shows that the values of precision (0.73), recall (0.84) and F-measure 

(0.78) are the highest when models of teacher education curricula are compared. 

Although this can be seen as an expected consequence of comparing the curricula of the 

same level of education, the results are satisfactory, especially as the largest number of 

classes was compared (ontological models of teacher education curricula individually 

contain significantly more classes than high school curriculum model).  

It can be noticed that in the first and third case (Figure 8) the higher values of recall 

than the values of the precision were obtained (in the second case the value of recall is 

close to the value of precision). These results (along with satisfactorily high precision 

value) are in accordance to the reference [36] where "highest priority" is given to the 

recall when the ontological matching is a semi-automatic process [16]. In [36], (p 630) 

states that “since the burden of deleting false identified pairs by a platform is minimal 

compared to the burden of traversing two heterogeneous ontologies that might include 

thousands of concepts and attributes and identify similar entities, recall is a much more 

important measure”. 
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Fig. 9. The percentage of matched classes for all three combinations of the ontological models 

From Figure 9 it can be observed that the percentage of the matched Knowledge 

subclasses of the secondary school model is lower when it is compared with the chosen 

teacher education curriculum model than when it is compared with the reference teacher 

education curriculum model. This could be explained by different taxonomical structure 

of the ontological curricula models (structurness of the chosen teacher education 

curriculum model is the lowest). That is especially true for “Connection between 

mathematics and computer science” topic [16], [17]. Still, a lower percentage of 

matching in the second case (Figure 9) primarily indicates that the chosen teacher 

education curriculum does not provide the study of thematic areas corresponding to the 

unmatched classes of the secondary model.  

The higher level of matching between the secondary model and the reference teacher 

education curriculum model is expected, since the reference model of the teacher 

education curriculum was created according to the recommendations of international 

accreditation bodies and the analysis of more than 20 national and international 

curricula. 

The percentages of the matched Knowledge subclasses are the lowest when teacher 

education curricula models are compared (third case in Figure 9). For such combination 

of input ontological models, a higher percentage of the matched Skills subclasses is 

obtained (compared to matched Knowledge subclasses). These results can be considered 

as a consequence of a large number of differently structured Knowledge subclasses 

when compared teacher education curricula models. Still, a large number of Knowledge 

subclasses is "correctly unmatched" (there are missing thematic areas/courses in the 

compared curricula). The percentages of the matched Knowledge and Skills subclasses 

of the reference model (the opposite case) are not shown in the table and are similar to 

the results of the matching of the chosen teacher education curriculum model. The 

results of the comparison of teacher education curricula models (section 5) are in 

accordance with the results of the comparison of the other combination of input 

ontological models. For example, when comparing the selected teacher education 

curriculum model and ACM K12 model, the system has shown that the concepts of 
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artificial intelligence are not taught in the selected teacher education curriculum in the 

Republic of Serbia. On the other hand, when comparing the ACM K12 model and the 

reference model of the teacher education curriculum [17], classes’ structures that 

correspond to these concepts are mutually matched. From these results it can be 

assumed that the correct result of comparing teacher education curricula models would 

be an unmatched class of the reference model representing the principles of artificial 

intelligence, which is obtained by the application of the software platform. 

6. Conclusions and Future Work 

The semi-automatic software platform presented in this paper contains modified 

ontological matching algorithms, which enables the comparison of ontological curricula 

models of the same level of education i.e. informatics teacher education curricula. The 

main contributions of this paper are threefold: 1) model of the selected informatics 

teacher education curriculum has been created 2) the part of matching algorithms, 

adapted to teacher education curricula models, has been developed 3) comprehensive 

evaluation of the software platform and curricula models has been conducted. The 

evaluation was realized by unifying and comparing the results obtained for all three 

combinations of input ontological models. The results indicate the lack of specific 

knowledge (representing pedagogical, didactic and mathematical thematic areas) and 

skills in the analyzed curricula, but also the different structure of the ontological 

models. Therefore, it is necessary to consider the improvement of the curricula as well 

as the introduction of new matching algorithms that would find equivalent class 

belonging to related hierarchical structures. Also, the values of precision, recall and f-

measure are lower when comparing curricula of different levels of education than when 

comparing teacher education curricula. Hence, in the case of matching secondary and 

teacher education models, the need for manual user interventions is greater, which can 

be considered as the expected result of the software platform application. Inversely, the 

matching of the Knowledge and Skills subclasses is greatest when comparing the 

secondary and teacher education curriculum (especially the reference model of teacher 

education curriculum).  

One of the directions of further research refers to the creation of an ontological 

model in such a way that it also contains other important aspects of the curriculum, such 

as assessment methods, learning goals, anticipated literature and the like. Also, it is 

necessary to explore the possibility of a semi-automatic mapping of informatics 

curricula to ontological models. Other directions of future research are related to the 

limitations of the software platform and the possibilities of improving its accuracy. This 

primarily refers to the applied matching algorithms. Thus, when comparing a series of 

words, either in the name of thematic areas (Knowledge subclasses) or in the name of 

learning outcomes (Skills subclasses), the terminological matcher does not take into 

account the nature of the domain (Computer science/Informatics) or the syntax of the 

language. The similarity of the classes’ name depends on the similarity of the separate 

words (tokens). For example, in the WordNet dictionary, the same word for computer 

science domain can have a completely different meaning. Thus, the word ontology 

(WordNet Search, version 3.1) is defined as "a rigorous and exhaustive organization of 

some knowledge domain that is usually hierarchical and contains all the relevant entities 
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and their relations" (for Computer science domain) or "the metaphysical study of the 

nature of being and existence" (in general). Therefore, it is necessary to consider 

improvements in the terminological matcher in some of the following ways: using the 

semantic domain of WordNet dictionaries, using external dictionaries, using external 

computer ontologies or using ACM computer classification. 

Since English can be seen as a de facto standard for international recommendations 

for Computer science curricula (ACM, CSTA) the software platform uses the English 

version of the WordNet dictionary and the ontological models are written in English. 

Therefore, another future research aim is to provide conditions for comparing 

ontological models in different languages (using the "Inter-Lingual Index" component 

of the WordNet dictionary) or comparing models whose classes’ names are in the same 

language. 

Also, future work will be focused on improving the system performance by applying 

the method for the initial rejection of classes that will not be considered. Also, it is 

necessary to investigate the accuracy of results with manual interventions of users in 

different stages of alignment. One more research aim is to map more curricula onto 

ontological models and to use the software platform to examine the accuracy of the 

results and the compliance of the curricula. 
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Abstract. One of the most important issues in multi-criteria decision making is 

the number of requited judgments decision-maker/analyst has to perform. This 

paper presents a comparison of the results obtained by standard analytic hierarchy 

process (AHP), limited AHP, and best-worst method (BWM) if the number of 

criteria is 6, 7, and 8. The examples show that BWM's results are comparable with 

the results if standard AHP is used, while the limited version of AHP is generally 

inferior to the other two methods. 

Keywords: analytic hierarchy process, best-worst method, criteria, comparison 

matrix size, number of judgments. 

1. Introduction 

Multi-criteria decision analysis (MCDA) is suitable for solving problems at different 

levels of complexity. Different sources and types of data (quantitative and qualitative; 

reliable and questionable; complete and incomplete, etc.) and the presence of conflicting 

elements (primarily criteria) influence the process of finding the final solution – 

decision. Multi-criteria decision-making methods (MCDMs) enable MCDA as a part of 

it and are broadly in use in diverse fields of science and practice. They combine 

knowledge and techniques of systems analysis, mathematics, computer science, social 

science, psychology, and many other disciplines in the complex world we live in. Most 

methods are considered heuristic because the rules they are based on are continuously 

subject to controversies among researchers. Namely, different methods may produce 

different results because of embedded different rules. Although the rules are usually 

clearly stated or intuitively respected there is not any proof that their application will 

lead to trustworthy output reflecting the judgment of decision-makers. MCDM methods 

perform differently in different environments such as individual and group context, 

availability or reliability of the information, quality and quantity of data, previous 

knowledge, expertise, and/or experience of the decision maker(s); and so forth. 

As recently reported in [1] ‘there are over a hundred MCDM methods, all aimed to 

simplify the problems and facilitate achieving optimal solutions’. The existence of a 

large number of methods may be seen as a strong point but also as a weakness because 

there is no absolute truth in any claim that a certain method is better than another for 

solving a given multi-criteria problem [2]. In several studies [3], [4], [5], [6], and [7] 
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there are comparisons between different methods regarding problem structures, 

consistency, the accuracy of final results, ability to provide accurate representations of 

preferences of the decision-makers and the ability to comprehend the uncertainty, 

effects of aggregation and normalization method, etc. The studies [8] and [9] 

summarized the advantages, disadvantages, and areas of applications of numerous 

MCDM methods. Based on a review of psycho-cognitive literature and comparative 

study of different MCDA methods, in [2] are presented framework guidelines for 

selecting the method. [10] proposed a taxonomy for making the selection based on the 

problem type. 

One of the most used general MCDM methods is the Analytic hierarchy process 

(AHP) developed by [11]. An analysis of collaboration evaluation in AHP research 

from 1982 to 2018 is presented in [12], where also some other surveys of the method 

and its wide applications can be found. Following the standard model, many different 

versions of AHP are developed in the next decades [13] but the axioms it follows have 

not been changed since it has been introduced in 1980. No significant changes in the 

methodology of its application happened meanwhile regarding hierarchization of the 

decision problem, preference measuring scales, manner of performing comparisons at 

all levels of hierarchy, and synthesis method to derive the final solution. Interpretation 

of output represented as cardinal information about priorities of decision elements at the 

bottom of the hierarchy (alternatives) versus heading element at the top of the hierarchy 

(goal) has not been changed, too. The determination of elements of the hierarchy is 

relatively objective and may depend on the degree of decision-making intervention 

(local, national or regional level). In most cases, the selected elements and factors of the 

decision matrix do not cover all possible criteria or all possible alternatives that may 

exist for only one goal. As it is reported in [14] ‘one of the most prominent features of 

AHP methodology is to evaluate quantitative as well as qualitative criteria and 

alternatives on the same preference scale’ so it is true to say that decision-makers need 

to be offered relatively simple methods to express their thoughts and preferences. 

Subjective decision makers’ opinions can be interpreted by choosing a number from the 

numerical scale with predetermined appropriate semantic meaning [15].  

Note that there are many modifications, versions, and optional uses of the AHP, 

which will not be discussed here, such as (1) Fuzzy AHP; (2) multiplicative AHP; (3) 

interval comparisons; (4) semi-empty comparison matrices; (5) individual versus group 

applications; or (6) hesitant AHP (AHP-H). The latest is proposed by [16] and it offers 

the decision-maker to give more than one opinion while making some judgments 

(pairwise comparisons). Instead of direct numerical expressions of judgments, linguistic 

preference relations are also in use. Discussion on the advantages and drawbacks of 

listed approaches, as well as on consistency measures and aggregation techniques in 

group decision-making frameworks, are out of scope in this work. Detail description of 

mentioned methods and techniques within ‘the AHP hemisphere’ can be found in rich 

literature and overviews in the subject area (e.g. [1], [17], [18], [19], [20], [21] [22], 

[23]). 

Following the discussion on possible drawbacks in the AHP method, recall that the 

only significant modification of the original model has been the introduction of an ideal 

mode of synthesis to resolve the problem of re-ordering original alternatives if one 

original alternative is copied and added to the original alternative set. The other 

modifications in the base model, which will be labeled from now on as standard AHP 
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(AHP-S) does not exist. Rather, there are some additions in the methodology of AHP 

application, two of them being of interest here:  

• Limited AHP (AHP-L), proposed by [24], for improving consistency of the 

decision-maker while using AHP-S; and  

• Best-worst method (BWM), developed by Rezaei [25], [26] for reducing the 

number of multiplicative preference relations. 

These two modifications tackle specific parts of the standard AHP method and do not 

change the structure or philosophy of the base method. They offer a relaxed 

environment to the decision-makers while they judge decision elements. Characteristics 

of AHP-L and BWM will be presented in the next section after the main characteristics 

of AHP-S are briefly described as preliminary information about the ‘comparisons 

framework’ created to analyze the application and output of all three methods for 

matrices of different sizes. Note that BWM is frequently treated as a different method 

from AHP, but in our opinion, it is only a very good modification of the judicial process 

and efficient addition to the original AHP methodology.  

In this study, the authors firstly extracted three criteria sets consisting of six, seven, 

and eight criteria from three different AHP applications in water resources, agriculture, 

and environmental management. Weights of criteria computed in reported studies are 

copied here and used for comparisons with the results of the other two aforementioned 

methods. 

The procedure labeled as Limited AHP (AHP-L) is performed by emptying three 

matrices and leaving in place only comparisons in the upper triangle next to the main 

diagonal. By strictly following the transition rule, remaining entries of matrices are 

filled with generated values and thus completely consistent matrices are created. 

Application of the eigenvector method on these matrices produced sets of criteria 

weights.  

The third applied method is the best-worst method (BWM) which is 

methodologically different from AHP in part of optimizing weights for all sets of 

criteria by using a lower number of judgments than AHP-S. 

The principal aim of the analysis of the results of the three methods is to demonstrate 

the sensitivity of solutions if different information (set of judgments) is available and to 

enable discussion of their opportunities in real-life multi-criteria decision making and 

AHP implementations. 

The paper is organized in the following way. Section 2 provides a brief description 

and preliminary knowledge about the methods and approaches used in this study. 

Section 3 presents the results of the study. Conclusions are given in the final Section 4 

followed by selected references. 

2. Methods  

2.1. Standard AHP (AHP-S) 

The core of the original AHP [11], usually considered as the standard version of this 

method, lies in presenting the problem as a hierarchy and comparing the hierarchical 
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elements in a pairwise manner by using Saaty’s 9-point scale (Table 1) to express the 

importance of one element over another, in regards to the element in the higher level. 

If n elements of one level of the hierarchy are compared regarding the element in the 

upper level, a comparison matrix (labeled also as multiplicative preference relation, 

MPR) has the following quadratic form: 
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Each matrix element aij is a subjective judgment provided by the decision-maker of 

the mutual importance of the two elements, i and j. If the decision-maker is fully 

consistent, then the transitive rule aijajk = aik should apply for all i, j, k in range 1 to n.     

Table 1. Saaty’s importance scale 

Definition Assigned value 

Equally important 1 

Weak importance  3 

Strong importance  5 

Demonstrated importance 7 

Absolute importance 9 

Intermediate values 2,4,6,8 

 

Under perfect consistency, aij is equal to: 

jiij
wwa /  (2) 

where wi and wj are the local weights of elements i and j regarding the element in the 

upper level. So, the weight’s vector w = (w1, w2, …, wn), which corresponds to the 

matrix (1), comprises the local weights of all the elements in the given hierarchy level 

regarding the element in the upper level. 

However, vector w is unknown, and the problem is that there is no such unique 

vector because of the well-known inconsistencies of the decision-maker or the 

limitations imposed by Saaty’s (or any other) scale. To measure the quality of the w 

vector, computed by any of the existing methods (e.g. [27], [1]), one can define several 

metrics and compare the original matrix A and corresponding matrix C:  
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A large number of elements in the hierarchy may not affect the level of congruence 

between matrices A and C due to the scale imperfections, insufficient knowledge about 

the decision problem of the decision-maker, etc. 

The differences between corresponding elements of the matrices (1) and (3) are 

usually treated as inconsistencies of the decision-maker. In [28] and [11] is 

recommended the Consistency Ratio (CR) as a measure of individual inconsistency and 

it is considered as a part of the standard version of the method. The defined threshold 

value of 0.1 (less than this is considered as consistent) is arbitrary.  

2.2. Limited AHP (AHP-L) 

The standard analytic hierarchy process (AHP-S) evaluates decision criteria and 

alternatives by setting all multiplicative preference relations between decision elements 

at all levels of the hierarchy, then calculates local weights of criteria vs. goal, 

alternatives vs. each criterion, and finally synthesize local weights to calculate the final 

weights of alternatives vs. goal. The weights are plausible if the comparison matrices 

are consistent or near consistent [29], [30], [24], [31]. Consistency and ways to measure 

it are a subject of many controversies among researchers regarding their definition, 

interpretation, and usage. In standard AHP, full consistency is achieved only if the 

elements aij of given local comparison matrix A satisfy transitivity and reciprocal rule 

given as aij=aik·akj and aji=aij
-1

 for all i, j and k, all ranging from 1 to n, where n is the 

size of a matrix A. For high-order matrices, say five and higher, the first rule is very 

difficult to reach and the inconsistency measurement is advisable. A good review of 

inconsistency measures is given in [32], while many aspects of their use can be found in 

rich literature (e.g. [33], [27], [34], [35], [36], [37]).  

In [24] it is presented an expert module, implemented in Visual Prolog to assist the 

user in the construction of a consistent or near consistent matrix. The module is aimed 

to help the decision-maker to intervene after each comparison if inconsistency appears 

in his/her judgment. The user is guided to improve consistency through a sequence of 

four steps. The leading idea in this procedure is to use only n-1 judgments of decision-

maker elicited at matrix diagonal adjacent to the principal diagonal where values ‘1’ are 

posted indicating all comparisons of decision elements with itself. Notice that the lower 

triangle of the matrix (as also in standard AHP) contains reciprocals of numbers in the 

upper triangle, symmetric to the main diagonal. 

To illustrate the procedure of obtaining a fully consistent matrix of size 5, suppose 

that decision-maker compared by importance paired elements C1 with C2, C2 with C3, 

C3 with C4, and C4 with C5 (Figure 1). Values highlighted in green are from the 

Saaty’s scale (1/9, 1/8, ..., 1/2, 1, 2, ..., 8, 9) offered to be used by the decision-maker.   
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 C1 C2 C3 C4 C5 

C1 1 1/2    

C2  1 1/4   

C3   1 3  

C4    1 1 

C5     1 

Fig. 1. Initial matrix required for the limited pairwise comparison method 

By using numerical values (green highlighted numbers) from a diagonal next to 

principal diagonal, calculation of elements in the upper triangle of matrix A can be 

performed by applying the transitive rule as follows: 

Row #1: a13=a12∙a23=(1/2)∙(1/4)=1/8; a14= a12∙a23∙a34=(1/2)∙(1/4)∙3=3/8; 

a15=a12∙a23∙a34∙a45=(1/2)∙(1/4)∙3∙1= 3/8 

Row #2: a24=a23 ∙a34=(1/4)∙3=3/4; a25=a24∙a45=3/4∙1=3/4 

Row #3: a35=a34∙a45=3∙1=3. 

 

 C1 C2 C3 C4 C5 

C1 1 1/2 1/8 3/8 3/8 

C2  1 1/4 3/4 ¾ 

C3   1 3 3 

C4    1 1 

C5     1 

Fig. 2. Generated fully consistent matrix (AHP-L) 

The resulting matrix in Fig. 2 (with reciprocals in its lower triangle, not shown) is 

fully consistent. Once calculated weights of elements C1-C5 by any of known 

prioritization methods (e.g. EV, AN, LLS, etc.), form priority vector of the matrix 

which can serve as a ‘reference vector’ to be targeted if any additional pairwise 

comparison is made by the decision-maker is available. That is, besides n-1 

comparisons, up to (n-1)(n-2)/2 more comparisons must be added until the matrix is 

filled up. In the given example, to four ‘green judgments’ (n-1=5-1=4), additional 6 

judgments have to add to the complete matrix as in standard AHP. The problem with 

this matrix is that although it is consistent, it is not real because it is not obtained by the 

decision-maker. Instead of n(n-1)/2=10 judgments, as in AHP-S, only half of it is real 

(made by the decision-maker) and the other half is generated. Besides that, a partly 

generated matrix is artificial, generated values may not belong to the scale used by the 

decision-maker; these values do not correspond to the semantics defined for values in 

the scale (see Table 1) and therefore are not justified. Finally, generated values may in 

some cases be out of scale.  

2.3. Best-worst method (BWM) 

Different from the basic idea of the AHP method where complete multiplicative 

preference relation is created by the decision-maker or analyst, the BWM executes the 
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reduced number of comparisons of decision elements at a given level of the problem 

hierarchy (usually at criteria level). Multiplicative preference relation is incomplete 

because only requested is the preference of the best criterion over all the criteria and the 

preference of all criteria over the worst criterion.  

Due to efficiency in reducing the number of required comparisons, the method 

received attention [38] and there are a quite number of reported studies on its use since 

the method has been originally proposed by Rezaei [25] as a non-linear model (4).  
 

                                   

s.t 

   
 

                  

                  

(4) 

Following the ideas introduced in [33], [26] presented the linear model in which 

instead of minimizing the maximum value among the set of  

                          minimization is performed over the maximums 

among the set of                        . The problem is now: 

 

                                 

 s.t.            

   
 

                  

                  

(5) 

 

and corresponding linear version of the model (5) can be defined as the model (6). 

 

       

s.t. 

                          

                           

   
 

                  

                  

(6) 

 

In models (5) and (6) ‘for all j’ means ‘for all compared elements’ in the set of 

decision elements, either criteria, sub-criteria, or alternatives; for instance, if there are n 

criteria, then ‘for all j’ means j = 1, 2, ..., n.  

Differently from the non-linear model (5) which may have multiple solutions, linear 

model (6) produces a unique solution: the optimal set of weights   
             , and   . 

Similar to Mikhailov’s model and his ‘natural measure of consistency’    [33] in the 

model (6)     with a value between 0 and 1, can be considered as an indicator of 

consistency demonstrated by the decision-maker. Obviously, the lower the value of this 

indicator, the higher the level of consistency. 

So far, there is no clear suggestion of what would be tolerance limit regarding the 

consistency if the linear version of BWM is applied. Reported researches are focused on 

searching for the new consistency ratio to replace the original consistency ratio  One 
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of the ongoing researches [39] is aimed at how to achieve a reflection of the consistency 

status of the input judgment instead of output results. 

The number of multiplicative preference relations in BWM is lower than in AHP-S. 

In the case of BWM, there are n-2 Best-to-Others comparisons, plus n-2 Others-to-

Worst comparisons, and one more Best-to-Worst comparison [25]. This gives a total of 

2n-3 comparisons, which is a lower value than n(n-1)/2 as in AHP-S. The difference 

between the numbers of required comparisons in the two methods rises with the size of 

the matrix. For instance, if the matrix size is 7, AHP-S requires 21 comparisons, 

whether this number in the case of BWM is only 11. 

A review of the most recent studies in the field indicates an extension of the BWM 

method with other techniques such as those belonging to fuzzy sets theory. For instance, 

BWM is used to derive the priorities from hesitant fuzzy preferences in uncertain 

situations such as its integration in a fuzzy environment [40], by using hesitant numbers 

[41], [42], or grey numbers [43], [44].  

3. Numerical Examples  

3.1. Brief Introduction to the Examples 

Several matrices are used to illustrate differences that appear if AHP-S, AHP-L, and 

BWM are used to determine the weights of decision elements. Matrices of sizes 6, 7, 

and 8 are taken from papers of the author team as published in peer-reviewed national 

and international journals. These matrices are created during real-life applications of the 

AHP-S method and then re-considered by the methods AHP-L and BWM. The 

following assumptions are adopted to unify conditions for comparing the results: 

1. In all cases, Saaty’s 9-point ration scale is used. 

2. To apply the limited version of AHP, an upper triangle of each original matrix 

(from standard AHP application) is emptied except entries adjacent to the main 

diagonal. This way, only part of original judgments is left at the original place to 

enable generating remaining entries which will make such a new matrix fully 

consistent. 

3. Prioritization method in AHP-S and AHP-L is performed by the eigenvector 

method. 

4. BWM rating of remaining decision elements versus best and worst is performed 

following preferences obtained in the original AHP-S application.   

Note that in real-life application decision-maker would be asked to fill diagonal in an 

empty matrix (if AHP-L is selected), to fill the upper triangle of the matrix (AHP-S), or 

to select the best and worst criterion and compare other criteria vs best and worst one 

(BWM). So, in each of the cases, the decision maker would express her/his judgments 

directly.   
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3.2. Example #1 – Matrix size 6 

The source paper [45] presents an evaluation methodology based on five different 

prioritization methods within the AHP-S framework. The methodology is aimed at 

identification of the best among four alternative dispositions of pumping stations within 

the canal network of the Danube-Tisza-Danube system in northern Serbia. The selection 

process is based on six economic and technological criteria as follows: C1 – economic 

parameters, C2 – reliability of operation, C3 – efficiency during flood events, C4 – 

conformity with water supply operational schemes and rules, C5 – adaptability to other 

infrastructural staging processes and C6 – technical controllability.  

The results obtained by three methods are as follows: 

Standard AHP 

The original matrix created by the decision-maker and weights of criteria derived by the 

EV method is presented in Table 2. The consistency ratio CR for this matrix is 0.089 

which is less than 0.1 considered as the maximum permitted value to declare that the 

derived vector of weights is consistent and can be declared as a decision. 

Table 2. AHP-S comparison matrix and weights of criteria     (Example #1) 

Criteria C1 C2 C3 C4 C5 C6 Weight Rank 

C1 1 1/5 1/3 1/3 1/5 1/5 0.042 6 

C2  1 3 2 3 3 0.341 1 

C3   1 2 1 1/2 0.146 4 

C4    1 1 3 0.170 2 

C5     1 2 0.164 3 

C6      1 0.136 5 
Consistency measure: CR = 0.089 (<0.100; satisfactory) 

Limited AHP 

If all entries of the original matrix (Table 2) are deleted and only elements in the 

diagonal adjacent to the main diagonal are left (see green-highlighted numbers), then by 

application of the transition rule all ‘emptied’ entries are generated and presented in 

Table 3. 

Table 3. AHP-L comparison matrix and derived weights of criteria     (Example #1)   

Criteria C1 C2 C3 C4 C5 C6 Weight Rank 

C1 1 1/5 3/5 6/5 6/5 12/5 0.103 3 

C2  1 3 6 6 12 0.513 1 

C3   1 2 2 4 0.171 2 

C4    1 1 2 0.085 4-5 

C5     1 2 0.085 4-5 

C6      1 0.043 6 
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A procedure for generating missing entries in the matrix of AHP-L was as 

follows: 

Row #1: a13= a12· a23=1/5·3=3/5; a14= a13·a34=3/5·2=6/5; a15= 

a14·a45=6/5·1=6/5; a16=a15· a56=6/5·2=12/5 

Row #2: a24=a23·a34=3·2=6; a25=a24·a45=6·1=6; a26=a25·a56=6·2=12  

Row #3: a35=a34·a45=2·1=2; a36=a35·a56=2·2=4  

Row #4: a46=a45·a56=1·2=2. 

The partly generated matrix in Table 3 is fully consistent. However, it contains 

entries that do not belong to the 9-point scale and therefore do not have the exact 

linguistic (semantic) meaning given in Table 1. For instance, the generated value of 

element a16 is 12/5=2.4 which determines preferences among criteria C1 and C6 as 

between scale value 2 with semantic meaning ‘C1 is slightly more important than C6’, 

and scale value 3 with semantic meaning ‘C1 is more important than C6’. It is difficult 

to differentiate preference between two criteria and to give a logical explanation for 

‘fine tuning’ of 0.4 between 2 and 3. 

The other point is that generated entry value may be outside the range of scale (1/9, 

1/8, ..., 1, 2, ...9). For instance, generated entry a26 is 12, a value higher than 9 which 

stands for absolute preference of one element over the other. Note also that value 12 

significantly differs from value 3 (C2 is strongly more important than C6), originally 

inserted by the decision-maker while using AHP-S. 

Needless to say, is that in this case, the consistency ratio CR is zero as a consequence 

of the full implementation of transition rules. 

BWM 

If pairwise comparison vectors for the best criterion C2 and worst criterion C6 are 

defined as presented in Table 4 (by using as a ‘direction of behavior’ original 

preferences from AHP-S application), then the LP problem for this setting is:  

 
      

s.t. 
           

           

           

           

           

           
           

           

           

           

                   . 

                    

(7) 

 

The solution to model (7) is as presented in the research paper [46] and reproduced in 

Table 5:                               ;              ;     
                        ;               ;            . 
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Table 4. BWM vectors for best and worst criterion                    (Example #1)   

Criteria C1 C2 C3 C4 C5 C6 

Best criterion:      C2 7 1 6 2 4 8 

Worst criterion:   C6 2 9 5 6 4 1 

Table 5. BWM solution                 (Example #1)  

Criteria Weight Rank 

C1 0.074 5 

C2 0.413 1 

C3 0.086 4 

C4 0.259 2 

C5 0.129 3 

C6 0.038 6 

 

Value  = 0.106 can be considered as satisfactory consistency of the process. Recall 

that the lower value (closer to zero)  means better consistency. 

Altogether (AHP-S, AHP-L, BWM) 

Table 6 summarizes the results obtained by three methods. 

Table 6. Summary of AHP-S, AHP-L, and BWM solutions             (Example #1)  

 

Criteria 

Standard AHP 

(AHP-S) 

Limited AHP 

(AHP-L) 

Best-Worst Method 

(BWM) 

Weight Rank Weight Rank Weight Rank 

C1 0.044 6 0.103 3 0.074 5 

C2 0.340 1 0.513 1 0.413 1 

C3 0.148 4 0.171 2 0.086 4 

C4 0.166 2 0.085 4-5 0.259 2 

C5 0.164 3 0.085 4-5 0.129 3 

C6 0.139 5 0.043 6 0.038 6 

 

Good agreement in the final ranking of criteria is between methods AHP-S and 

BWM, except on the two lowest positions. Recall that in the case of AHP-S there were 

n(n-1)/2 = (6·5)/2 =15 multiplicative preference relations, while in the case of BWM 

this number was 2n-3 =2·6-3=9. The reduction of the number of comparisons by 40% 

(9/15) is significant and the result is not that much different, at least regarding the 

ranking of criteria at the first four positions. Weights of the top-ranked criterion C1 

differ by 30% and for the second-ranked criterion C4 the difference is 56%; in both 

cases, higher values are obtained by the BWM. Weights for the third-ranked criterion 

C5 differ 27% and for the fourth-ranked criterion C3 weights differ by 82%; in the case 

of these two criteria higher values are obtained by the AHP-S. In AHP-L ranking of 

criteria is very different from the other two methods, except in the case of the top-

ranked criterion which is also C2. It's very high weight is obviously due to high values 
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of generated judgments a21=5, a24=6, a25=6, and a26=12, the last one even out of 9-point 

scale on its upper bound. 

Remark #1.1. Applied three methods expectedly produced different weights of 

criteria which are following differences in methods. Although in all cases the same 9-

point scale is used, the other prepositions are not followed in the same way. For 

instance, judgments in AHP-S and BWM are elicited from real decision-makers in two 

separate sessions, the second one (BWM) is undertaken several years after the first one 

(AHP-S) described in the source paper. 

Remark #1.2. Because the evaluation of criteria is essential in any decision-making 

process, different weights obtained by different methods may significantly moderate the 

next steps of the evaluation process, such as the synthesis of local weights of 

alternatives by multiplication with the weights of criteria. 

Remark #1.3. The number of real judgments in AHP-S is 15, in AHP-L only 5, and 

in BWM 9. The difference in information base used (number of real pairwise 

comparisons performed) for deriving weights is significant and richness of information 

is obviously on side of the first and third methods. In the case of AHP-L, it would be 

necessary to adjust the judgment of the decision-maker, for instance in an iterative way 

by the expert module proposed in [24]. However, this procedure we consider 

inappropriate, at least in the context we are analyzing here. 

3.3. Example #2 - Matrix Size 7 

In this source paper [47], a multi-criteria evaluation procedure is proposed for ranking 

five walnut cultivars selected in Serbia, Bulgaria, and France. Supported by AHP-S, the 

ranking process is settled with principal regard to nut characteristics of fruits. Eight 

criteria of different metrics are used for shaping and filtering two experts’ preferences 

of criteria and cultivars. Here we elaborate the multiplicative preference relations 

contained in the matrix for criteria as obtained by one of the experts, a professor in fruit 

production and recognized national expert in walnut’s and hazelnut’s selection 

standards. The set of criteria was as follows: C1 – kernel’s color, C2 – kernel’s portion, 

C3 – nut’s weight; C4 – the taste of the kernel, C5 – shell, C6 – storage, and C7 – trade 

value.  

Standard AHP 

Table 7. AHP-S comparison matrix and derived criteria weights          (Example #2)  

Criteria C1 C2 C3 C4 C5 C6 C7 Weight Rank 

C1 1 3 1 7 5 9 7 0.321 1-2 

C2  1 1/3 5 5 7 5 0.180 3 

C3   1 7 5 9 7 0.321 1-2 

C4    1 1 3 3 0.059 4 

C5     1 3 1 0.053 5 

C6      1 1/3 0.023 7 

C7       1 0.042 6 
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Consistency measure: CR = 0.047 (<0.100; satisfactory) 

 

The result obtained by the eigenvector prioritization method during standard AHP 

application is presented in Table 7. Consistency measure CR is at a very low value 

(CR=0.047), far below limit CR=0.01. Therefore, the vector of criteria weights can be 

considered as consistently derived. 

Limited AHP 

The results obtained by the eigenvector prioritization method during AHP-L application 

(with original judgments highlighted in green, and remaining judgments generated by 

the application of transition rule), are presented in Table 8. 

Table 8. AHP-L comparison matrix and derived criteria weights       (Example #2)   

Criteria C1 C2 C3 C4 C5 C6 C7 Weight Rank 

C1 1 3 1 7 7 21 7 0.356 1-2-3 

C2  1 1/3 7/3 7/3 7 7/3 0.119 4 

C3   1 7 7 21 7 0.356 1-2-3 

C4    1 1 3 1 0.051 5-6 

C5     1 3 1 0.051 5-6 

C6      1 1/3 0.017 7 

C7       1 0.356 1-2-3 

 

Row #1: a13=a12·a23=3·1/3=1; a14=a13·a34=1·7=7; a15=a14·a45=7·1=7; 

a16=a15·a56=7·3=21; a17=a16·a67=21·1/3=7  

Row #2: a24=a23·a34=1/3·7=7/3; a25=a24·a45=7/3·1=7/3; a26=a25·a56=7/3·3=7 

a27=a26·a67=7·1/3=7/3  

Row #3: a35=a34·a45=7·1=7; a36=a35·a56=7·3=21; a37=a36·a67=21·1/3=7  

Row #4: a46=a45·a56=1·3=3; a47=a46·a67=3·1/3=1  

Row #5: a57=a56·a67=3·1/3=1 

Like in the other examples, consistency measure CR, in this case, is also zero due to 

the implementation of transition rules. 

BWM 

Pairwise comparison vectors are defined as in Table 9.  

Table 9. BWM vectors for best and worst criterion                                (Example #2)  

 Criteria C1 C2 C3 C4 C5 C6 C7 

Best criterion*:    C1 1 3 1 7 5 9 7 

Worst criterion:   C6 9 4 8 3 2 1 2 

*Best could also be C3 
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The corresponding optimization model is: 
      

s.t. 
           

           

           

           

           

           

           

           

           

           

           

                       

                       

(8) 

 

The solution to this model is (Table 10):                            ;    
        ;                          ;            ;                
        . Value  = 0.068 is close to zero and the solution can be considered as 

satisfactory like in Example #1. 

Table 10. BWM solution                         (Example #2)  

Criteria Weight Rank 

C1 0.304 2 

C2 0.124 3 

C3 0.371 1 

C4 0.053 5 

C5 0.074 4 

C6 0.040 6 

C7 0.034 7 

Altogether (AHP-S, AHP-L, BWM) 

Table 11 summarizes the result obtained by the three methods. 

All methods are in relatively good agreement regarding the final ranking of criteria, 

especially on the top three positions. The sum of weights of the top three criteria C1, 

C2, and C3 is 0.822 in AHP-S, 0.831 in AHP-L, and in BWM this sum is 0.799. The 

difference in these sums between methods of up to 4% is not significant. The sum of 

weights of the remaining four criteria in all cases is small and the final AHP synthesis 

across all criteria should result in approximately the same order of walnut cultivars if 

weights obtained by the AHP-L or the BW methods are used instead of weights 

obtained by AHP-S. 

The results are interesting, especially from the standpoint of information available. In 

this example, AHP-S required n(n-1)/2=(7·6)/2=21 comparisons, whether in BWM this 

number was 2n-3=2·7-3=11; in case of AHP-L, only 7 comparisons were required, 

taken from the original matrix (highlighted entries above the main diagonal in Table 8). 
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Reduction in the number of comparisons in AHP-L and BWM concerning AHP-S by 

48% (11 vs. 21) and 67% (7 vs. 21) respectively, can be considered very significant 

while the result is not that much different regarding the ranking of decision elements. 

Table 11. Summary of AHP-S, AHP-L, and BWM solutions              (Example #2)  

Criteria 

Standard AHP 

(AHP-S) 

Limited AHP 

(AHP-L) 

Best-Worst Method 

(BWM) 

Weight  Rank Weight Rank Weight Rank 

C1 0.321 1-2 0.356 1-2 0.304 2 

C2 0.180 3 0.119 3 0.124 3 

C3 0.321 1-2 0.356 1-2 0.371 1 

C4 0.059 4 0.051 4-5-6 0.053 5 

C5 0.053 5 0.051 4-5-6 0.074 4 

C6 0.023 7 0.017 7 0.040 6 

C7 0.042 6 0.051 4-5-6 0.034 7 

 

Like in the previous example, applied methods produced different weights of criteria. 

This is a consequence of prevailing preferences given to criteria C1, C2, and C3 by the 

decision-maker. In the case of criteria C1 and C3, AHP-L in artificially achieving full 

consistency of the pairwise comparison matrix (by following transition rule) gives two 

times value 21 which significantly surpasses the highest value from the ration scale, that 

is 9 – defined for absolute preference. 

Remark #2.1: This example indicates possible insensitivity of ranking produced by 

fairly different methods. However, this is not the case if cardinal information is 

analyzed. The weights differ which is a clear consequence of the fact that in the case of 

AHP-S (real-life decision-making) the inconsistency index is CR=0.06 which is, 

although lower than tolerant value 0.10, still much higher than CR=0 in the case of 

AHP-L which generates fully consistent (but partly artificial) pairwise comparison 

matrix; the expression ‘partly’ relates to the fact that 6 comparisons above the main 

diagonal are real. Changes that might be produced if adjustments are implemented by 

the algorithm presented in [24] could make the comparison matrix more realistic, e.g. 

with entries corresponding to exact values from the ratio scale – to have semantic 

meanings. Adjustments are inherently unrealistic because there are many controversies 

regarding the issue of consistency, the readiness of decision-maker to accept corrections 

in his/her original judgments (as made in AHP-S), etc.  

Remark #2.2: At this point worth commenting is the minimum error = 0.0676502 

generated as the optimal value of the goal function by the LP program in the BWM. The 

structure of the LP program is such that  is a unique tolerant difference between linear 

relations of all weights and their corresponding judgments in the comparison matrix. 

The optimal value  in this example is not that high regarding size 7 of the matrix, and 

the set of weights can be considered as a sufficiently consistent solution. A conclusion 

might be that a low value of error may justify the decision to use BWM instead of 

AHP-S, or at least to either alternatively use the results of BWM only (once both 

methods are applied by the same decision-maker) or to combine the results from both 
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methods, for instance by their geometric aggregation. This approach might be 

interesting especially for matrices of higher order. 

3.4. Example #3 - Matrix size 8 

Source papers: (a) [48] and (b) [49]. 

The third example is taken from two most recently published papers related to group 

evaluation of the following set of eight criteria applicable in ranking by importance 

protected natural areas in Serbia, recognized as Ramsar areas [50]: C1 – protection of 

habitats, C2 – biodiversity, C3 – extreme water regime, C4 – purposes, C5 – location, 

C6 – tourism and education; C7 – water quality, and C8 – socio-cultural heritage. 

The results obtained by the three methods are presented in Tables 12-15. 

Standard AHP 

Table 12. AHP-S comparison matrix and derived criteria weights       (Example #3)   

Criteria C1 C2 C3 C4 C5 C6 C7 C8 Weight Rank 

C1 1 1/3 1/4 5 8 7 1/4 8 0.135 4 

C2  1 1/2 5 8 7 1/2 8 0.200 3 

C3   1 5 9 7 1 9 0.267 1-2 

C4    1 5 3 1/5 5 0.060 5 

C5     1 1/5 1/9 1 0.018 7-8 

C6      1 1/7 5 0.041 6 

C7       1 9 0.267 1-2 

C8        1 0.018 7-8 

Consistency measure: CR = 0.088 (<0.100; satisfactory) 

Limited AHP 

Table 13. AHP-L comparison matrix and derived criteria weights (Example #3) 

Criteria C1 C2 C3 C4 C5 C6 C7 C8 Weight Rank 

C1 1 1/3 1/6 5/6 25/6 25/30 25/210 225/210 0.046 6 

C2  1 1/2 5/2 25/2 25/10 25/70 225/70 0.137 3 

C3   1 5 25 5 5/7 45/7 0.273 2 

C4    1 5 1 1/7 9/7 0.055 4-5 

C5     1 1/5 1/35 9/35 0.011 8 

C6      1 1/7 9/7 0.055 4-5 

C7       1 9 0.382 1 

C8        1 0.042 7 
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Row #1: a13=a12·a23=1/3·1/2=1/6; a14=a13·a34=1/6·5=5/6; a15=a14·a45=5/6·5=25/6 

a16=a15·a56=25/6·1/5=25/30; a17=a16·a67=25/30·1/7=25/210;  

a18=a17·a78=25/210·9=225/210 

Row #2: a24=a23·a34=1/2·5=5/2; a25=a24·a45=5/2·5=25/2; 

a26=a25·a56=25/2·1/5=25/10; a27=a26·a67=25/10·1/7=25/70;  

a28=a27·a78=25/70·9=225/70 

Row #3: a35=a34·a45=5·5=25; a36=a35·a56=25·1/5=5; a37=a36·a67=5·1/7=5/7 

a38=a37·a78=5/7·9=45/7; 

Row #4: a46=a45·a56=5·1/5=1; a47=a46·a67=1·1/7=1/7; a48=a47·a78=1/7·9=9/7 

Row #5: a57=a56·a67=1/5·1/7=1/35; a58=a57·a78=1/35·9=9/35 

Row #6: a68=a67·a78=1/7·9=9/7 

 

BWM 

Pairwise comparison vectors are defined as in Table 14.   

Table 14. BWM vectors for best and worst criterion   (Example #3) 

Criteria C1 C2 C3 C4 C5 C6 C7 C8 

Best criterion: C7 4 4 2 6 8 7 1 7 

Worst criterion: C5 5 6 7 4 1 4 8 3 

The LP problem for this setting is: 
      

s.t. 
           
           
           
           
           
           
            
           
           
           
           
           
           

                          

                          

(9) 

 
and the solution is:                             ;             ;   

                                   ;             ;             ;         

                     ;            . 

In this example, value  = 0.086 is sufficiently close to zero and the solution of 

model (9) can be considered as satisfactorily consistent.  
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Altogether (AHP-S, AHP-L, BWM) 

Table 15 summarizes the result obtained by three methods. 

Table 15. Summary of AHP-S, AHP-L, and BWM solutions                     (Example #3)  

Criteria 

Standard AHP 

(AHP-S) 

Limited AHP 

(AHP-L) 

Best-Worst Method 

(BWM) 

Weight  Rank Weight Rank Weight Rank 

C1 0.135 4 0.046 6 0.107 3-4 

C2 0.188 3 0.137 3 0.107 3-4 

C3 0.262 1-2 0.273 2 0.215 2 

C4 0.066 5 0.055 4-5 0.072 5 

C5 0.020 7-8 0.011 8 0.032 8 

C6 0.048 6 0.055 4-5 0.061 6-7 

C7 0.262 1-2 0.382 1 0.344 1 

C8 0.020 7-8 0.042 7 0.061 6-7 

 

The methods are in relatively good agreement regarding the final ranking of criteria, 

especially on the top three positions. The sum of the weights of criteria C7, C3, and C2 

is 0.712 obtained by AHP-S. In the case of AHP-L, the sum is 0.792, and in BWM this 

sum is 0.666. The weights of the remaining five criteria derived by three methods are 

relatively small. As in the previous example, when the AHP-S synthesis of local 

weights of six Ramsar areas in the northern part of Serbia (known as the Vojvodina 

Province) across all criteria resulted in approximately the same order of Ramsar areas 

when the weights obtained by the AHP-L and the BW methods are used instead. In the 

decision processes of selecting the most important element of the hierarchy (alternative 

or criterion) these methodologies are suitable for use because the application of different 

methods shows the same best-ranked solution. 

Applied methods expectedly produced different weights of criteria as a result of the 

difference in methodologies used while creating a comparison matrix. Note that AHP-L 

and BWM give a significantly higher value than AHP-S for the first ranked criterion 

C7. This difference is almost 50% higher in the case of AHP-L versus AHP-S, and 31% 

in the case of BWM versus AHP-S.  

In this example, AHP-S required n(n-1)/2=(8·7)/2=28 multiplicative preference 

relations, BWM required 2n-3=2·8-3=13 relations, and in the case of AHP-L, only 8 

comparisons were required. Reduction in the number of comparisons used in AHP-L 

and BWM versus AHP-S by 54% and 71%, respectively, is furthermore significant 

while the result is not that much different regarding the ranking of top positioned 

criteria.   

In presented examples for prioritizing 6, 7, and 8 criteria number of required 

comparisons was different regarding the prioritization method used. In all cases AHP-L 

required a minimum number of comparisons, more comparisons were needed if BWM 

is used, and finally, the number of comparisons was largest for AHP-S. Table 16 and 

Fig. 3 illustrate this effect of enlarging the information base with the size of the matrix. 

Note that if a matrix is of size 9, the number of comparisons drops by more than a half, 
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actually near 60% if BWM is used instead of AHP-S. The number of comparisons does 

not significantly affect the final result because the best (e.g. top three) and the worst 

(e.g. last two) criteria will be obtained by using any method.  

The number of comparisons could depend on the individual preferences of 

decision-makers. Depending on whether the decision-maker feels, he/she can express 

his/her opinion (1) comparing all the criteria with each other as is the case by using 

AHP-S, or (2) expressing right at the beginning which is the best and which is the worst 

criterion creating further opinions and comparison of other criteria according to the 

best/worst criterion (case of BWM). 

Table 16. Relationships between methods AHP-S, AHP-L, and BWM regarding the number of 

comparisons required for different sizes of comparison matrices/compared elements 

Size of matrix/ 

Number of compared 

elements (n) 

Number of comparisons 
R 

BW/AHP-S = (4n-6)/(n
2
-n) 

AHP-S 

n(n-1)/2 

AHP-L 

n-1 

BWM 

2n-3 

2 1 1 1 1.00 

3 3 2 3 1.00 

4 6 3 5 0.83 

5 10 4 7 0.70 

6 15 5 9 0.60 

7 21 6 11 0.52 

8 28 7 13 0.46 

9 36 8 15 0.42 

 

Fig. 3. The number of comparisons required by methods AHP-S. AHP-L and BWM for different 

sizes of comparison matrices 

In the selection processes when the ranking of criteria or alternatives leads to the 

final choice(s) it would be desirable to choose a methodology for ranking according to 

the number of offered criteria and alternatives. For instance, if the size of the 

comparison matrix is up to 4 elements then the number of necessary comparisons is 
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similar regardless of which method was used (Cf. Table 16). When it comes to larger 

comparison matrices (the number of elements is larger than 5), it is desirable to choose a 

methodology that will quickly and efficiently show reliable and accurate results. 

Decision matrices with 8 or more criteria should be avoided in the real application of 

multi-criteria methods due to the proven high inconsistency of the process of 

comparison and evaluation of criteria. In that case, one should try to reduce the number 

of criteria or simplify problem hierarchies by dividing the criteria into sub-criteria 

(dividing one level into two or three new levels). This procedure requires a larger 

number of comparison matrices and thus a larger number of evaluations. In that case, 

the method should be chosen which requires a smaller number of comparisons. 

4. Conclusions 

The analytic hierarchy process (AHP) is one of the most used methods for supporting 

decision-making processes. It is intuitively correct because it follows the usual human 

intent to decompose problems into smaller parts and determine the importance of its 

elements by putting them into a hierarchical structure. Local evaluations are performed 

by pairwise comparisons of elements at a given level versus adjacent elements in the 

upper level. Following the prioritization process and deriving the local weights of 

compared elements at all levels of the hierarchy, synthesis of local weights produces the 

final result: priorities of decision elements (usually alternatives) at the bottom level of 

hierarchy regarding stated goal at the top of the hierarchy.  

The most common situation is that intermediate prioritization is performed for 

criteria set versus goal. The final result of AHP strongly depends on priorities obtained 

for criteria as decision elements of prime importance in making any decision. They are 

usually set at the first level of the hierarchy, positioned just below the goal as a global 

evaluation target to be met by the alternatives at the bottom level of the hierarchy. 

Priorities represented by weights of criteria play the most important role in achieving 

the goal because they moderate the remaining synthesis process, and therefore the 

prioritization method to be applied at this level is essential for the complete AHP 

application. 

While the AHP-S and AHP-L are matrix methods, the third used method in this study 

was BWM, a strictly linear programming (optimization) method. The methods use a 

different number of judgments made by the decision-maker about the mutual 

importance of criteria as decision elements. Because of differences in methodology and 

information availability (judgments used), as a consequence, all three methods produced 

different weights of criteria in all three studied cases with matrices of sizes 6, 7, and 8. 

Consistency of the prioritization process was in all analyzed cases satisfactory, of 

course except AHP-L where consistency is absolute due to partly artificial judgments 

generated by transition rules. Furthermore, the AHP-L method is very sensitive to each 

of the elements considered where n-1 long path presents extremal among spanning 

trees. 

Relatively large matrices are used to better contrast differences among the models’ 

outcomes. In the majority of cases it was evidenced that although corresponding 

weights of each criterion are different, the ranking of criteria is generally the same. 

Adopting only top-ranked criteria and ‘deleting’ the others may lead to more focused 
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manipulation of the decision-making process, especially in situations when group 

decisions should be made by reaching consensus or by applying some of the social 

choice (election) models. 

In all analyzed cases applied methods used the same ratio scale, that is Saaty’s scale 

with 17 discrete values from the set {1/9, 1/8, .... 1/2, 1, 2, .... 9}. Worth mentioning is 

that this scale is the only starting point in the AHP-L method because generated entries 

in the upper triangle of all analyzed matrices did not necessarily belong to this scale; in 

many cases generated entries are either within the scale range (1/9 - 9) but without clear 

semantic meaning, or outside the scale, again without meaning. Even in the case of this 

method, the results are similar to the results obtained by the other two methods, 

especially in ranking decision elements. Nevertheless, note that the mechanism used to 

create a matrix in AHP-L is dependent on the "seed aij" selected (the green highlighted 

cells), and it would be possible to use others but generate different results. 

This study concludes that if compared with complete information used by AHP-S, 

BWM produces a sufficiently good vector of weights, despite the reduced information it 

relies on. Its result is on a ‘safe side’ within the decision-making framework in a sense 

that compensation for the slightly less trustful result than this produced by AHP-S can 

be found in less effort decision-maker or analyst must put while making judgments. For 

instance, in the case of the matrix of size 5, BWM requires 7, while AHP-S requires 10 

judgments which is a reduction of 30%. In the case of the matrix of size 9, the 

corresponding number of judgments is 15 and 36, respectively, which is a reduction of 

58%, more than a double. The AHP-L is inferior to the other two used methods because 

it is not semantically realistic, although it is ’heading’ toward full consistency and 

relatively good results. Without fine-tuning to make generated entries in the comparison 

matrix to fit exact values from the scale (1/9 - 9), this method is not justified from a 

real-life usage standpoint. 

Regarding recommendation which method to use, it is hard to draw a general 

conclusion. One of the decisive issues could be who is involved in the evaluation and 

calculation process. The AHP-S method, which has been widely recognized in the 

scientific community for years, is more flexible in a manner that today there is ready-

made software that does not require background knowledge of mathematics and 

supplementary calculations, and it is suitable for wider use by expert groups. BWM is 

still a relatively new method for which there is no ready-made software and requires 

additional time and knowledge in the field of linear programming and the use of 

available mathematical software to calculate the mathematics of the method.  
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Abstract. Image segmentation is useful to extract valuable information for an ef-
ficient analysis on the region of interest. Mostly, the number of images generated
from a real life situation such as streaming video, is large and not ideal for tradi-
tional segmentation with machine learning algorithms. This is due to the following
factors (a) numerous image features (b) complex distribution of shapes, colors and
textures (c) imbalance data ratio of underlying classes (d) movements of the cam-
era, objects and (e) variations in luminance for site capture. So, we have proposed
an efficient deep learning model for image classification and the proof-of-concept
has been the case studied on gastrointestinal images for bleeding detection. The Ex-
plainable Artificial Intelligence (XAI) module has been utilised to reverse engineer
the test results for the impact of features on a given test dataset. The architecture is
generally applicable in other areas of image classification. The proposed method has
been compared with state-of-the-art including Logistic Regression, Support Vector
Machine, Artificial Neural Network and Random Forest. It has reported F1 score of
0.76 on the real world streaming dataset which is comparatively better than tradi-
tional methods.

Keywords: machine learning, explainable AI, image processing, medical images,
capsule endoscopy.

1. Introduction

Machine learning (ML) and artificial intelligence (AI) systems imitates the humans way
of learning by associating the cognitive ability and pattern recognition. AI systems are
quite complex and intend to mimic human intelligence and automatic learning; ML is
about automatic decision making and future predictions through given data distribution
and pattern recognition and without explicit coding. Image classification using ML for
commercial purposes is good but is still needs improvement in complex images such as
medical imaging including cancer cells, endoscopy, x-ray and MRI images. Thus human
capabilities and expertise is still superior in these fields as compared to ML.

ML models are flexible, efficient and well-generalized but they are opaque and ob-
scure to understand about how they work. Its power of reasoning is thus limited due to

⋆ This is an extended version of a conference paper [44]: Explaining Machine Learning-Based Classifications
of In-Vivo Gastral Images



278 Apoorva Singh et al.

inability to layout the road map of the decision making phenomenon in case of testing
dataset. Thus machine learning model must be able to give justification about the model
rationale which can be evaluated by experts to audit the decision making factors. There
should be a quantified phenomenon to see how the machine reasons for an outcome in
contrast to a human expert for potential conflicts and legal norms. Explainable artificial
intelligence (XAI) provides such a formal explanation by the model agnostic interpreta-
tion against action taken or decision made by ML model, given the test data and features
involved. Figure 1 shows the basic XAI framework with valid questions to be answered

Fig. 1. Basic motivation of explainable artificial intelligence (XAI) is to answer the four
questions. The inputs to XAI are the trained model and test dataset.

by the underlying ML model. They include questions like (a) What is the prediction (b)
What is the credibility of model (c) Conditions of model failure (d) How to correct errors
if any? Afterwards, it justifies the recommended decision through explanation interface.
Now the motivation question to consider is that why to use CNN, gastral images and XAI?

1. Actually, CNN imitates human brain to learn by automatic features extraction with
numerous layers and neurons as said by father of deep learning Professor Geoffrey
Hinton. Professor believed that neural networks are not stuff of science fiction or toil
in obscurity. Neural networks are simplified model of how the brain works [41].

2. Gastral images obtained from capsule endoscopy for example, are complex due to
movement of camera, organs, noise, compression for transmission. Thus if a model
can learn these obscure images then it would also work well on other real world
application involving similar constraints and assumptions.

3. XAI explains the test results in regards to feature proportions involved in training
just like a psychologist who explores the reasons behind humans’ way of thinking.
Otherwise the human mind is invincible to traverse for how it works and processes
information.
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1.1. Convolutional Neural Network (CNN)

Deep learning is a subdivision of machine learning involving neural networks that work
similarly to the human brain and are capable of learning from unstructured data such as
images [58]. The strength of deep learning is that the low-level features of an image (edges
or textures) are compared and connected to the higher-level features (shapes, objects)
automatically and autonomously by the model using enormous amount of training data.
It involves the hierarchy of concepts for information extraction in form of image features.
In traditional machine learning algorithms like SVM, Linear regression, Random Forest,
the features have to be extracted from the images manually, whereas in deep learning like
CNN, features are learned from the raw data automatically by the network [31].

A CNN is a feed-forward neural network that is used to identify the complicated fea-
tures in the dataset. It can devise and derive features from unprocessed data automatically
and can work on massive amounts of data. CNN performs remarkably good in the fields
of images-analysis, pattern-detection, edge-detection, image/object recognition, power-
ing vision in robots, for self-driving vehicles, etc. It also reduces computational burden
by offering the automatic feature extraction and briefly explained in the subsection below.
There are a variety to deep learning models available for CNN architecture. Similar to the
CNN model proposed by Jia et al. [37], each of the model CNN involved in the ensemble
has been comprised of eight-layers that involve three convolutional layers (C1-C3), two
fully-connected layers (FC1, FC2) and three pooling layers (MP1-MP3). In our execution,
rectified linear units (ReLUs) are used as the activation function in convolutional layers
(C1-C3) and the first fully-connected layer (FC1). Max-pooling is used in the pooling
layers (MP1-MP3) to detect the maximal activation over input patches. Lastly, the output
of the second fully-connected layer (FC2) consists of two neurons (bleeding and normal)
and can be activated by a soft-max regression function, which is defined as:

fθ(x
(i)) =


Q(y = 1|x(i); θ)
Q(y = 2|x(i); θ)

...
Q(y = M |x(i); θ)

 =
c

b
(1)

where

c =


exp(θ(1)⊤x(i))
exp(θ(2)⊤x(i))

...
exp(θ(M)⊤x(i)

 (2)

and

b =

M∑
k=1

exp(θ(k)⊤x(i)) (3)
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So

fθ(x
(i)) =

c

b
(4)

where x(i) ∈ ℜn are the input attributes with the corresponding labels y(i). M is the num-
ber of classes. The model parameters θ(1), θ(2), . . . , θ(K) ∈ ℜn are trained to minimize
the loss function:

L(θ) = −(1)

[
t∑

m=1

K∑
n=1

1
{
y(m) = n

}
log

exp(θ(n)⊤x(m))∑K
j=1 exp(θ

(j)⊤x(m))

]
(5)

where t denotes the size of the training set. Particularly, in the binary classification setting,
we have y(i) ∈ {0, 1} and K = 2. CNN derives the features from images automatically,
which results in a reduced computational burden and reducing the semantic gap between
humans way of perceiving and algorithmic approach. Image features are learned during
the training of the network on the image dataset. One more benefit of using CNN is that
only the number of filters and the filter size is required to be defined, whereas the values
of the filters are determined by CNN automatically during the training phase. Unlike most
of the other ML techniques, object detection in images is carried out by CNN regardless
of the location of the object to be recognized. Pooling feature of CNN also prevents over-
fitting of the network.

1.2. Explainable Artificial Intelligence

Explainable artificial intelligence is getting a lot of attention nowadays. Machine learn-
ing algorithms have been used for medical imaging but these models do not explain the
assessment they make. Humans cannot trust these models since they do not understand
the reason of their assessment. Although there is an increasing number of works on in-
terpretable and transparent machine learning algorithms, they are mostly intended for the
technical users. Explanations for the end-user have been neglected in many usable and
practical applications. Many researchers have applied the explainable framework to the
decisions made by model for understanding the actions performed by a machine. There
are many existing surveys for providing an entry point for learning key aspects for re-
search relating to XAI [6]. Anjomshoae et al. [10] gives the systematic literature review
for literature providing explanations about inter-agent explainability. The classification of
the problems relating to explanation and black box have been addressed in a survey con-
ducted by Guidotti et al. [32] which helped the researchers to find more useful proposals.
Machine learning models can be considered reliable after integration of explainability
feature for the expert analysis and retraining of the model. Contextual Importance and
Utility has a quite significance in explaining the machine learning models by giving the
rules for explanation [26]. Framling et al. provides the black box explanations for neural
networks with the help of contextual importance utility [25][27].



Explainable Information Retrieval using DL for Medical images 281

There are many methods used for providing the explanations for example; LIME
(Local Interpretable Model-Agnostic Explanations) [3], CIU (Contextual Importance and
Utility) [26], ELI5 [2], Skater [5], SHAP (SHapley Additive exPlanations) [4] etc. Most
of them are the extensions of LIME which is an original framework and approach being
proposed for model interpretation. These techniques provide model prediction explana-
tions with local interpretation, model prediction values with shape values, building inter-
pretable models with surrogate tree based models and much more. Contextual Importance
(CI) and Contextual Utility (CU) explains the prediction results without transforming the
model into an interpretable one. These are numerical values represented as visuals and
natural language form for presenting explanations for individual instances [26]. The CIU
has been used by Anjomshoae et al. [9] to explain the classification and prediction results
made by machine learning models for Iris dataset and Car Pricing dataset where the au-
thors have CIU for justifying the decisions made by the models. The prediction results are
explained by this method without being transformed into interpretable model. It yields the
explanations for linear as well as non linear models demonstrating the felexibility of the
method.

Fig. 2. The estimated incidence and prevalence of worldwide cancer cases [17], [49].
Most of them are related to gastrointestinal organs

1.3. Capsule Endoscopy

In Gastroenterology (GI), gastric cancer is the fifth most common cancer worldwide and
seventh most prevalent in accordance to the GLOBOCAN 2018 as shown in Figure 2.
In few states of India such as Tamil Nadu, Assam, Kerala, and Karnataka, the malignant
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Fig. 3. Sample video shots of GIngastrointestinal tract with bleeding symptoms. Capsule
endoscopy images collected from PSRI hospital, New Delhi -
www.psrihospital.com

tumors or cancers are most commonly present in the squamous cells of the esophageal
carcinoma section of the digestive tract [18]. For males, 10% of the total cancers is Col-
orectal cancer and that makes it the third most prevalent cancer in males with cases of
663,000 all over the world. Whereas, it is the other most frequent cancer in females with
cases of 570,000, which is 9.4% of the total cases globally [49], [17].

GI tract comprises of several organs such as digestive canal, throat or esophagus, liver,
duodenum, bile ducts, pancreas, gallbladder, small intestine, and large intestine, colon,
rectum. Gastroenterology also addresses the complications that may harm these organs in-
cluding polyps, ulcers, cancer, and esophageal reflux. Wireless capsule endoscopy (WCE)
technique was first introduced in year 2000 [36]. The small intestine is one of the com-
plex organs to diagnose and heal without conducting surgery. CE supports physicians to
see inside the regions of our body that are not readily reached with traditional endoscopy.
The video obtained by the pill-sized camera used in WCE is carefully observed by the
doctor for irregularities inside the digestive system. The manual review of WCE video is
not time-efficient, with an average reading time of 45–120 minutes approximately [21],
[?]. RAPID software is available with the PillCam kit to automatically detect the bleeding
frames out of all the frames from video captured by the camera. The efficiency obtained by
this software is not satisfactory [36], [22], [50]. It may also skip the frames with inactive
bleeding or frames with blood spots of very small sizes. As the results obtained by Pill-
Cam’s RAPID software algorithm are not efficient, there is a need for a better algorithm
to detect the anomalies in WCE frames [55].
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Our goal is to propose an automated soft-computing technique for the detection of
presumed frames that can have the appearance of bleeding. This may significantly lessen
the evaluation time while the ultimate judgment is still left to the endoscopy experts. The
paper has been organised as follows: next section 2 is about the contemporary literature
survey for research motivation and gaps; section 3 is the proposed methodology; section
4 is performance metrics; section 5 is about results of the case study; section 6 is about
conclusion and future directions.

2. Literature Review

This section studies the motivational state-of-art work done in the field of image seg-
mentation to detect plausible abnormalities like polyp, tumor, ulcer and bleeding. Table
1 gives the comparison of the existing machine learning approaches proposed for the
endoscopic bleeding detection whereas figure 4 gives the classification of the different
approaches used for the anomaly detection in the digestive tract. Most of the investigated
modern techniques based on this comparison have worked on the automated detection of
abnormalities seen in the GI Tract Endoscopy.

Table 1. State-of-the-art comparison for the bleeding detection in endoscopic images

Type Study Year Dataset Method Results
ML [48]

Obukhova
et al.

2019Bleeding frames in
KVASIR (open),
8000 images

Block-based
segmentation and
color characteris-
tics

95% accuracy

ML [53] Tuba
et al.

2019Bleeding framesinF.
Deeba, “Bleeding
images and corre-
sponding ground
truth of CE

Texture and color
features (HSI,
CIE ULBP),
GrowCut

0.85 Dice simi-
larity coefficient,
0.092 misclassifi-
cation error im-
ages, 50 images

ML [56] Jia et
al.

2018Bleeding frames
in 1000 WCE im-
ages from random
patients.

Superpixel-color
histogram, KNN

0.9922 accuracy

ML [30]Ghosh
et al.

2018Bleeding zones in
Kid: Koulaouzidis-
iakovidis database
for capsule

Semantic seg-
mentation,
SegNet, CNN

94.42% accuracy
Endoscopy, 335
images

ML [13] Bchir
et al.

2018Multiple bleeding
frames in Imag-
ing PillCam, 1275
frames

Fuzzy C-means
clustering, KNN

90.92% accuracy

ML [28]
Ghosh et
al.

2018Bleeding frames in
CE (Online), 2350
images

Color Histogram
of Block Statis-
tics

97.85% accuracy
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ML [52].
Sivaku-
mar et
al.

2018Bleeding frames Superpixel seg-
mentation, Semi-
Naı̈ve Bayesian
classifier

N/A

ML [29]
Ghosh et
al.

2017Bleeding frames
in The capsule
endoscopy web-
site (public), 2350
frames from 32 WCE
videos

Cluster based sta-
tistical feature ex-
traction

97.05% precision

CNN [33] Ha-
jabdollahi
et al.

2019Bleeding regionsinF.
Deeba, “leeding im-
ages and correspond-
ing ground truth of
CEimages

Multi-layer
perceptron, CNN

AUC-ROC 0.97,
DICE for CNN
0.869 for MLP =
0.831

CNN [38] Jia et
al.

2017Bleeding frames in
1500 WCE images

Handcrafted fea-
tures based CNN

F1 score 0.9285

CNN [37] Jia et
al.

2016Bleeding frames in
10,000 WCE images

Deep CNN with
SVM

Recall 99.2%, F1
Score 99.5%

Other [34] He et
al.

2018Hookworm frames in
West China Hospital,
440K images

CNNs (Edge
extraction and
Hookworm
classification
network)

88.5% accuracy

Other [54]
Vieira et
al.

2019Small bowel an-
gioectasiasinKID
(public), 27 images,
and PillCam, Miro-
Cam in Hospital of
Braga (Portugal),
300 frames

Maximum
a Posteriori,
Expectation-
Maximization

Sensitivity
96%, Speci-
ficity 94.08%,
Accuracy 95.58%

Other [7]
Alaskar et
al.

2019Ulcer in Dr.
Khoroo’sMedical
Clinic (Online avail-
able), 1875 images

AlexNet and
GoogleNet CNN

100% accuracy
with learning rate
0.0001

Other [12] Aoki
et al.

2019Erosions and Ul-
cer frames in The
University of Tokyo
Hospital, Japan,
15800 images

Deep CNN
with a Single
Shot Multibox
Detector

91.5% accuracy

Other [47]
Nawarathna
et al.

2019Mucosal abnormality
in MiroCam WCE
images

Filter bank,
local binary
patterns, Textons
histogram

Recall 92%,
Specificity 91.8%
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Other [42] Leen-
hardt et al.

2018GI Angiectasia dur-
ing small bowel in
6360 frames from
pre-med students

CNN-based
semantic seg-
mentation

Sensitivity 100%,
Specificity 96%

Other [23] Dia-
mantis et
al.

2019GI Abnormalities in
Endovis challenge,
10,000 images, and
KID, 2352 images

Look-Behind
Fully CNN
(LB-FCN)

AUC 93.5%

Other [14] Bil-
lah et
al.

2017Polyp frames in
Endoscopic Vision
Challenge, more than
14,000 images

Color wavelet,
CNN and SVM

Accuracy
98.34%, Sen-
sitivity 98.67%,
Specificity
98.23%

Other [20]
Deeba et
al.

2017Bleeding frames in
PillCam SB1 and
PillCam SB2, 8872
images

SVM ensemble
and exhaustive
feature selection

Accuracy 95%,
Specificity
95.3%, Sensitiv-
ity 94%

2.1. Machine Learning Techniques

Various machine learning techniques have been used for automation of the bleeding detec-
tion in WCE images. In [48], authors proposed a method for automatic feature extraction
and detection of bleeding in endoscopy images. The endoscopy images are segmented
using block-based segmentation. The local features are discovered using color character-
istics. Different algorithms are investigated in this approach to classify the bleeding and
non-bleeding images. The performance parameters are also calculated to test the effec-
tiveness of these algorithms. The accuracy obtained by the proposed approach is 95%. In
[53], this approach presented bleeding detection in WCE images based on region-based
feature extraction. This method extracts features from HSI and CIE color spaces. Authors
used a uniform library binary pattern to label each region. The secondary set of features
can be extracted from the grayscale image. Classification of regions is done by support
vector machine (SVM) into three categories, namely, non-bleeding region, bleeding re-
gion, and background. GrowCut algorithm is used for the concluding segmentation of CE
images.

Xing et al. [56] introduced a three-step algorithm for automated detection of bleeding
in endoscopy images. Authors have done Key-frame extraction and edge removal as the
first step of preprocessing. In the second step, they separated the bleeding images from
the dataset of all the frames using the KNN classifier, applying the concept of principle
color spectrum by utilizing the superpixel color histogram feature. In the last step, the
segmentation of bleeding regions from the various color spaces is executed by securing a
9-D color feature vector at the superpixel feature. The accuracy attained is 0.99.

The system proposed by [13], focused on identifying the multiple blood specks in the
several frames captured from the WCE video. To overcome the performance degradation
due to the small size of the region of interest, the authors suggested an unsupervised ML
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Fig. 4. Literature review organization
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technique. It breaks the principal classification query into many confined classification
queries. This technique cluster the training set using fuzzy C-means, then implement im-
provised KNN on the determined centers rather than the entire training dataset. Authors
have also analyzed the performance and results of the proposed algorithm as opposed to
the typical KNN and SVM.

In the paper [52], Naive Bayes classifier and superpixel segmentation are used for au-
tomated obscure bleeding disclosure in WCE video dataset. They used the color histogram
for region discovery and feature extraction. In the final step, they adopted an improvised
semi naive bayesian classifier. In [28], authors have classified bleeding and non-bleeding
frames in wireless CE images utilizing color histogram of block statistics. Local feature
extraction is done using a WCE image block, preferably of an individual pixel. For the
contrasting color panels of RGB color space, index values are defined. So, the authors
used index values to extract the color histogram. Color histogram is useful in securing
distinct color texture characteristics. Feature reduction using color histogram and prin-
cipal component analysis is adopted to decrease the dimension of these local features.
Extracted local features that do not result in any computational strain provides the blocks
with bleeding regions. Authors used a public dataset of 2350 images that renders 97.85%
accuracy.

In [29], authors have worked on the system that distinguishes the bleeding images
and regions from the WCE dataset. WCE images are preprocessed to convert into a color
space defined by green to red pixel-ratio. These transformed images are used to obtain
various analytical features from the overlying spatial blocks. These various blocks are then
clustered into two clusters using K-means based clustering (unsupervised). These clusters
are used to obtain cluster-based features. These features combined into a global feature is
used along with differential cluster-based features to detect blood zone frames using an
SVM (supervised learning classifier). The proposed system achieved 97% precision.

2.2. CNN based segmentation techniques

Many authors have proposed CNN based methods for WCE bleeding detection mech-
anisms. Authors proposed a way in [30] for detection of bleeding regions in CE images
employing a semantic segmentation based on deep neural network, called SegNet. CNN is
trained using the successive layers of SegNet. Bleeding regions are detected in CE images
by segmenting the test images on the trained CNN. The efficiency achieved is 94.42%.
In [33], authors advised a simplified neural network (NN) for the detection of bleeding
frames by performing automatic bleeding regions segmentation on the CE dataset. Fitting
color channels are chosen as inputs to the neural network. An multi-layer perceptrons
and CNN are applied to conduct image classification individually. They decreased the
number of computational operations. The performance of the recommended systems is
assessed using the DICE score. The area under the receiver operating curve (AUC-ROC)
is 0.97. Due to significantly fewer computations, CNN is proved to be more beneficial
than multi-layer perceptron.

Authors in the paper [37] presented a high-level detection system for the bleeding
frames in the WCE image dataset. This system is implemented using a deep CNN that
detects both active and inactive frames. Authors have designed CNN to have 8 layers.
The network composes 3 convolutional layers, 3 pooling layers, and two fully connected
layers. The ReLU or the rectifier function is implemented at the convolutional layers and



288 Apoorva Singh et al.

the first FC layer to increase non-linearity in the network. Images are made of different
objects that are not linear to each other. Without applying this activation function, the
image classification is treated as a linear problem, while it is in actual a non-linear one.
Pooling layers implement Max-Pooling to preserve the main features while also reducing
the size of the image. This helps reduce overfitting. One of the main causes for the over-
fitting to occur is that too much information fed into CNN. Especially if that information
is not relevant in classifying the image. SVM is more beneficial in the case where the user
wants to depreciate the entropy loss for prediction. So, CNN is devised by substituting
the SoftMax regression function at the secondary FC layer with an SVM classifier. But
this proposed system resulted in complex computations and required a large dataset of
designated images for training the CNN. So, the authors presented a way in the paper
[38] that implements the deep-learning technique of CNN with handcrafted features that
are obtained using a k-means clustering technique. This model is focused on detection of
frames with active and inactive bleeding. This approach reduces the computational cost
incurred in the training of CNN.

2.3. Other techniques

Authors in [47] have worked on a computerized way of finding abnormalities in the en-
doscopy images. These abnormalities can be erosion, erythema, ulcerations, polyp, bleed-
ing, etc. This proposed method examines images for varied textures so that, it can differ-
entiate abnormal images from the normal ones effectively. The distribution of different
textures in an endoscopy image can be captured using a textons histogram. It is done
by applying a FB (filter bank) and LBP (local binary patterns). This proposed approach
gives 92% recall and 91.8% specificity on WCE images. In [40], authors have worked
on a computer-aided system that uses various approaches to detect the abnormalities in
the images obtained from CE. Authors have employed CNN, region recommendation,
transfer learning. In the first step, they have used a CascadeProposal to recommend high-
recall regions and abnormal frames. In the second step, the authors used a multi-regional
combination technique to detect the regions of interest and have also operated a salient re-
gion segmentation approach to catch certain region spots. For object boundary filtration,
a dense-region fusion algorithm is applied. And lastly, to increase the efficiency of the
proposed model, transfer learning tactics are exercised in CNN.

Authors of [23] presented a computer-aided look-behind fully CNN (LB-FCN) al-
gorithm to automatically catch the anomalies in CE images. It uses blocks of parallel
convolutional layers with varied filter dimensions to derive the multi-scale features from
WCE images. All the LB linked features are combined with the features deduced from
prior layers. As LB-FCN has fewer free parameter as compared to conventional CNN, it
makes it much easier to train the network on smaller datasets. The AUC performance of
LB-FCN achieved is 93.5%. In [20], they have aimed at reducing the analysis time of the
WCE video frames by presenting a computer-aided approach that automatically identi-
fies the abnormal frames. They have worked on an ensemble of two SVMs that are based
on HSV and RGB color spectrums. Feature selection and parameter tuning are done by
using a nested cross-validation approach. For the betterment of performance, exhaustive
analysis is carried out to decide the best feature sets. The dataset used comprises of 8872
WCE frames. This fusion system renders an accuracy of 95%, specificity of 95.3% and
sensitivity of 94%. A CNN is suggested in [42] for the GI angioectasia detection during
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small bowel in CE images. Local features are extracted through deep feature extraction
using an approach of segmentation of images based on semantics. Authors created a se-
mantic segmentation-based CNN for classification of GI angioectasias. The sensitivity
and specificity achieved is 100% and 96% respectively.

The work done in [54] aims for an automated way for the detection of angioectasias
in WCE image dataset. This approach depends on the automatic separation of a region
of importance. That region is chosen by applying a module for the task of image seg-
mentation based on the approach of Maximum a Posteriori where a new hastened variant
of the Expectation-Maximization is also advised. This proposed method attained sensi-
tivity and specificity values of 96% and 94.08% respectively with 95.58% accuracy in a
database comprising 800 WCE frames designated by two gastroenterologists. In this pa-
per [7], they have conducted ulcer and lesion detection and classification in WCE dataset
employing two pre-trained CNN, GoogleNet and AlexNet. These two networks perform
object classification to obtain ulcer and non-ulcer frames. Due to a huge number of layers
in GoogleNet, AlexNet resulted in double the efficiency of GoogleNet for training. The
efficiency of both networks is enhanced by tuning the parameters. It is also found in this
study that higher the learning rate of the network, higher is the resulting accuracy. The
learning rate of 0.0001 renders adequate results for both the networks.

AlexNet attained 100% accuracy with the rate of 0.001. Authors in [12] trained a
deep CNN to distinguish ulcers and erosions in small bowel CE images automatically.
This CNN is based on an single shot multiBox detector that holds 16 layers. The CNN is
trained using SSD on the 5,360 images. For the testing phase, 10,440 WCE images are fed
to CNN, out of which, 440 are of erosions or ulcers. This system renders an accuracy of
91.5%. Whereas, in the paper [14], they have focused on decreasing the misidentification
rate for a polyp in CE images. This will support the professionals in finding the most sig-
nificant regions to pay consideration. Features are deduced using color wavelet and CNN.
These extracted features are then fed to a train an SVM. SVM will classify the CE frames
into the polyp region and normal frames classes. They achieved 98.34% accuracy. The
study performed by [34] has focused on detecting a hookworm abnormality in wireless
capsule endoscopy images. They have adopted the deep learning algorithm to recognize
the tube-like pattern of hookworm. For the better activity of the classification, two neural
networks are employed, edge extraction CNN and hookworm classification CNN. Both
the CNNs are seamlessly integrated into the recommended system to evade edge feature
caching. The edge extraction CNN provides the tubular regions and the hookworm CNN
gives the feature maps. Both the results are integrated into the pooling layers to produce
an intensified feature map accentuating tubular region and achieved 88.5% accuracy.

Our research concentrates on the automatic bleeding detection in capsule endoscopy
videos using a convolutional neural network. Literature review organization in terms of
techniques has been shown in Figure 4 while highlighting the CNN based approaches.
CNN is fast, efficient, and it needs limited preprocessing of the images [23], [7], [12]. We
have used CNN in the proposed method for the detection of the bleeding frames in WCE
images along with explanation of test results and the impact of involved features.
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3. Methodology

A computerized system for bleeding detection in WCE images is proposed to catch the
presence of a threat in the digestive tract that caused the bleeding. A dataset of WCE
videos with frames holding both bleeding and non-bleeding frames is collected (from
PSRI hospital, New Delhi) and used for the proposed approach.

3.1. Proposed classification approach

The basic layout of the proposed methodology is shown in Figure 5. It shows preprocess-
ing, denoising and image learning. The obtained WCE video dataset is fed to the VLC
software to extract images. Figure 3 shows the snapshot of the extracted image dataset.
The number of WCE images extracted for the dataset is 2,621 with 505 bleeding and
2,116 normal frames. All the images extracted are resized consistently to prepare them
for the proposed model. High-resolution images involve more computations and higher
memory specifications. If the input is a scaled-down variant of the bigger images, then
determining key features in the initial layers will be easier for the network. So, we have
resized our WCE images to a size of 100×100 pixels for a scaled-down CNN. Stationary
Discrete Wavelet Transform tool in MATLAB (SWT) is used as a de-noising algorithm
to smoothen the images, remove noise/artifacts and undesired distortions present in the
images. Processed images are then fed to the convolutional neural network (CNN). The
complexity of the model depends upon the complexity of the data. We can start by adding
only one hidden layer in the network with neurons and then check the quality of trained
network using cross-validation. Subsequently, deepen the network by adding more layers
and neurons until the validation becomes stable. CNN works by automatically extract-
ing features from the image using the training set of WCE images. CNN parameters and
options are tuned to obtain better performance on the empirical trail basis. The methods
for tuning the options of the CNN is discussed later in this section in detail. The trained
network is applied to the test set of images for classification for comparative analysis. The
accuracy, sensitivity, and specificity of the network are measured from confusion matrix
and precision-recall graph curve is also plotted. Performance of the proposed model is
compared with traditional machine learning methods such as Linear classifier, Support
Vector Machines (SVM), Artificial Neural Networks (ANN) and Random Forest (RF)
algorithms.

Dataset preparation The WCE dataset used in this research is collected from Pushpawati
Singhania Research Institute, (PSRI) Delhi, India of gastroenterology through a known
gastroenterologist. A set of 2,621 WCE images is extracted from the video using VLC
software at a rate of 2 frames per second. This dataset comprises of 505 bleeding frames
and 2,116 normal frames. For video to image sampling using the VLC software, one
can set the properties like image dimensions, bit depth, frame extraction rate, etc. in the
preferences tab of the VLC software. The WCE images have color homogeneity problem
as the color to be detected has a wide range of shades. The blood shade may fluctuate
extensively from bright red to deep red, brownish, also containing redness of the normal
skin tissues.
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Fig. 5. Pipeline of the proposed technique
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Fig. 6. (a) Input image (b) De-noised image

Pre-processing After acquiring the WCE image dataset, image preprocessing steps are
done to enhance the performance of the network model to which the processed images are
being fed. Pre-processing steps of image processing techniques are applied to the acquired
image dataset for getting enhanced images to contrast the binary classification. The steps
for preprocessing are as follows.

The first step of the pre-processing is to resize all the images to the a specific size for
example 100×100. Deep learning network need consistent sizes and optimal size images
for efficient and faster performance. High-resolution images involve more computations
and higher memory specifications. If the input is a scaled down variant of the bigger
images, then determining key features in the initial layers will be easier for the network
[15].

De-noising using SWT We have implemented stationary wavelet transform (SWT) for
noise removal and examine the statistically non-predictable signals, particularly at the re-
gion of discontinuities [45]. Since images have discontinuities at the edges, they can be
presented spatially in a multi-resolution manner by using the SWT technique [8]. SWT is
a wavelet transform that is used to transform signals or images to derive valuable informa-
tion for the analysis as well as saves the computational cost and reduce required memory
space. As we are working with medical images, the loss in information can adversely af-
fect the result. SWT de-noising requires decomposition, level thresholding, and inverse
transforming for reconstructing the image. For the step of decomposition, SWT algorithm
decomposes an image into coefficients to get details about the image like contrast, corre-
lation, energy, homogeneity, entropy, etc. It is done by a choosing a specific wavelet for
image decomposition such as Haar, Daubechies, SymN, etc.

We have chosen Daubechies for our work by experimental analysi and also suggested
by [11] for the image decomposition and de-noising. Daubechies wavelet being an or-
thogonal wavelet does not unnecessarily color the white noise, preserves the energy and
relatively offer longer support [46]. The SWT decomposition of the image results into
four sub-images to get the coefficients. These sub-images are obtained by applying ver-
tical and horizontal filters that are low-pass filter (LPF) and high-pass filter (HPF). The
resultant four sub-images of varying contrast, orientations, sharpness, and resolutions are
called as approximations (average components) and detail components (horizontal, ver-
tical and diagonal). After de-noising the images with these threshold limits, we apply an
inverse transform to reconstruct the original image from the sub-images but without noise.
The reconstruction is the reversed course of decomposition and known as inverse wavelet
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transform. Figure 6 shows the smoothing effect by the SWT denoising which is easier for
the CNN to perform binary classification.

Classification using CNN Classification of frames into bleeding and non-bleeding cate-
gory is done by employing a convolutional neural network (CNN). De-noised images are
fed into ConvNet (CNN) for detection of the bleeding in the processed set of images.

1. Defining the CNN architecture: ConvNet takes in images as three-dimensional
objects. Neurons in the layers of CNN are organized in 3 dimensions: width, height,
depth. Depth is same as number of color channels in the input image. Determining the
optimal number of hidden layers and neurons that are incorporated into the network
is a crucial part. Underfitting arises as a result of using too few neurons in the layers
to sufficiently recognize the signals in a complex data set, whereas using too many
neurons can give rise to time complexity and overfitting issues. Overfitting happens
when the network has excessive data processing capability such that the confined
amount of data comprised in the training set is not sufficient to train all of the neurons
in the hidden layers.
Another issue that can arise is the increased time taken to train the network with an
overly huge number of neurons in the layers. Some adjustment needs to be made be-
tween an abundant and inadequate number of neurons in the hidden layers. We can
start by adding only one hidden layer in the network with neurons and then check val-
idation accuracy of the network through cross-validation. To optimize the network,
we deepen the network gradually so that it can deal with more complex data and avoid
underfitting. According to Heaton research in [1], more than 2 hidden layers in the
network generally result in enabling the model to learn complex representations and
extract features. We can try to optimize the performance by adding more neurons in
the existing hidden layers or adding new hidden layers. Heaton [1] suggests that we
can use a thumb rule instead of hit-and-trial which can be time-consuming and labo-
rious. For defining a satisfactory number of neurons in the hidden layers, following
steps should be used:

– The number of neurons should fall within the range of the size of the input layer
and the output layer.

– It shall be 2/3 the size of the input layer, as well as the size of the output layer.
– It needs to be less than twice the size of the input layer.

The very first layer in the network is an image input layer that receives the denoised
images scaled to 100 × 100 × 3, for three color channels. We have incorporated 3
Conv layers, 2 pooling layers and, 1 fully connected layer. Due to small input im-
age patch, 3 layers of convolution is enough, two pooling layers to be in between
convolutional layers and one fully connected layer for binary classification. A batch
normalization layer is always introduced after every Conv layer, followed by a ReLU
layer to maintain the non-linearity of the image. Non-linear features of an image are
the changes and shifts in pixels, the edges, borders, various colors, etc. Linear images
do not appear normal to the human eye as they lack brightness and above-mentioned
features. Conventional layers are linear in nature to learn the concept hierarchy and
various non-linear activation functions have been incorporated in CNN for efficient
feature extraction. A combination of linear inputs cannot generate a non-linear out-
put, so without a non-linear activation function, the network will act like a single-layer
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perceptron to accumulate all the layers of the network and follow a the standard of
linear function [57]. As the second layer, a 2-D convolutional layer is defined with
eight 3 × 3 convolutions with stride 1 and the same padding as input images. Pool-
ing layer is applied with the arguments of 2 × 2 max pooling, stride of 2 and same
padding. One fully connected layer for the bleeding and non-bleeding classes is de-
fined and followed by a soft-max and classification layer to apply soft-max function
and evaluate the cross-entropy loss.

2. Training the network: Dataset is split into training, validation and testing sets with
standard proportion of 70%, 15%, and 15% respectively. So, CNN is trained on a
random 70% training set split while regulating the weights on the network for less
training error until the validation criteria is met.

3. Validating the network: Validation set is used to minimize over-fitting in the net-
work and to ensure that any increment in accuracy over the training dataset results
into an increment in accuracy over a test dataset that has not been yet exposed to the
network or the network has not been trained on it such as validation dataset.

4. Testing the network: The trained network is then run on the test dataset of images
for the classification of the bleeding and non-bleeding frames. This will yield the
performance comparison and prediction robustness of the network.

5. Parameters and options tuning: For better performance of the network, parameter
and options are tuned to optimal values for the underlying data distribution. Stochas-
tic gradient descent with momentum (SGDM) is used as a solver with mini-batches
of sizes 10. The total number of training samples in a batch is the batch size. Too
small batch size results into gradient descent not being smooth, slow learning of the
model and error may oscillate too much, whereas too high batch size results into the
longer time required to do one training iteration with relatively small results [51].
SGDM is one of the best optimization algorithms as it helps in preventing oscilla-
tions. The number of epochs is the number of passes through the whole training set
while training the network. Using a large number of epochs can result in over-fitting
of the network and using a very small number of epochs result in an under-fit network
[38]. Early stopping process enables us to use a large number of epochs but stops the
network training as soon as a validation criterion is met. A smaller learning rate de-
creases the speed of the learning in the network, but it enables the network to converge
smoothly. First, we chose a small learning rate varying between 1e-5 to 1 and then we
check the performance of our network. To improve performance, a smaller learning
rate is used [24]. The maximum number of epochs used in the proposed network is 6
with a learning rate of 1e-5 for better training after checking the performance of the
network with different hit-and-trial values for these parameters.

3.2. Proposed Explanation Approach

Currently, in medical domain, XAI functionality is a necessary requirement for many ma-
chine learning-based medical research, education and clinical decision making scenarios.
Systems for solving the medical domain explanation problem can be distinguished into
two types; post-hoc systems and ante-hoc systems. Post-hoc systems help in providing
local explanations for a particular decision made by machine learning so that it can be
made interpretable on demand rather than explaining the whole systems behavior. One of
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the algorithms that enables post-hoc explainability is LIME. Local interpretable model-
agnostic explanations (LIME) [3] is the original Python implementation of this explana-
tion technique. LIME takes two inputs: the neural network as generated by TensorFlow
and the result of a specific frame to generate a matrix representation of the regions that
triggered the corresponding classification. Ante-hoc systems are interpretable by design
and referred to as glass-box approaches in the literature [35]; examples are decision trees,
linear regression and fuzzy inference systems. In an applied science context, LIME has
already been used for explaining machine learning models for the heat failure detection
in air handling units [43]. Base idea of the explanation process has been published by
Avleen et al. [44] and the proposed work is an extension of the previous work.

Fig. 7. Classification and Explanation Process

The classification and explanation process has been depicted in Figure 7, which de-
scribes the classification procedure by machine learning model as well as explanation and
visualization by LIME for each image frame. The image data set is trained with a machine
learning model (CNN in our example). The trained model is given to our proposed XAI
model for providing classifications and explanations for these binary sick and healthy
image classes. The overall explanations for the whole test data can be provided to the
medical professionals for assisting them in decision making. The overall recommenda-
tion and explanation is provided by the health-care professional by making an aggregate
ranking system for providing the severity of the intestinal bleeding in the patient case.
The architecture of the proposed model is depicted in Figure 8 where the whole process
can be divided into four segments: Pre-processing, applying the CNN model, explanation-
generation using LIME, and decision-assistance for healthcare professionals.

4. Performance Metrics

Various performance metrics that have been used for the evaluation of the efficiency of
the proposed system are as follows.

4.1. Confusion Matrix

The exactness and reliability of a system are calculated through a confusion matrix which
is also termed as an error-matrix. This matrix supports in getting a clear idea of the per-
formance of the system by analyzing the mis-classification rate and accuracy.
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Fig. 8. The Architecture for the proposed model

1. True Positive (TP) is when the predicted and actual classes are identical tp true class.
For instance, a frame that has bleeding present in it is getting predicted in the bleeding
class.

2. True Negative (TN) is when the predicted and actual element is negative. For instance,
a normal image without any bleeding getting predicted in normal class.

3. False Positive (FP): When the system predicts an element to be in true class but in
actual it does not. For example a non-bleeding frame getting predicted in the bleeding
class.

4. False Negative (FN): When the system predicts that an element does not belong to a
false class but in actual it does. For example an actual bleeding frame is predicted as
normal by the model.

In our research, the WCE image dataset is slightly unbalanced as it comprises of smaller
ratio of bleeding frames as compared to normal frames. Accuracy alone is not considered
a good evaluation metric in cases of unbalanced data classification. Both false negatives
(FN) and false positives (FP) are important in medical image classification. In the case of
endoscopy images, the cost of false negatives is as important as the false positives [19].
The damage of a bleeding frame to not get detected is worse than the damage of detecting
a normal frame as bleeding as all the frames predicted as bleeding will be observed by the
physician for the final judgment but the frames predicted as normal frames will probably
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be overlooked. Nevertheless we do not want a large number of false positives in our
prediction as it will reduce the efficiency of the network.

4.2. Accuracy

Accuracy refers to the total number of correct classifications done by the network out
of the total number of examples. As shown in equation 6, accuracy is the rate of true
predictions by all the true and false predictions combined.

Accuracy =
(TP + TN)

(TP + FP + FN + TN)
(6)

4.3. Sensitivity or Recall

Sensitivity is the rate of accurately predicted positives to genuine positives. Recall gives
us an idea about a model’s performance proportionate to false negatives. As shown in
equation 7, recall focuses on catching all the frames that have “bleeding” with the pre-
diction as “bleeding”, not just concerning catching frames correctly. For medical image
classification problems, high sensitivity is preferred as it indicated high true positive value
and low number of false negatives.

Specificity =
TP

(TP + FN)
(7)

4.4. Specificity

Specificity is the rate of accurately predicted negatives to the actual negatives. Specificity
is the exact reverse of sensitivity. Equation 8 shows the specificity derived from a confu-
sion matrix.

Specificity =
TN

(TN + FP )
(8)

4.5. Precision

Precision is the rate of accurately predicted positives to all the predicted positives. In
equation 9, precision shows the proportion of the frames that are detected as having the
presence of bleeding, actually had bleeding. Recall provides us an idea about a network’s
performance concerning false negatives, the frames that the network missed. Precision
provides us with the idea of its performance concerning false positives for the frames that
were predicted. Precision is about predicting frames correctly, whereas Recall is about
prediction all the positive frames correctly. So, for minimizing false negatives, we have to
focus on getting Recall as best as possible with a decent and acceptable Precision value.
The values of both Precision and Recall can be monitored by a single value performance
metric called as F1 score.

Precision =
TP

(TP + FP )
(9)
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4.6. F1 Score

To consider the role of both precision and recall, the F1 score is computed as in 10 which
is simply the harmonic mean of precision and recall. In the case of unbalanced class
distribution in the dataset, F1 score is a better evaluation metric than accuracy. Low value
of F1 score indicates a problem when one of the Precision and Recall has a low value. In
that case, F1 score is closer to the smaller value than the bigger value out of these two.

F1 Score =
(2× Precision×Recall)

(Precision+Recall)
(10)

4.7. Precision-Recall curve

To demonstrate the trade-off in precision and recall, PR curve gives a more informational
depiction of the performance of the network with unbalanced dataset [19], [16]. The area
under the PR curve varies from 0 to 1 and also gives an idea about the network’s perfor-
mance. If AUC is close to 1 then the model is considered as good. The closer the curve
is to the top-right edge, the more reliable the system. Henceforth, a greater area under the
curve (AUC) symbolizes that the system has higher precision and higher recall.

5. Result Evaluation

In this research, we have used MATLAB 2018a for implementing the proposed model.
MATLAB offers a good data visualization and it also offers a large number of toolboxes/
apps for processing and ploting image dataset with ease of usage. We have preprocessed
the WCE images and trained a convolutional neural network. The performance of pro-
posed model is compared with traditional machine learning methods including linear dis-
criminant model, SVM, ANN, Random Forest. The performances of the models are eval-
uated from metrics derived from confusion matrix like accuracy, specificity, sensitivity,
precision and F1 score.

5.1. System and Data Configuration

ANT PC (10 Cores 20 Threads), Intel C612 Chipset Motherboard with single Socket,
32GB ECC RAM 2400Mhz, Dual Nvidia GeForce RTX 2080TI 11GB, Intel Server
Heatsink, 250GB Samsung 860 Evo SATA SSD, 2TB Western Digital HDD, 1000W 80+
Gold Power Supply, Ubuntu operating system. The WCE dataset of 2, 621 images are col-
lected from Pushpawati Singhania Research Institute (PSRI) institute of gastroenterology
in Delhi India. It comprises of 505 bleeding frames and 2,116 normal frames.

Various textures, color and contrast types in the image dataset are shown in the Figure
9. These sample images render the frames with both malignant and benign features like
bleeding, polyp, wrinkles and contractions. The images with turbid present in the system
and images of walls of digestive system are also depicted in the figure 9. In our research,
we focused only on extracting the frames that have bleeding present in them from the
entire dataset.
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Fig. 9. Various ailments in the dataset. (a) Bleeding (b) Polyp (c) Turbid (d) Wrinkles
and blobs (e) Membrane wall

5.2. Classification Results

Confusion matrix of the proposed system is plotted in Table 2 to calculate the evalua-
tion metrics. Metrics like accuracy, sensitivity (recall), specificity, precision, F1 score are
evaluated using the values of TP, FP, TN, FN using confusion matrix entries in Table 2. In
Table 3, the accuracy ratios have been calculated using confusion matrix (Table 2) of the
binary classification has been shown. It is observed that the false negatives are 8 and false
positives are 24. The test accuracy obtained is 91.9%. The values taken from confusion
plot are the TP = 52, TN = 309, FP = 8, FN = 24, sensitivity (recall or TPR) = 68.5%,
specificity (TNR) = 97.5%, precision = 86.7%. Precision and recall are used to calculate
F1 score. As we can see in Table 4, test accuracy is better than validation accuracy, so
it can be concluded that network is not a result of over-fitting. Recall has slightly lower
value and precision is higher. F1 score falls in between both the recall and precision. The
recall is affected due to the high number of false negatives.

The precision-recall curve is plotted using the results from the proposed model and
shown in Figure 10, the curve depicts the trade-off between precision and recall of the
network. The area under the PR curve (AUC-PR) is calculated to be 0.82. The value of
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Table 2. Confusion matrix of test dataset which is 15% of (2,116+500) = 393 images.
Positive means bleeding and negative means normal images.

Predicted
Positive Negative Total

Actual
Positive 52 8 60
Negative 24 309 333

Total 76 317 393

Table 3. Performance metric ratios such as sensitivity, specificity, precision & accuracy
using confusion matrix in Table 2 for binary classification

Predicted:Yes Predicted:No Overall
Bleeding Actual:Yes 13.2% (52) 2% (8) 86.7% (Precision)
Normal Actual:No 6.1% (24) 78.6% (309) 7.2%
Overall 68.4% (Sensitivity) 97.5% (Specificity) 91.9 % (Accuracy)

AUC-PR is affected by the low recall value in our experiments. PR Curve depicts the
trade-off between precision and recall values of the model.

5.3. Comparative Analysis

In Table 5, we have compared the performance of our model with traditional machine
learning models based on standard evaluation metrics. Due to the fact that WCE image
dataset being imbalanced in nature, the performance evaluation of the models cannot rely
on just accuracy and therefore, advanced metrics are calculated [39]. The F1 score of SVM
and Random forest is close to the proposed model. But, these two models require manual
feature extraction, segmentation, thresholding, etc. Whereas, the proposed model does not
rely on handcrafted features. So, it reduces the human intervention of surveying the fea-
ture extraction and ML techniques followed by orchestrating various algorithms together.
Hence, the proposed CNN system has outperformed to detect the bleeding frames in the
WCE images. The performance of the proposed system on WCE images is slightly bet-
ter (with F1 score of 0.76) than the other traditional machine learning algorithms shown
in compared in Table 5. The performance of a classifier is not always evaluated just by
the accuracy but other important metrics like precision, recall, F1 score and ease of imple-
mentation must also considered to analyse the efficiency and reproducibility of the model.

Table 4. Performance evaluation of the CNN mode on WCE dataset
Sr. Metric Value
1 Validation Accuracy 90.84%
2 Test Accuracy 91.92%
3 Sensitivity 68.42%
4 Specificity 97.48%
5 Precision 86.67%
6 F1 Score 0.7647
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Fig. 10. Precision-Recall curve of CNN model

Table 5. Comparative analysis of the proposed model with state-of-the-art techniques
Sr. ML Model Accuracy Sens. Spec. Precision F1 Score
1 CNN 91.92% 68.42% 97.48% 86.67% 0.76
2 Logistic Regression Model 89.72% 82.27% 90.84% 58.92% 0.68
3 SVM 91.01% 92.19% 91.86% 63.29% 0.75
4 ANN 89.43% 56.34% 97.21% 82.79% 0.67
5 Random Forest 91.11% 87.95% 91.61% 62.30% 0.73

Moreover, the computational burden and human intervention is also decreased in the pro-
posed model as there is no requirement for manual feature extraction as it is in other above
stated models. The manual feature extraction by using color histogram and co-occurrence
matrix increases the computational steps and hassle for the model application. Moreover
it also requires a ground level knowledge of image processing and basic machine learning
model. Whereas, using CNN network is trending nowadays for its ease of direct image
input for learning and its working strategy is similar to humans way of learning.
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Fig. 11. Annotating the red lesions in capsule endoscopy images

Fig. 12. The bloody regions are shown to give the glimpse of the areas due to which the
image is classified as bloody image

5.4. Explanation Results with LIME

LIME provides explanations for bleeding images by drawing the boundaries over the
bloody areas in the tested image known as annotations as shown in the Figures 11, 12 and
13. The decision made by black box machine learning model gets justified using LIME
XAI model for further analysis by the area experts and adds on the model reliability.
Bleeding region is highlighted for features or areas due to which the image is classified
as bleeding case. LIME has been tested for all the bleeding images in the validation and
test dataset similar to Figure 13. Thus the proposed CNN model is easy to use, efficient
and transparent through model agnostic XAI technique for complex medical image appli-
cations. Nonetheless, the proposed technique is reproducible and scalable for any image
classification application.

6. Conclusion

The proposed CNN model classifies and annotates the bleeding frames in wireless cap-
sule endoscopy (WCE) video dataset. A real time video has been obtained from a known
gastroenterologist. Images are sampled from the WCE video using VLC software and
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Fig. 13. LIME explanations provided in the form of boundaries for bloody regions

pre-processed to a get standard sized, de-noised images for efficient machine learning
model. A convolutional neural network (CNN) is designed and proposed for the classifi-
cation of WCE frames into the bleeding and non-bleeding categories. The performance
of the proposed model is compared with other traditional machine learning models on the
basis of evaluation parameters. We have proposed and prototyped an explainable machine
learning tool that should be used by medical experts as a decision-support system to de-
tect gastroenterological bleeding faster and in a more reliable manner. The assumption
for using proposed model is the availability of a GPU system since CNN classification is
computationally complex. Traditional machine learning models with handcrafted features
could be faster if GPU system is not available.

There is still room for improvement by exploring other deep learning models and vari-
ants of explainable artificial intelligence (XAI). Image moments should also be analysed
since they yield robust image features which are rotation, scaling and traslation invariants.
Other modalities should also be incorporated for a multi-modal machine learning such as
free expert text available with the images.
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43. Madhikermi, M., Malhi, A., Främling, K.: Explainable artificial intelligence based heatrecycler
fault detection in air handling unit (2019)

44. Malhi, A., Kampik, T., Pannu, H., Madhikermi, M., Främling, K.: Explaining machine
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Abstract. To secure cloud computing and outsourced data while meeting the re-
quirements of automation, many intrusion detection schemes based on deep learn-
ing are proposed. Though the detection rate of many network intrusion detection
solutions can be quite high nowadays, their identification accuracy on imbalanced
abnormal network traffic still remains low. Therefore, this paper proposes a ResNet
&Inception-based convolutional neural network (RICNN) model to abnormal traf-
fic classification. RICNN can learn more traffic features through the Inception unit,
and the degradation problem of the network is eliminated through the direct map-
ping unit of ResNet, thus the improvement of the model’s generalization ability can
be achievable. In addition, to simplify the network, an improved version of RICNN,
which makes it possible to reduce the number of parameters that need to be learnt
without degrading identification accuracy, is also proposed in this paper. The ex-
perimental results on the dataset CICIDS2017 show that RICNN not only achieves
an overall accuracy of 99.386% but also has a high detection rate across different
categories, especially for small samples. The comparison experiments show that the
recognition rate of RICNN outperforms a variety of CNN models and RNN models,
and the best detection accuracy can be achieved.

Keywords: Intrusion Detection, ResNet, Inception, CNN, Traffic Classification,
Imbalanced Samples.

1. Introduction

With the maturity of cloud computing technology, more and more outsourced data are
stored in the cloud [1–4]. Worse still, the wrongdoers are tempted by the enormous value
of digital asserts such as users’ privacy and transaction records in this era of cloud com-
puting [5]. They thus constantly attack the network for economic benefits [6]. To ensure
the security of cloud space, intrusion detection technology is needed to secure outsourced
data traffic [7]. As a defense means, network traffic detection technology can identify the
abnormal data in the byte stream, so that the system managers can find the attack behav-
iors in time, and then take corresponding measures to resist them and therefore reduce
the loss. While early intrusion detection techniques relied on manual extraction of traffic
features, not only the chosen algorithm but the pre-defined set of features could make a
significant influence on its recognition accuracy [8, 9]. So far, with the development of
deep learning, especially the increasing maturity of convolutional neural networks (CNN)
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on image recognition, many researchers have introduced neural networks into the field
of network traffic detection, and have made numerous achievements. However, following
problems can be generally found in existing researches. First, the datasets used by many
researchers are too old [10]. In recent years, new types of attack have been emerging, but
many public datasets are not adequate for the current cyberspace, either in terms of variety
or quantity. Second, many datasets are processed data that has lost the full information of
the original byte flow [11], resulting in solution’s failure to simulate real detection envi-
ronment. Third, many researchers have ignored the imbalanced distribution of different
kinds of abnormal categories in the dataset [12]. As a result, models with high overall
accuracy can be quite inaccurate when it comes to small samples.

Notably, data imbalance is an important factor for machine learning [13]. In the field
of intrusion detection, different anomalous flows vary greatly in terms of structure, be-
havior, etc. For example, attacks such as port scanning [14] or DoS [15] are easy to be
detected and captured, so such anomalous flows often take up a large portion of the byte
stream. In contrast, some complex attack types, such as APT [16], that are difficult to be
collected only account for a small proportion in the dataset. To solve the impact of im-
balanced data distribution on recognition accuracy, this paper chooses to use the original
byte traffic as input directly. The flow form composed of the same five-tuple features [17]
(i.e., source IP address, destination IP address, source port, destination port, and protocol)
maximally preserves the structure and spatial features of each abnormal flow itself. These
features are then expressed by a traffic grayscale map, thus, with the help of a CNN-based
neural network, different abnormal categories can be identified through the automatic ex-
traction of them. Finally, we choose CICIDS2017 [10], which provides raw byte stream
files and contains many different types of attack flow, as the dataset for our experiments.
Statistically, the percentage of different malicious flow types varies greatly, also, the at-
tack categories match the realistic cyberspace environment and thus fit the scope of our
study.

Many studies at this stage often use a single-path CNN network structure [18], which
often fails to extract enough features from the grayscale map. Besides, simple increase-
ment of the network depth may lead to the downgrade of model accuracy. In order to im-
prove the generalization ability of the model and to deal with gradient disappearance, this
paper proposes a ResNet&Inception convolutional neural network (RICNN) by combin-
ing the advantages of residual networks (ResNet) [19] and Inception feature fusion [20].
RICNN adopts parallel structures for feature extraction of the input to obtain more fea-
ture maps in the form of feature fusion. And direct mapping via ResNet [19] will be used
to solve the problem of gradient disappearance during learning process. The final exper-
imental results show that RICNN achieves a recognition accuracy of over 99% on the
dataset CICIDS2017 and has high recognition rate on small samples categories.

The main contributions of this paper are as follows:
(1) A new network model, RICNN, is proposed, which can effectively improve the

recognition precision of small samples in multi-classification detection of abnormal traf-
fic.

(2) An improvement model, ICNN, is proposed, which achieves the purpose of sim-
plifying the network structure and does not affect the detection accuracy.

(3) The experimental results on the dataset CICIDS2017 show that RICNN not only
has the overall accuracy of 99.386%, but also has high detection precision in different



RICNN: A ResNet&Inception Convolutional Neural Network... 311

categories, especially those with small samples. The comparison experiments show that
the recognition rate of RICNN outperforms a variety of CNN models and RNN models,
which can achieve the highest detection accuracy.

The rest of this paper is organized as follows. Section 2 discusses related works in
this field. Section 3 describes the data pre-processing steps and the specific structure of
the proposed model in this paper. Section 4 conducts an experimental comparison of our
proposed model on CICIDS2017 to assess the effectiveness of our model. Finally, we
draw a conclusion in Section 5.

2. Related Work

Current supervised learning models for classifying abnormal traffic are mainly divided
into using CNN models to extract spatial features and using RNN models to extract timing
features [18]. Most studies, though can obtain high detection accuracy, fail to take into
account the impact of the imbalanced distributed dataset on the classification results.

Marı́n, G et al. [21] investigated the accuracy of deep learning models for recogni-
tion at the packet level and the flow level. The results showed that the recognition rate
was higher for inputs in flow form. However, the authors did not consider the impact
of small sample factors on the model, and also the experiments had a small variety of
malicious samples. And many researchers raised the detection accuracy by improving the
CNN model. Jing Ran et al. [22] first used 3-dimensional CNN networks for network traf-
fic classification. The authors applied video analysis to traffic recognition by processing
vector time series and one-hot coding to form a fixed-length 3-dimensional input, which
was learned by a 3-dimensional CNN structure with features in time and space. The result
showed that this model had a higher detection accuracy on multiple categories. Hyun-Kyo
Lim et al. [23] introduced the residual structure to the CNN network. After experimental
comparison, it was found that the ResNet model could improve the generalization abil-
ity of the network. When the input data contained more information, the ResNet model
had higher accuracy. Wei Wang et al. [24] proposed to use a 1-dimensional CNN model
to classify encrypted traffic, and experiments proved that 1D-CNN performed better in
end-to-end encrypted traffic recognition. Yong Zhang et al. [25] proposed a parallel CNN
structure, PCCN, which improved the generalization ability of the network through fea-
ture fusion without increasing the depth of the network. Peng Yujie et al. [26] proposed
a 1.5D-CNN model that combined 2D-CNN and 1D-CNN to extract features of traffic in
different dimensions, and its multi-classification accuracy reached 98.5%. Samson Ho et
al. [27] used a modified version of LeNet which did not take into account the imbalanced
dataset, so the model did not have a high detection rate for small samples at multiple
classifications. In the same way, researchers have focused on the impact of hybrid models
on anomaly detection. Manuel Lopez-Martin et al. [28] studied the influence of timing
features in the network stream on the classification detection results. The use of CNN
and LSTM for vector time series data reduced the impact of feature engineering, but ex-
periments showed that the model’s recognition accuracy was still low for certain packet
types. Monika Roopak et al. [29] proposed a model that combined RNN and CNN to
detect DDoS attacks on IoT networks. Although its detection accuracy reached 97.16%,
the author only considered DDoS attack, and did not verify the detection accuracy of the
model under multiple attacks. Jiayin Feng et al. [30] proposed a model combining cas-
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cades CNN and autoencoder for mobile terminal intrusion detection to classify mobile
traffic in a semi-supervised form. But the model performed poorly in the case of mul-
tiple classifications. Khan, M. A. et al. [31] proposed a hybrid model of 1D-CNN and
two-layer LSTM and achieved 97.29% accuracy on the dataset ISCX2012 [32]. Pengfei
Sun et al. [33] also used a hybrid model of CNN and LSTM, and eliminated the effect
of sample category imbalance on the model by weight optimization. The accuracy of the
model in multiple classifications reached 98.67%. Kaiyuan Jiang et al. [12] used a hy-
brid sampling method to solve the dataset imbalance problem by reducing the noise in
large samples through one-sided selection (OSS), and increasing small samples by using
the synthetic minority oversampling technique (SMOTE) to finally build a relatively bal-
anced dataset. However, the authors’ hybrid model using CNN-BiLSTM failed to achieve
the required recognition accuracy on the dataset. Maonan Wang et al. [34] combined
CNN and stacked autoencoder (SAE), with CNN automatically extracting high-level fea-
tures from the original traffic, SAE encoding 26 statistical features, and finally merging
them into new high-level features. The framework achieved 98% accuracy in the multi-
classification of encrypted traffic, but it took a lot of time to perform feature statistics on
the original flow, which required high labor costs. Wanqian Zhang et al. [35] explored
the relationship between window size and model classification accuracy. By detecting
CPU occupancy in real time and finding appropriate dynamic parameters, the recognition
time of CNN model was reduced, and a new framework of online traffic detection tech-
nology was realized. Chongzhen Zhang et al. [36] proposed a general intrusion detection
framework that used an unsupervised autoencoder for feature extraction, and the extracted
low-dimensional recombined features were stored for testing and retraining. However, the
results showed that the recognition rate of small samples was lower than other sample cat-
egories in multi-classification.

Compared with the above schemes, our model has the following advantages. Our
model has higher accuracy. And under the condition of imbalance distribution of data
samples, the detection effect of all malicious categories is optimal. Our model structure
does not deepen the number of network layers, but uses multiple branches to process the
features. In terms of data processing, we combine the pre-processing methods of [11]
and [25] to segment the raw traffic into flow format and form fixed-length input samples.
Two types of training samples are generated, one is to extract the header of the packet and
the other is to extract the payload of the packet, and they share the same length. Instead
of deepening the layers of the network to improve the detection accuracy on small sam-
ple categories, we improve the parallel units of [25] and introduce ResNet to enhance the
generalization ability of the model.

3. Model and Method

In this section, we design a hybrid neural network model to implement the detection of
abnormal traffic. The proposed model primarily combines two convolutional neural net-
works, ResNet and Inception, and uses feature fusion to achieve accurate recognition of
small samples. Our model uses raw traffic as input and automatically extracts the origi-
nal features from abnormal traffic to complete the multi-classification. For the model to
better learn the spatial features of the original traffic, we transform the samples into two-
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dimensional grayscale maps. First, we will introduce the pre-processing process for the
dataset.

3.1. Data Preprocessing

In this paper, the original traffic file is processed directly to obtain sample data in the flow
format with a fixed length of 256 bytes. The process is as follows.

(1) Raw file processing. The dataset is a large PCAP file. We use the SplitCap tool
[37] to merge packets with the same five tuples into a single flow. We limit the number
of packets in a flow to five, and when the number is over five, we form a new flow where
vacancies are filled with 0 bytes.

Fig. 1. Packet interception. The first 50 bytes are header features (red underline), and the
51st-100th bytes are payload features (blue underline)

(2) Packet processing. As shown in Fig. 1, to make the final training samples in the
same length, the packets need to be intercepted and padded. The first 50 bytes of the
packet are used as the header features and the 51st to 100th bytes are used as the payload
features, with any shortfall in length being padded with “0”. Statistical analysis shows
that a length of 50 bytes can contain most of the traffic features [11]. The number “256”
is used to divide each packet in a flow sample, as it equals to 0 when being transformed
into a grayscale map, it will not affect the original features of the flow.

(3) Grayscale map conversion. Since the same type of network attack flow has a
similar structure [38], and the original bytes of the packets take values within 0-255, the
data can therefore be converted into a grayscale map. In this way, the classification of
different malicious flows can be realized by transforming the process of extracting traffic
structure features into that of extracting texture features from grayscale maps. In this
paper, the flow samples with 256 bytes in length are converted to 16*16 grayscale maps.

3.2. Model Design

Because the various types of samples in the dataset are imbalanced distribution, we choose
CNN to extract features from the samples to improve the recognition accuracy for small
samples. The CNN-based models have good recognition capability in image classifica-
tion [39]. In this paper, we propose a RICNN model combining ResNet and Inception to
improve the detection rate of abnormal traffic with imbalanced data. As shown in Fig. 2,



314 Benhui Xia et al.

the proposed model is mainly composed of three residual blocks, each of which is an In-
ception structure that learns more spatial features from the samples through feature fusion
to achieve the detection of traffic categories.
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Fig. 2. RICNN network model architecture. Its input is a 16 × 16 grayscale matrix. The
main structure of RICNN is three residual blocks, each of which consists of an Inception
unit and a direct mapping. In addition, there are several global network layers to increase
and reduce the dimension of the feature maps, and finally the model prediction results are
output through the Softmax layer
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Fig. 3. Details of three Inception units

Inception is a CNN functional unit proposed by Google [20], which sets up different
branching structures in the same block. Each branch extracts features from the original
maps in parallel and extracting more features with different receptive field sizes without
increasing the depth of the network. For a feature map X , its dimension is H ×W × C.
Assuming that a Inception unit has n branches, the height, width, and channel number
of the output feature maps of i-th branch are h, w and ci, then the final concatenation
operation of each Inception is as follows:

Hout ×Wout × Cout = h× w ×
n∑

i=1

ci (1)
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Table 1. Parameters of the Inception units

Name Branch Operation Input Size Convolution Kernel Step Padding Output Size

Inception 1
Branch 1 Conv 16*16*16 3*3 2 1 8*8*32

Branch 2
Conv 16*16*16 3*3 1 1 16*16*32

MaxPool 16*16*32 2*2 2 0 8*8*32

Inception 2
Branch 1 Conv 8*8*64 3*3 1 1 8*8*96
Branch 2 Conv 8*8*64 3*3 1 1 8*8*96

Inception 3
Branch 1 Conv 8*8*192 3*3 2 1 4*4*256
Branch 2 MaxPool 8*8*192 2*2 2 0 4*4*192

Tab. 1 shows the structural parameters of the three Inception units. As shown in Fig.
3, the branches of Inception consist of convolutional layers and maximum pooling layers.
The first Inception unit has one convolutional layer in each of the two branches. In the
first branch, the convolutional layer is responsible for sampling and dimension reduction,
but the convolutional layer in the second branch is just responsible for sampling, and
the maximum pooling layer performs the dimension reduction and preserves the texture
features of the grayscale maps. The second Inception unit consists of two convolutional
layers, which form a parallel branch structure. The first branch in the third Inception unit
is a convolutional layer, which is responsible for sampling and dimension reduction, and
the second branch is a maximum pooling layer for texture reduction and preservation.

(2) ResNet Unit

Residual

Xi

Xi+1

F(Xi ,Wi ) D(i)

Fig. 4. Residual block structure

The residual network is designed to solve the problem of vanishing gradient and ac-
curacy degradation in deep networks so that each layer of the network can fully learn the
original traffic features and improve the classification accuracy of malicious traffic. As
shown in Fig. 4, a residual block mainly consists of a residual part and a direct mapping.
For an input feature map Xi, its residual part is F (xi,Wi), and Wi denotes the set of
convolution operations. The direct mapping is:

D(x) = w′ ∗ x (2)
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w′ represents a 1*1 convolution operation, which reduces the dimension of the input
feature map to be consistent with the output dimension of the residual part. The final
output of the residual block is:

Xi+1 = λrelu(D(Xi) + F (Xi,Wi)) (3)

λrelu represents the activation function ReLU, which can improve the nonlinear abil-
ity of the network. Through direct mapping D(Xi), we can solve the problem of network
learning difficulties. The residual part F (Xi,Wi) of the proposed model is composed of
Inception and three direct mapping branches. Each branch uses a 1*1 convolution layer
to increase and reduce the dimension of the original feature maps, so that the output is
consistent with the residual part.

(3) Overall Model Architecture
The proposed model consists mainly of convolutional layers and maximum pooling

layers. The convolution layers are used for feature sampling on the input maps and ex-
panding the dimension of the output maps. A convolution kernel ω with the size of f ∗ f
is sampled on the input map Xi, and the output feature map is:

Xi+1 = λrelu(BN(ω ∗Xi)) (4)

For each batch, all feature maps need to be batch normalization (BN) before nonlinear
activation. First, we normalize the feature data with each mini-batch as a unit:

Xi =
xi − µB√
σ2
B + ε

=

xi − 1
m

m∑
i=1

xi√
1
m

m∑
i=1

(
xi − 1

m

m∑
i=1

xi

)2

+ ε

(5)

Then move and scale the feature, that is:

BNγ,β(X) = γX + β (6)

Batch normalization improves generalization ability of the network and increases the
accuracy of learning, which also has the effect of preventing overfitting [40].

Maximum pooling is used for the pooling layer. The recognition of the traffic grayscale
map mainly relies on the learned texture features, that the texture composed of light-
colored pixel units, while weakening the dark part of the grayscale map. Therefore, when
down-sampling the feature map, maximum pooling can preserve the texture features very
well and reduce the loss during the learning process.

Tab. 2 shows the other parameters of the proposed model. The original traffic map is
fed into the first global convolutional layer to obtain initial sampled feature maps with
an expanded number of channels. The feature maps are then fed into the residual block
structure, where the different features are extracted by the Inception unit in parallel, and
the accuracy degradation problem is eliminated by the direct mapping. The second global
convolution of the model is the expansion of the feature maps, and the global pooling
layer reduces the dimension of the feature maps and the number of parameters. The final
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Table 2. Parameters of the overall model

Operation Input Size Convolution kernel Step Padding Output Size

Global Convolution 1 16*16*1 3*3 1 1 16*16*16
Global Convolution 2 4*4*448 3*3 1 1 4*4*896
Global Max Pooling 4*4*896 4*4 1 0 1*1*896

Dense 896 - - - 12

fully-connected and softmax layer map the final extracted high-dimensional features into
specific categories, enabling multiple classification of malicious traffic.

3.3. ICNN

To simplify the network structure, we propose ICNN, an improved version based on the
model in this paper. As shown in Fig. 5, in the improved version, we remove the residual
block and add a 1*1 convolution layer to each Inception unit instead of direct mapping,
and perform features fusion with other branches to achieve improved network generaliza-
tion. Simultaneously, we abandon a global convolution network layer, which reduces the
number of learning parameters.

3*
3 

16

1*1 32

2*2

3*3 32

3*3 32 C
on

ca
te

na
tio

n

1*1 32

3*3 112

3*3 112 C
on

ca
te

na
tio

n

1*1 320

3*3 320

C
on

ca
te

na
tio

n

2*2

4*
4

89
6/

12

So
ft

m
ax

/o
ut

pu
t

Inception_1 Inception_2 Inception_3

Input
H ×W ×1

H ×W ×16 H
2
×W
2
× 96

H
2
×W
2
× 256 H

4
×W
4
×896

Conv MaxPooling Dense

Fig. 5. Improved model based on Inception (ICNN)

4. Experimental Evaluation

In this section, we perform an experimental validation of the proposed model and test
the validity of our model through contrast experiments. We choose CICIDS2017 as the
dataset for our experiments. Our experimental environment is shown in Tab. 3.

4.1. Dataset

The dataset chosen for this paper needs to have the following characteristics: (I) It is the
original traffic; (II) It contains various types of attack; (III) The distribution of all kinds of
traffic is imbalanced; (IV) It is a relatively new dataset. Nowadays, many datasets are too
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Table 3. Experimental environment parameters.

Name Parameters

CPU Intel(R) Xeon(R) Silver 4116 CPU @ 2.10GHz
GPU NVIDIA Quadro P4000
RAM 64GB

OS Ubuntu 16.04

old and lack of new attack types. Similarly, some datasets only contain partial features of
packets, and lack of complete traffic data. After comprehensive consideration, we choose
CICIDS2017 [10] as the experimental dataset for this paper.
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Fig. 6. Statistics on the number of various attack types in the CICIDS2017 dataset

CICIDS2017 is an open source network intrusion detection dataset, which is com-
posed of traffic data collected by Canadian Network Security Agency over five consecu-
tive days in 2017, and has completely marked various types of traffic. According to the
statistical analysis, the dataset contains a total of 12 different types of attack traffic, and the
number of different attacks is imbalanced. As shown in Fig. 6, Hulk, DDoS, and PortScan
account for 90% of the overall dataset, while types such as Botnet and Infiltration make up
much small percentage of the attacks. We divide the CICIDS2017 dataset, 80% of which
are used as training set and 20% as testing set. To make each category equally distributed
in the training set and testing set, we need to divide each type with a 4:1 ratio.

4.2. Evaluation Indicators

To analyze the detection accuracy of the model for each category of abnormal traffic,
we choose Accuracy Rate (Acc) as the indicator of the overall model and Precision, Re-
call and F1 values as the recognition indicators for each category. For the category i of
abnormal traffic, the following four indicators can be calculated:

True Positives (TPi): The predicted category is i, and the true category is i as well.
False Positives (FPi): The predicted category is i, but the true category is not i.
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False Negatives (FNi): The predicted category is not i, but the true one is i.
Then, for the model with n-classification, the calculation formula of Acc, which rep-

resents the overall recognition accuracy of the model, is as follows:

Acc =

n∑
i=1

TPi

n∑
i=1

(TPi + FNi)
× 100% (7)

For the evaluation indicators Precision and Recall for category i, the formulae are:

Pi =
TPi

TPi + FPi
× 100% (8)

Ri =
TPi

TPi + FNi
× 100% (9)

The F1 indicator for category i is calculated as:

F1i =
2× Pi ×Ri

Pi +Ri
× 100% (10)

Accuracy (Acc) is the ratio of the number of correctly identified samples to the overall
samples. It measures the general classification effect of the model, but it is not specific
to the recognition accuracy of a certain category. For this paper, it is important to fo-
cus not only on the general classification effect, but also on the identification of specific
categories. In contrast, Precision, Recall and F1 focus more attention on evaluating the de-
tection effectiveness of the model on different categories. The use of the above indicators
provide a comprehensive and realistic assessment of our model.

4.3. Result Analysis

To investigate the detection capability of the proposed model on the imbalanced abnormal
traffic dataset, we compare the performance indicators of it with other CNN models. We
conduct experiments on the header and payload of samples to investigate the recognition
ability of the proposed model on different segments of raw traffic features. And to inves-
tigate the effectiveness of our model in extracting features directly on the original traffic,
we also compare it with LSTM and CNN+LSTM models that identify the timing proper-
ties of the samples. Furthermore, in order to simplify the proposed network, we propose
an improved network ICNN that uses only the Inception structure to achieve extremely
high detection rates and improve the operational efficiency of the model.

(1) Experimental content

Table 4. Variation of learning rate with epoch

Epoch 1-5 6-8 9-10

Learning Rate 0.0001 0.00001 0.000001
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In the training phase, we set the epoch to 10 and the mini-batch for each round is
256. Tab. 4 shows the setting of the learning rate for different epoches. At the same time,
after each epoch of training, we use the testing set to test the model and obtain the actual
accuracy in the process of model learning.

(2) Analysis of experimental results
We use the proposed RICNN model in this paper as the basis for performance com-

parisons with other network models, and also compare the experimental performance of
ICNN. For other CNN models, we choose 1d-CNN [24], 2d-CNN [27] and PCCN [25].
Meanwhile, we choose RNN models like LSTM [41,42] and CNN+LSTM [28,29,33] to
compare their effectiveness in extracting timing features from the original traffic samples.
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Fig. 7. Comparison of five CNN models (header). (a) indicates the variation of loss with
epoch, and (b) indicates the variation of accuracy with epoch

To show the ability of RICNN in extracting the texture features from maps and ob-
taining the spatial features of the original traffic, three different CNN models are used
to compare the detection accuracy of the 12-classification of abnormal traffic samples
(header) with RICNN and ICNN. Fig. 7 (a) shows the variation of loss value with epoch
in the process of model learning, and Fig. 7 (b) shows the change of accuracy. It can be
seen that RICNN, ICNN, and PCCN which includes parallel feature extraction branches
are more than 0.3% higher than the 1d-CNN and 2d-CNN with a single extraction path
in terms of abnormal traffic detection accuracy. Due to the improved generalization of the
network by direct mapping, RICNN and ICNN had a 0.17% higher detection accuracy
than PCCN.

Raw traffic data holds the most complete flow features, and feature learning directly
in the raw traffic can improve the accuracy of classification. LSTM can extract the tim-
ing features of the samples to distinguish between different malicious traffic. However,
the comparison of the indicators in Fig. 8 shows that in BotNet, Goldeneye, Slowhttp,
Infiltration and Web Attack, the number of samples is so small that the recognition ac-
curacy in these categories is 0, that is, LSTM does not learn the correct features at all.
The CNN+LSTM hybrid model has improved the recognition accuracy of the above ab-
normal traffic types (except BotNet) because of the spatial features extracted by CNN.
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Fig. 8. Comparison of evaluation indicators between the proposed models and the RNN
models for imbalanced abnormal traffic (header)

The above comparative experiments show that the original traffic needs to be specifically
encoded [43, 44], and the RNN models can extract complete timing features. However,
encoding also irreversibly corrupts the original traffic similar to hand-extracted features
and is therefore less effective in anomaly detection for small samples.

Table 5. Precision of 12 categories of imbalanced traffic (payload). Numbers 1-12 re-
spectively indicate: Botnet, DDoS, GlodenEye, Hulk, Slowhttptest, Slowloris, Patator,
Heartbleed-Port, Infiltration, PortScan, SSH-Patator, WebAttack

Model 1 2 3 4 5 6 7 8 9 10 11 12

RICNN 0.9787 0.9963 0.9976 1.0000 0.9978 0.9915 1.0000 0.9980 0.9467 1.0000 0.9993 0.9995
ICNN 0.9921 0.9959 0.9973 0.9999 0.9985 0.9920 1.0000 0.9990 0.9605 1.0000 0.9996 0.9995
PCCN 0.9814 0.9965 0.9968 0.9999 0.9985 0.9925 1.0000 0.9995 0.9542 1.0000 0.9993 0.9995

Finally, we investigate the effect of the payload part on the detection accuracy of the
model when it is used as training data. The header part of the packet mainly contains
header information, including protocol, address, etc., and its structure is relatively fixed.
Furthermore, the payload part contains the application layer data of the packet, which
represents the real information and better expresses the feature information of the abnor-
mal traffic. We choose PCCN, which also has parallel structures, for comparison with
the two proposed models. Tab. 5-7 show the Precision, Recall and F1 score of the three
models in different abnormal classes. The tables show that even the BotNet and Infiltra-
tion categories, which have the smallest number of samples, have improved recognition
rates, indicating that RICNN and ICNN can have higher recognition rates on the pay-
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Table 6. Recall of 12 categories of imbalanced traffic (payload). The category number is
consistent with Tab 5

Model 1 2 3 4 5 6 7 8 9 10 11 12

RICNN 0.8867 0.9997 0.9998 0.9985 0.9816 0.9991 0.9992 0.9995 0.9493 0.9999 0.9989 0.9995
ICNN 0.9108 0.9998 0.9976 0.9985 0.9838 0.9995 0.9992 0.9995 0.9343 0.9999 0.9995 0.9991
PCCN 0.8916 0.9998 0.9983 0.9985 0.9816 0.9991 0.9992 0.9990 0.9568 0.9999 0.9998 0.9995

Table 7. F1-score of 12 categories of imbalanced traffic (payload). The category number
is consistent with Tab 5

Model 1 2 3 4 5 6 7 8 9 10 11 12

RICNN 0.9305 0.9980 0.9987 0.9993 0.9896 0.9953 0.9996 0.9987 0.9480 1.0000 0.9991 0.9995
ICNN 0.9497 0.9979 0.9974 0.9992 0.9911 0.9957 0.9996 0.9992 0.9472 0.9999 0.9995 0.9993
PCCN 0.9343 0.9981 0.9976 0.9992 0.9900 0.9957 0.9996 0.9992 0.9555 1.0000 0.9995 0.9995

load dataset. Fig. 9 shows the variation of the three models with epoch. It can be seen that
ICNN learns features quickly and achieves higher accuracy, while RICNN is less accurate
than ICNN and PCCN in the first few epoches due to the more complex network structure.
Finally, at the 10th epoch, all three models achieved a detection accuracy of 99.87%. With
limited resources, ICNN has more advantages.
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Fig. 9. Accuracy comparison of three parallel CNN multi-classification models (payload)

5. Conclusion

We want to retain the maximal amount of raw traffic features, so the raw packets are cut
into header and payload parts of a specific length and then combined into separate flow
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forms as input data. This paper proposes a convolutional neural network based on ResNet
and Inception. Through three times of feature fusion and direct mapping, the detection
accuracy of imbalanced abnormal samples is improved without increasing the depth of
the network. The experimental results show that the proposed model can detect abnormal
classes of small samples well on the CICIDS2017 dataset. We not only compare experi-
mentally with other CNN models, but also compare the feature extraction of RNN models
on raw traffic. The experimental results show that our models all outperform the other
models. Finally, we find that the model has a higher detection accuracy on the payload
feature set than the header.

In the future, we will try to use deep learning algorithms to detect unknown types
of attacks. In addition, we would like to introduce recurrent neural network models and
unsupervised models to mine the temporal and unknown features present in the traffic.
Thus, we can improve the detection capability of real-time and persistent attack traffic to
keep pace with the development of cyber environment and to improve cyber security in
cloud computing scenarios.
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Abstract. For more than a year the COVID-19 epidemic is threatening people all
over the world. Numerous researchers are looking for all possible insights into the
new corona virus SARS-CoV-2. One of the possibilities is an in-depth analysis of X-
ray images from COVID-19 patients, commonly conducted by a radiologist, which
are due to high demand facing with overload. With the latest achievements in the
field of deep learning, the approaches using transfer learning proved to be success-
ful when tackling such problem. However, when utilizing deep learning methods,
we are commonly facing the problem of hyper-parameter settings. In this research,
we adapted and generalized transfer learning based classification method for detect-
ing COVID-19 from X-ray images and employed different optimization algorithms
for solving the task of hyper-parameter settings. Utilizing different optimization al-
gorithms our method was evaluated on a dataset of 1446 X-ray images, with the
overall accuracy of 84.44%, outperforming both conventional CNN method as well
as the compared baseline transfer learning method. Besides quantitative analysis, we
also conducted a qualitative in-depth analysis using the local interpretable model-
agnostic explanations method and gain some in-depth view of COVID-19 charac-
teristics and the predictive model perception.

Keywords: COVID-19, classification, CNN, transfer learning, optimization.

1. Introduction

Not much more than a year since December 2019, when in Wuhan city, the capital of
Hubei province in China, the cases of ”unknown viral pneumonia” started to gather, the
world is witnessing a huge spread of coronavirus disease 2019 (COVID-19) caused by
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Based on the World
Health Organization report published on the 2nd of Februar 2021, there were more than
102 million confirmed cases and more than 2.2 million deaths globally, spreading across
220 countries and territories [34].

Currently, one of the mostly used method globally for detecting a COVID-19 disease
is using the real-time transcription-polymerase chain reaction (RT-PCR) test [35]. How-
ever, the sensitivity of such method ranges around 70%, while the alternative methods
using CT or X-ray imaging can achieve significantly better performance, up to 98% [14].
While such methods can provide us with better sensitivity performance, the main bottle-
neck is that analysing such imaging requires an experienced radiologist, who manually,

⋆ This is an extended version of a INISTA 2020 conference paper.
⋆⋆ Corresponding author
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visually scans such images trying to detect some pathology. This bottleneck especially
in current situation comes to the fore, when a large number of such imaging should be
analyzed in very short time, and thus increasing the probability of miss-classification
and putting large amount of stress on medical staff. In those terms the use of advanced
machine learning approaches for classification of images radiography imaging can be jus-
tified.

With the advancements of deep learning methods and techniques in recent years, es-
pecially the ones utilizing convolutional neural networks (CNNs), various research works
proved that the application of such methods against the medical domain problems is
resulting in encouraging results [25]. In the last year, there were large amount of re-
searches published, focusing on applying the machine learning algorithms to identifica-
tion of COVID-19. One of the most common approaches to tackle the mentioned issue is
to utilize the transfer learning approach as presented in [2, 26].

While such approaches enable us to successfully train a predictive model, we are still
faced with a major problem common to all training approaches of deep neural networks –
setting the values of hyper-parameters [52] also known as hyper-parameter optimization
(HPO). Setting the appropriate values of hyper-parameters for the process of training has
a direct impact on the final predictive performance of such models, therefore the values
should be carefully chosen. While commonly this is still a manual process, a great amount
of research was put into developing automatic methods [38, 43, 49], which would take
care of this problem. Since many studies have addressed the problem of identifying a
COVID-19 from X-ray images and since the chosen hyper-parameter values have a direct
impact on the final classification performance, it is crucial to set hyper-parameter values
appropriately especially when addressing such sensitive problem.

Based on our previous experience with the identification of COVID-19 [43], promis-
ing results from similar studies [3, 36] and our previous work on solving HPO prob-
lem [38,43], we set our goal to generalize our GWOTLT [43] from our previous research,
in which we utilized the grey wolf optimizer (GWO) algorithm to find the most suitable
values of hyper-parameters, to make it agnostic to the usage of different optimization
algorithms. Such a generalized HPO method for transfer learning (HPO-TL) enables us
to employ various optimization algorithms in order to find the most suitable values of
hyper-parameters in order to achieve the best possible predictive model utilizing transfer
learning. Beside providing predictive model using the HPO-TL method and evaluating the
performance of such models from a quantitative standpoint, we also conducted an analysis
of interpretable representations of our model using local interpretable model-agnostic ex-
planations (LIME) method. To gain useful insights on how the model perceives the chest
X-ray images, evaluating the model’s decisions from a qualitative perspective, we took a
different approach where multiple interpretable representations obtained by LIME were
aggregated into one single representation, which could enable us to gain different insights
into perception of predictive model.

We can sum up our main contributions presented in this research as follows:

– We generalize GWOTLT method in order to make it optimization algorithm agnos-
tic, which enables us to use various optimization algorithms for the task of hyper-
parameter optimization.



Hyper-parameter Optimization of CNN for Classifying COVID-19... 329

– We conducted an empirical evaluation of the generalized HPO-TL method with three
optimization algorithms (GWO, DE, GA), tackling the problem of detecting COVID-
19 from X-ray images.

– We conducted an extensive performance analysis and comparison against the conven-
tional approaches of training the predictive CNN model.

– We performed a qualitative analysis of the predictive model using the LIME method.

The remaining of the paper is structured as follows. In section 2, a brief review of re-
lated work is presented. Utilized methods and generalized HPO-TL method are presented
in section 3, while in section 4 the experimental framework is described. In section 5 the
results of conducted experiments are presented and interpreted, while section 6 presents
the conclusions.

2. Related work

So far, many analyses have been performed using convolutional neural networks over
chest X-ray images of patients, which try to help better identify COVID-19 cases. For
example, Apostolopoulos and Mpesiana [2] were among the first to evaluate the perfor-
mance of CNNs using transfer learning over a collection of images showing COVID-19
condition, pneumonia, or a normal condition. They found that in this way we could extract
significant biomarkers related to the COVID-19 disease with great accuracy (above 96%).
The use of eight different pre-trained CNNs over a dataset of normal and COVID-19 cases
was also used in [32], where the authors report that the best model achieved an accuracy
of up to 98%. Marques et al. [28] proposed a medical decision support system based on
CNN with EfficientNet architecture. The built model was used for both binary classifi-
cation and multiclass classification. In the case of binary classification, X-ray images of
COVID-19 positive patients and healthy patients were used. For multiclass classification,
images of patients with pneumonia were added to the dataset. The results showed that bet-
ter values of different metrics are achieved in binary classification. S. Govindarajan and
R. Swaminathan [18] acquired critical image features using CNN with several different
hyper-parameter settings and cross-validation methods. They visualized them using oc-
clusion sensitivity maps. The resulting images showed some localized abnormal regions,
which indicate COVID-19. In [21], the authors conducted a study on images obtained
from portable chest X-ray (pCXR), which included two types of pneumonia, the normal
condition and the COVID-19 condition. CNN with transfer learning was used over whole
pCXR and over segmented lungs. Better results were obtained over segmented lungs (ac-
curacy 88%) than over whole pCXR (accuracy 79%). Majeed et al. [27] used 12 CNN
architectures with transfer learning and a shallow CNN architecture which they trained
from scratch. The X-ray images were also not preprocessed before the use. The parts of
the images that were supposed to influence the decision of the model were visualized by
class activation maps (CAMs), which, according to their findings, are not reliable, as they
indicate parts that are not characteristic for COVID-19 disease.

As we can see, the use of CNNs with transfer learning is very common in this problem
area. Differences can be found in the optimization of the algorithms, the parameter set-
tings and used datasets. In the original, our research differs from the existing ones in that
we used a dataset to predict COVID-19 status, which contains X-ray images of the chest
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of COVID-19 patients and images showing a normal condition or any other respiratory
disease. So our main purpose was to predict whether it is a COVID-19 case or some other
condition.

3. Methods

Since the first introduction of CNNs in the 1980s [16], the remarkable progress has been
made in the image recognition field especially due to the availability of large annotated
datasets, development of various deep CNN architectures and increased computational
capabilities. The CNNs or more precisely the convolutional layers leverage three impor-
tant ideas that can help improve a machine learning system: sparse interaction, parameter
sharing and equivariant representations. In contrast to the traditional neural network layers
which use matrix multiplication by a matrix of parameters with a separate parameter de-
scribing the interaction between each input unit and each output unit, the CNNs, however,
typically have sparse interactions, also known as sparse connectivity or sparse weights.
The sparse interactions are achieved by making a kernel smaller than the input, which on
the one side enables us to detect small, meaningful features with kernels that occupy only
tens of pixels, while on the other side reduces the memory consumption of the models and
improves its statistical efficiency, since we need to store fewer parameters. Additionally,
the use of parameter sharing in CNNs also increases the memory and statistical efficiency
in comparison to the traditional neural network, where each element of the weight matrix
is used exactly once when computing the output of a layer. Furthermore, in the case of
convolution, the particular form of parameter sharing causes the layer to have a property
called equivariance. Basically, equivariance enables convolution to create a 2-dimensional
map of where certain features appear in the input. If the object in the input is moved, its
representation will also move for the same amount [17].

Those capabilities make the CNNs de facto standard for solving the image recognition
tasks in various domains from medicine [45,48], information security [19] to seismology
[22] or even agriculture [20]. However, training such CNN models requires a large amount
of labeled data, which can be in certain fields, especially in medicine, a challenging task.
To overcome the lack of sufficient labeled dataset, one of the commonly used methods is
transfer learning with fine-tuning, which enables us to adapt a pre-trained model to our
domain problem, without requiring a large dataset.

3.1. Transfer Learning

The first appearances of transfer learning in publications are dating back to the 1995 [6],
mostly under different names such as inductive transfer [12], incremental or cumulative
learning [55], and multitask learning [51], the latter one being the most closely related to
the transfer learning as we know it today. In the most broader terms, the transfer learning
technique can be defined as the improvement of learning a new task through the trans-
fer of knowledge from a related task which has been already learned. However, in the
machine learning terms, the transfer learning can be defined as transferring the weights
of an already trained predictive model, specialized for a specific task, to the new model
addressing similar but not the same task.
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There are many different techniques on how to utilize the transfer learning, one of
the most commonly used being the fine-tuning. When utilizing the fine-tuning approach
to transfer learning, we are transferring the weights from a pre-trained CNN to the new
one [41]. Commonly, we only transfer the weights in the so-called convolutional base of
CNN architecture, which is composed of a sequence of convolutional layers and pooling
layers, since those layers’ weights contain general feature extraction capabilities. In gen-
eral, the bottom layers (more towards the input) of the CNN tend to extract more abstract,
generally applicable features than the top layers (more toward the output), which tend
to extract more task-specific features. Therefore, when utilizing a fine-tuning technique,
most commonly we only fine-tune (train) the layers more towards the top of the CNN
architecture and leave the bottom ones frozen (disabled for training) [41].

Regardless of the benefits of the transfer learning with fine-tuning, such approach
still has some challenges common to the traditional approach of training CNN. One of
such problem is the selection of training parameters also known as hyper-parameters. Set-
ting appropriate value for hyper-parameters such as learning rate, batch size, optimization
function, etc. directly reflects on how well the model is capable to train and consequently
impacts the model classification performance.

3.2. Hyper-parameter Optimization for Transfer Learning

The problem of setting the right values for the hyper-parameters is also known as hyper-
parameter optimization (HPO) task. Most commonly are such tasks addressed with the
Gaussian Process approach, Tree-structured Parzen Estimator approach or Random search
approach [4]. But in recent years, population-based metaheuristic algorithms are becom-
ing more and more popular in successfully solving HPO problems [23, 46, 49].

Based on our previous success with utilization of various optimization algorithms
for the purpose of optimizing hyper-parameter values [38, 47], we decided to generalize
our Grey Wolf Optimizer for Transfer Learning Tuning (GWOTLT) method presented
in [49] to make it work and evaluate it with other popular metaheuristics, such as genetic
algorithm (GA) and differential evolution (DE). The basic concept of our generalized
Hyper-parameter optimization for transfer learning (HPO-TL) method can be generally
defined in the following steps:

1. Optimization algorithm produces the solution.
2. Solution is mapped to the values of sought hyper-parameters.
3. CNN with mapped hyper-parameter values is trained.
4. The solution is evaluated, calculating fitness value.
5. Fitness value is being passed back to the optimization algorithm.

Those steps are then being executed in an iterative manner, for the given number of
function evaluations.

The HPO-TL is producing a solution with the same number of elements as is the num-
ber of sought hyper-parameter values. In our case the dimension of the produced solution
is 4, since we are searching for the most optimal value of four different hyper-parameters,
namely: learning rate, optimizer function, dropout probability of dropout layer, and the
number of neurons in the last fully-connected (dense) layer. Formally, the individuals of
such HPO-TL produced solutions are presented as a real-valued vectors:

x
(t)
i = (x

(t)
i,0, . . . , x

(t)
i,n), for i = 0, . . . ,Np − 1 , (1)
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where each element of the solution is in the interval x(t)
i,1 ∈ [0, 1]. These real-valued

vectors (solutions) are then mapped to the used hyper-parameter values as defined in
equations 2 to 5, where y1 denotes the number of neurons in the last fully connected
layer, y2 denotes dropout probability, y3 denotes optimization function and y4 denotes
learning rate. Each y1 value is mapped to the particular member of the population N =
{64, 128, 256, 512, 1024} according to the members position in the population, which
represents a group of available numbers of neurons in the last fully connected layer. All of
the y3 values are mapped to the specific member of population O = {adam, rmsprop, sgd},
which represents a group of available optimizer functions, while each y4 value is mapped
to the member of population L = {0.001, 0.0005, 0.0001, 0.00005, 0.00001}, which rep-
resents a group of learning rate choices.

y1 =

{
⌊x[i] ∗ 5 + 1⌋; y1 ∈ [1, 5] x[i] < 1

5 otherwise,
(2)

y2 = x[i] ∗ (0.9− 0.5) + 0.5; y2 ∈ [0.5, 0.9] (3)

y3 =

{
⌊x[i] ∗ 3 + 1⌋; y3 ∈ [1, 3] x[i] < 1

3 otherwise,
(4)

y4 =

{
⌊x[i] ∗ 5 + 1⌋; y4 ∈ [1, 5] x[i] < 1

5 otherwise,
(5)

The training utilizing the fine-tuning with mapped hyper-parameter values is then be-
ing conducted in a straight-forward manner where the last block of used CNN architecture
is being fine-tuned while the other (more bottom) layers remain frozen. After the training
is finished, the fitness values are being calculated. We defined the fitness value as:

f(sol) = 1−AUC(sol) (6)

where sol denotes the model trained with hyper-parameters set based on the obtained
HPO-TL solution, and AUC defines the area under the ROC curve metric.

The fitness value is then being passed back to the chosen optimization algorithm,
based on which the new solution will be produced.

3.3. HPO-TL variations

Since our presented HPO-TL method is designed to work with various optimization al-
gorithms, we selected three of the most popular algorithms to showcase the advantages
of such an approach where the method is not conceptually bonded to a particular algo-
rithm. For this purpose, we utilized a grey wolf optimizer algorithm, which is in recent
works [15, 43, 49] showing a great performance solving various tasks, differential evolu-
tion which is still dominating in various solutions [5,9,50], and one of most conventional
nature-inspired evolutionary algorithms – genetic algorithm.
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Grey Wolf Optimizer variation (GWO-TL) is based on the GWO algorithm [31],
which is one of the most popular representatives of nature-inspired population-based
metaheuristic algorithms. The GWO is inspired from a strict leadership hierarchy and
hunting mechanisms of grey wolves (Canis lupus). As defined by authors in [31], there
are three main phases of grey wolves hunting. First one is tracking, chasing and approach-
ing the prey, the second one is pursuing, encircling and harassing the prey until it stops
moving, and final third phase is the attack toward the prey. In GWO, we consider the
fittest solution as the alpha, therefore consequently, the second and third-best solutions
are named beta and delta. Other candidate solutions are assumed to be omega. In general,
the search process starts by creating a random population of grey wolves in the GWO
algorithm. In each iteration alpha, beta, and delta candidate solutions estimate the prob-
able position of the prey. The parameter a is decreased from 2 to 0, to emphasize the
exploration and exploitation, respectively. In each iteration the candidate solutions tend
to converge to the prey when vector A, which is mathematically modeling divergence, is
decreasing below 1 and diverge from the prey when A is increasing above 1 [31].

Differential Evolution variation (DE-TL) is based on arguably one of the most power-
ful and versatile evolutionary optimizers in recent times. Standard DE algorithm consists
of four basic steps: initialization, mutation, recombination or crossover, and selection.
From those steps, only the last three are repeated into the subsequent DE iterations [9].
In the initialization phase, Np real-value coded vectors are randomly initialized. Each
such vector is also known as genome or chromosome and forms a candidate solution. Af-
ter initialization, DE creates a donor or mutant vector corresponding to each population
member in the current iteration with utilization of mutation. In order to increase the diver-
sity of the parameter vectors of DE, the crossover step is conducted, where CR parameter
controls the fraction of parameters that are copied to the candidate solution. Finally, the
selection step is executed in which the decision whether a produced candidate solution
should become a generation member is made, using the greedy criterion [9]. Those three
steps are being repeated until stopping condition is not reached.

Genetic Algorithm variation (GA-TL) is based on the one of the first population-based
stochastic algorithm. Similar to the other evolutionary algorithms, the main steps of the
GA are selection, crossover, and mutation [30]. In the same manner as the DE, GA starts
with a random population, which represents chromosomes of individual candidate solu-
tions. Nature is the main inspiration for the selection step in GA algorithm, which is trying
to mimic the phenomena where the fittest individuals have a higher chance of getting food
and mating. For this purpose GA is employing a roulette wheel to assign probabilities to
individuals and select them for creating the next-generation proportional to their objec-
tive. In the crossover step the selected individuals are being combined producing new
solutions in GA algorithm. In the last step, mutation is conducted, in which one or multi-
ple genes of created new solutions are altered. This step in GA maintains the diversity of
population by introducing another level of randomness [30]. The algorithm iterates those
three steps in the same manner until the stopping condition is not reached.
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3.4. Local Interpretable Model-agnostic Explanations

Many times, in the world of machine learning, it is not enough just to build a good decision
model, its success is also influenced by how decision makers understand and trust its
predictions. This is especially important in more sensitive domains, such as medicine.
Decision-makers’ confidence in model results usually increases when they have a clear
insight into what influenced the model’s decision, what is its behavior and what are the
possible errors. For this purpose, various interpretive methods have been developed. Some
of them are also able to give an explanation for a model built over unstructured data (in
our case images). [39].

The interpretive method we used in our case is the Local Interpretable Model-Agnostic
Explanations (LIME) method, which was first introduced in 2016 by Ribeiro et al. [39].
An interpretive method that also allows the interpretation of models built above images
is the SHapley Additive exPlanations (SHAP) method, which is, in addition to LIME,
considered as one of the most widely used methods of this kind. LIME creates an expla-
nation for an individual input prediction by sampling its neighboring inputs and builds a
sparse linear model based on the predictions of these inputs. The most relevant features
for a specific prediction are then those that have the highest coefficient calculated in this
linear model [54]. One of the main advantages of the algorithm behind the LIME method
is that it can explain the predictions of any black box classifier with two or more output
classes. The condition for its operation is that the classifier implements a function that
accepts a set of classes and then returns the probabilities for each class. The main goal of
the algorithm is to identify an interpretive model over an interpretative representation that
is locally faithful to the classifier. In our case or in general when working with images,
the interpretative representation is a binary vector that indicates the presence or absence
of neighboring sets of similar pixels, while the classifier can display the image as a tensor
with three color channels per pixel.

As mentioned earlier, LIME explanation is based on the sampling of neighboring
inputs of the selected input x and their outputs, while returning as a result a model g from
the class of potential interpretive models G according to the following formula:

argmin
g∈G

L(f, g, πx) +Ω(g). (7)

If we explain the formula in more detail, then we can say that x represents the input
for which we want to know on the basis of which value was determined to belong to the
selected class, f denotes the built model that we want to explain and πx denotes the prob-
ability distribution around x. With Ω(g) we mark the complexity of model interpretation,
that is opposite to its interpretability. Not every model is simple enough to be interpretive.
The part of the equation L(f, g, πx) tells us how the values of g approach the values of f
at the location defined by πx. If we want to achieve high interpretability, this value must
be as low as possible [39].

4. Experiments

To objectively evaluate the COVID-19 image classification results, we conducted the fol-
lowing experiments:
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– base, where the CNN is trained in a conventional manner without pre-training,
– TL, where transfer learning methodology is utilized, and
– three HPO-TL methods: TL-GWO, TL-GA, and TL-DE experiments where our pro-

posed method is used.

All conducted experiments were implemented in Python programming language with
the support of following libraries: scikit-learn [37], Pandas [29], Numpy [42], NiaPy [44],
Keras [7] and Tensorflow [1].

Experiments were performed using the octa-core Intel CPU, 64 GB of RAM, and two
Nvidia Tesla V100 GPUs each with dedicated 32 GB of memory.

4.1. Datasets

Almost a year after we published our previous work on COVID-19 [43], the COVID-
19 dataset initially prepared by Cohen et al. [8] was greatly enlarged by various re-
searchers from all over the world. Different contributors provided additional COVID-19
and other chest x-ray images, performed double-checking for potential labeling errors,
and improved the dataset both in terms of quality and quantity. Therefore, for the purpose
of evaluating the proposed methods, we obtained an updated version of the COVID-19
dataset, which in current state, on January 20th 2021, consists in total of 929 chest x-ray
images.

Since the chest X-ray images are collected from various sources, the image size and
format are varying. In Figure 1 are presented two samples from each of the target classes.

a) b)

Fig. 1. Examples of X-ray images, where a) represents a COVID-19 case image, while b) represents
an image with other or no pathology identified.

Inspecting the obtained dataset more in-depth, we can see that the majority of the col-
lected chest x-ray images are labeled as an COVID-19 instances, as presented in Table 1.
Comparing the number of classes in the updated version of COVID-19 dataset in compar-
ison to the older version, we can see a significant increase. Additionally, in the updated
version of the dataset we can see that one of the classes in labeled as ”todo”, which means
that the instances with such label are not yet classified. Therefore, we removed instances
with such label in order to avoid having some instances miss-classified and consequently



336 Grega Vrbančič et al.

training the predictive model with wrong labeled chest x-ray images. This way we ended
up with the total of 846 instances, 563 of them being labeled as ”COVID-19” and the
remaining 283 labeled as ”other”.

Table 1. Target class distribution of updated COVID-19 image data collection.

Class COVID-19
image data collection

COVID-19 563
Pneumonia 81

SARS 16
Pneumocystis 30
Streptococcus 22

No finding 22
Chlamydophila 3

E.Coli 4
Klebsiella 10
Legionella 10
Unknown 1

Lipoid 13
Varicella 6
Bacterial 4

Mycoplasma 11
Influenza 5

todo 83
Tuberculosis 18

H1N1 2
Aspergilliosis 2

Herpes 3
Aspiration 1
Nocardia 8

MERS-CoV 10
MRSA 1

Total 929

Similar as we did in our previous research [43], with the older version of COVID-19
dataset, we have extended the updated version. Additional 600 randomly selected ”Nor-
mal” labeled chest images from RSNA Pneumonia Detection Challenge [33] were added
to the existing ”other” labeled chest x-ray images, which resulted in a final updated and
extended version of COVID-19 dataset with properties presented in Table 2.
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Table 2. Target class distribution of an updated and extended COVID-19 image data collection.

Class Extended COVID-19
image data collection

COVID-19 563
Other 883

Total 1446

4.2. Data Pre-processing

As are the images in the COVID-19 image data collection in various sizes, we applied the
image resizing to uniform target size of 224 x 224 pixels, which is in line with default
input size of the selected VGG19 CNN architecture. Additionally, in the train time, we
applied an image augmentation technique, to prevent the over-fitting which commonly
occurs when dealing with pre-trained complex CNN architecture and relatively small
datasets.

The image augmentation in train time is conducted in a manner where each training
instance is randomly manipulated e.g. rotated, zoomed, shifted, flipped, etc. within the
given value range. The complete list of utilized augmentation parameters and its values
can be observed in Table 3. The value for rotation range specifies the degree range for
random rotation, while the values for width shift and height shift range specifies the frac-
tion of a total image size for corresponding dimension. Shear range value defines a shear
intensity – the shear angle (in radians) in counter-clockwise direction and zoom range
value specifies the randomly selected zoom between the lower and upper bounds defined
as 1 − zoom range and 1 + zoom range respectively. Lastly, the horizontal flip value
defines whether each image instance can be randomly flipped horizontally or not.

Table 3. Utilized image augmentation parameter settings.

Parameter Value
Rotation range 5

Width shift range 0.1
Height shift range 0.1

Shear range 0.1
Zoom range 0.1

Horizontal flip True

4.3. CNN Setup

For the deep CNN architecture, we adapted a well known VGG19 architecture presented
by Simonyan et al. in 2014 [40]. As presented in Figure 2, we left the convolutional base
(blocks from 1 to 5) of VGG19 as it was presented originally, while the classifier part of
the architecture was customized. Instead of a flatten layer, we utilized a 2-dimensional
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global average pooling layer, followed by a dropout layer, fully connected layer with
ReLU activation function and fully connected output layer with sigmoid activation func-
tion.

The dropout probability values for the base and TL experiments were set to 0.5, while
the dropout value for the experiments utilizing the HPO-TL methods is being optimized
(set) by the method itself. The number of units in fully connected layer, followed by the
dropout layer, was for the base and TL experiments set to 256, while the number of units
for HPO-TL based experiments are also being optimized by the method itself.

Input

Block 1

Block 2

Block 3

Block 4

Block 5

Global Average Pooling

Dropout

Fully Connected Layer 1

Fully Connected Layer 2
+ Softmax

Fig. 2. The adapted VGG19 convolutional neural network architecture.
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For the TL and HPO-TL based experiments, the transfer learning was utilized. The
VGG19 convolutional base was pre-trained on the ImageNet dataset, while for the fine-
tuning we enabled only the last convolutional block (block 5). The rest of the layers in
convolutional base remained frozen (disabled for fine-tuning).

4.4. Settings of HPO-TL methods

Since the utilized HPO-TL based methods work in an iterative manner, where the next
produced solution is based on fitness of the previous one, we tailored the dataset split
methodology in order to retain the fairness between the compared approaches. While the
base and TL experiments consume the whole training split of the dataset for the training
purpose, we additionally divided the given training set in ratio 80:20, where the larger
subset was used for training different solutions produced by a HPO-TL based method and
evaluating them – calculating the fitness value against the remaining smaller subset of the
initial training set.

For each fold, the method generates and evaluates 50 different solutions, from which
the best – the one with the best (lowest) fitness value is selected and finally evaluated
against the test split of the dataset. While this approach makes the such method computa-
tionally complex, we also introduced the early stopping approach to the evaluation of each
solution, where the solutions which training is not improving for 5 consecutive epochs is
prematurely stopped.

Table 4 presents parameter settings of three utilized optimization algorithms, namely
grey wolf optimizer, differential evolution, and genetic algorithm, which were used to-
gether with the HPO-TL method. Other than population number NP parameter, all pa-
rameter values are set to default values as are defined in the NiaPy framework, from which
we utilized the implementations of the selected optimization algorithms.

Table 4. Parameter settings for used optimization algorithms.

Parameter Value
Grey Wolf Optimizer Differential Evolution Genetic Algorithm

Population NP 10 10 10
Scaling factor F - 1 -

Crossover rate CR - 0.8 0.25
Mutation rate MR - - 0.2

4.5. Training Parameter Settings

Presented in Table 5 are utilized training parameter settings for each of the conducted
experiments. For each fold every method is provided with the total of 50 epochs, except
the HPO-TL methods which, in worst-case scenario, consume a total of 2500 epochs
(50 epochs for each solution evaluation). The batch size remains the same for all three
experiments and it is set to 32. For the base and TL experiments, we set the learning rate
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to 1 ∗ 10−5 and optimizer to RMSprop, while the learning rate and optimizer for HPO-
TL methods is set (optimized) by the method itself and therefore is not explicitly defined
since it is not chosen deterministically.

Table 5. Training parameter settings for conducted experiments.

Parameter Value
base TL HPO-TL

Nr. of epochs 50 50 2500
Batch size 32 32 32

Learning rate 1 ∗ 10−5 1 ∗ 10−5 -
Optimizer RMSprop RMSprop -

5. Results

5.1. Classification Performance
In order to evaluate the COVID-19 X-ray image classification results, we first compared
our three HPO-TL methods: TL-GWO, TL-GA, and TL-DE. For this purpose, we applied
them upon the same CNN architecture using the same 10-fold cross-validation train-test
folds, in order to objectively identify which of the three performed the best.

Results, obtained from the conducted experiments, are summarized in Table 6. As
can be observed from the table, the difference among the three methods are quite small.
Anyhow, the TL-DE method performed the best on average in most of the performance
measures, while also achieving the lowest time for training. Interestingly, the results of
the TL-DE method on all 10 folds were also the most stable, achieving the lowest stan-
dard deviation among the three methods regardless of the selected metric. In general,
the second-best results were obtained by the TL-GWO method, while the results of the
TL-GA lag a bit behind.

Table 6. Comparison of classification performance results on selected metrics over 10-fold cross-
validation (averages and standard deviations are reported) for the three HPO-TL methods.

metric TL-GWO TL-GA TL-DE
Accuracy 84.10 ± 3.2 82.45 ± 4.54 84.44 ± 2.91

AUC 83.61 ± 3.93 80.89 ± 6.26 83.89 ± 3.36
Precision 88.52 ± 5.59 85.09 ± 7.53 88.16 ± 3.84

Recall 85.82 ± 7.16 87.75 ± 6.03 86.38 ± 3.98
F -1 86.79 ± 2.93 86.01 ± 3.08 87.16 ± 2.43

Kappa 66.70 ± 6.92 62.27 ± 10.86 67.40 ± 6.19
Time 6096.40 ± 427.33 5383.10 ± 501.70 5020.30 ± 380.97

Fig. 3 shows a comparison of test accuracy results obtained by the three methods for
all 10 folds on the Covid-19 X-ray image dataset. As we can see, in two folds the TLGA
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method performed a bit worse than the other two methods, while other differences are
rather insignificant. If we look in detail, there is one situation where TL-GWO performed
noticeably better than TL-DE (fold-6), while TL-DE performed noticeably better than
TL-GWO in two situations (in fold-0 and fold-9). Very similar to accuracy were also
the results of the rest of the metrics. Fig. 4 shows the box-plot comparison of the three
methods with regard to AUC. It can be seen that the TL-DE achieved the best average
AUC result, while also being the most stable among the methods.
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Fig. 3. Accuracy of the three HPO-TL methods on 10 folds.
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Fig. 4. Comparison of AUC for the three HPO-TL methods.

While the predictive performance results of the TL-DE and the TL-GWO methods
were barely distinguishable, there was a bigger difference with regard to the time elapsed
for training the CNN model (Fig. 5). As it can be seen, the TL-GWO method consumed
the most time for training, while the TL-DE was the fastest of the three methods.

In general, with regard to the presented classification performance results, the TL-DE
can be considered as the best method overall, although the differences between the three
methods turned out to be very small.
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Fig. 5. Comparison of consumed time for training for the three HPO-TL methods.

5.2. Comparison with Other Methods

As the TL-DE turned out to be the best of the three methods, we wanted to compare it with
the two most common existing approaches – base method for training the CNN model and
TL method that performs transfer learning upon the same CNN architecture. For the base
method, we utilized the VGG19 [40] CNN architecture, pre-trained on the ImageNet [11]
dataset. For the TL method, we utilized the transfer learning approach and applied it on
the same VGG19 CNN convolutional base. In this manner, the differences among the
obtained predictive performance results can be contributed solely to the consequence of
different learning method used. For the sake of comparison, we performed a series of
experiments on the COVID-19 X-ray image dataset using the 10-fold cross-validation
approach.

Results, obtained from the conducted experiments, are summarized in Table 7. As can
be observed from the table, our proposed TL-DE method showed the best performance
among the three compared methods regardless of the selected performance metric, with
the exception of elapsed training time. In general, the second-best results were obtained
by the TL method, while significantly the worst results were obtained by the base method.

Table 7. Comparison of classification performance results on selected metrics over 10-fold cross-
validation (averages and standard deviations are reported) for the three compared methods.

metric base TL TL-DE
Accuracy 54.51 ± 10.78 80.97 ± 4.37 84.44 ± 2.91

AUC 50.00 ± 0.00 80.85 ± 4.25 83.89 ± 3.36
Precision 42.85 ± 29.57 86.94 ± 4.18 88.16 ± 3.84

Recall 70.00 ± 48.30 81.38 ± 7.53 86.38 ± 3.98
F -1 53.16 ± 36.68 83.84 ± 4.20 87.16 ± 2.43

Kappa 0.00 ± 0.00 60.69 ± 8.56 67.40 ± 6.19
Time 377.50 ± 9.23 340.40 ± 6.45 5020.30 ± 380.97
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Fig. 6 shows a comparison of test accuracy results obtained by the three compared
methods for all 10 folds on the Covid-19 X-ray image dataset. As we can see, the TL-DE
method achieved the highest accuracy in 7 out of 10 folds, followed by the TL method
with 3 remaining wins, while the results of the base method lag quite distinctively behind.
In all three folds, where the TL method outperformed the TL-DE, the differences were
hardly noticeable, while the advantage of the TL-DE method were substantial in 6 out of
7 folds. Very similar results were obtained for all other predictive performance metrics.
Fig. 7 shows the box-plot comparison of the three methods with regard to AUC, one of
the most important metric when evaluating classification models in medicine, where the
advantage of the TL-DE method can be easily observed. Not only that the mean AUC is
the highest, the TL-DE produced results also with smaller standard deviation than the TL
method.
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Fig. 7. Comparison of AUC for the three compared methods.

To achieve such excellent classification results, however, the TL-DE method pays its
price with a much longer training time. While the base method spent on average 377.5
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seconds to fully train the CNN mode, and the TL method 340.4 seconds, the HPO-based
TL-DE method spent on average 5020.3 seconds, which is of course the consequence of
the used optimization method.

5.3. Statistical Comparison

To evaluate the statistical significance of classification performance results of the three
compared methods (base, TL, and TL-DE), we first applied the Friedman test by calcu-
lating the average Friedman ranks, Friedman asymptotic significance and p-values for all
the three methods and for all 7 measures (acc, auc, prec, rec, F -1, kappa, and time), as
suggested by Demšar [10]. The statistical results are summarized in Table 8. We can see
that there is a significant difference among the three methods for all measures but the
recall. The TL-DE is significantly better than the base method with regard to accuracy,
AUC, precision, F -1, and kappa. It is also significantly better than the TL method with
regard to accuracy, F -1, and kappa, while the difference is nearly significant with regard
to AUC. On the other hand, the TL-DE method is significantly worse than the other two
methods with regard to the required training time, as expected.

Table 8. Statistical comparison (p-values) of the Friedman test and Wilcoxon signed rank test for
TL-DE vs. other two methods for all 7 metrics; significant differences are marked with *.

Friedman test Wilcoxon signed rank test
metric all three TL-DE vs. base TL-DE vs. TL

Accuracy <0.001* 0.002* 0.033*
AUC <0.001* 0.005* 0.084

Precision <0.001* 0.002* 0.625
Recall 0.154 — —
F -1 <0.001* 0.002* 0.014*

Kappa <0.001* 0.002* 0.049*
Time <0.001* 0.002* 0.002*

5.4. HPO-TL Methods Parameter Selection Analysis

Presented in Table 9 are the best performing selected values for optimized parameters for
each fold. Inspecting the presented selected values, we can see that in the 4 folds, the
number of selected units in the last fully-connected (dense) layer was set to 128, while
also in 4 folds the number of selected units was set to 256, which is in line with the value
which we handpicked. Those two values together were selected in 80% of all folds, while
the remaining 2 selections were the lowest (64) and highest (1024) of possible values.
The selected dropout probabilities are roughly ranging from 0.5 to 0.76, 7 of being in
a range between 0.5 and 0.57 which is somewhat similar to what we manually selected
for the remaining experiments (0.5). Focusing on the selected optimizer function, we can
observe that the selection is almost evenly distributed between the RMSprop (4 out of 10
folds) and Adam optimizer (6 out of 10 folds), while the SGD is not a part of the best
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found solution in any fold. Regarding the selection of learning rates, 4 times each were
selected learning rates 5∗10−4 and 5∗10−5. The latter is also the same as our handpicked
value for the learning rate in the TL experiment.

Table 9. Best achieved solutions for the sought parameters per fold using TL-DE.

Fold Neurons in Dropout Optimizer Learning
last dense layer probability rate

0 128 0.660450 adam 0.00050
1 64 0.500000 adam 0.00050
2 128 0.754095 adam 0.00005
3 256 0.500000 rmsprop 0.00005
4 256 0.512172 rmsprop 0.00050
5 128 0.537716 rmsprop 0.00001
6 256 0.571608 adam 0.00005
7 128 0.570084 adam 0.00050
8 1024 0.763849 rmsprop 0.00010
9 256 0.536784 adam 0.00005

We have also analyzed and compared parameter selections of remaining two HPO-
TL methods, TL-GWO and TL-GA. Comparing the best parameter selections from best
performing variation (TL-DE) against parameters selections of TL-GWO (Table 10), we
can see that in general, the values for number of last hidden layer are lower, but on the
other side, the dropout probability values of the best parameter selections are more similar
to the best performing TL-DE variation. Also, the selection of optimizer is somewhat
similar to the TL-DE variation, with a bit more tendency to selection of adam optimizer
function.

Table 10. Best achieved solutions for the sought parameters per fold using TL-GWO.

Fold Neurons in Dropout Optimizer Learning
last dense layer probability rate

0 128 0.660413 adam 0.00005
1 128 0.703526 adam 0.00010
2 64 0.732706 rmsprop 0.00005
3 512 0.513470 adam 0.00050
4 64 0.532255 adam 0.00010
5 64 0.642986 adam 0.00010
6 256 0.516314 rmsprop 0.00005
7 128 0.734866 rmsprop 0.00010
8 256 0.777165 adam 0.00010
9 64 0.555470 adam 0.00010
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Table 11. Best achieved solutions for the sought parameters per fold using TL-GA.

Fold Neurons in Dropout Optimizer Learning
last dense layer probability rate

0 1024 0.731663 rmsprop 0.00001
1 512 0.778245 adam 0.00050
2 128 0.557576 rmsprop 0.00050
3 256 0.872333 rmsprop 0.00050
4 256 0.567304 adam 0.00010
5 512 0.512127 adam 0.00010
6 256 0.532396 adam 0.00050
7 128 0.511880 adam 0.00010
8 256 0.821332 adam 0.00010
9 256 0.613837 adam 0.00050

If we compare the TL-DE further, with the worst performing of three variations TL-
GA (Table 11), we can observe that selection of values for number of hidden units are
quite similar to the best performing TL-DE variation. The selection of the optimizer func-
tion is proportionally the same as in TL-GWO. Interestingly, none of the three variations
chose the SGD optimizer function as the best performing optimizer in any combination of
parameter selections. The biggest difference between the parameter selection values can
be seen in the range of dropout probabilities, which is in the case of TL-GA varying from
0.51 to 0.87.

5.5. Interpretable Representation of Model

When employing predictive models in various mission-critical decision-making systems,
one of the biggest problem is determining trust in individual prediction of such models.
Especially if such systems are being used in the fields like medicine, where predictions
cannot be acted upon blind faith, consequences may be catastrophic [39].

In general, it is a common practice to evaluate predictive models using different met-
rics against the available test dataset. However, such common metrics may not be neces-
sarily indicative of the model’s goal. Therefore, inspecting individual instances and their
representations which can be interpreted is a good complementary solution, especially
when dealing with so called ”black-box” methods, to gain useful insights on how our
model perceives it. Additionally, such evaluation can also help us increase the under-
standing and trust in our predictive model.

In Figure 8, we are showcasing LIME interpretable representations of our best per-
forming predictive model, obtained by HPO-TL variation named TL-DE, which utilizes
a DE algorithm for finding most suitable set of hyper-parameter values. In our previous
research on COVID-10 identification [43], we have also used LIME method for evalu-
ating the models’ performance from a qualitative standpoint. The conducted analysis in
the mentioned research was performed in such way, that all corresponding interpretable
representations obtained from LIME were plotted on each corresponding sample (chest
x-ray image), and each sample was then evaluated individually. In contrast to our previous
research, here we are taking a different approach where we are obtaining the interpretable
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representations in the same manner for each sample as in our previous research, but in
this case we are aggregating them into one. This allows us to get an insight into predic-
tive model behavior over all test samples in one aggregated interpretable representation,
instead of analyzing each sample individually.

Labeled as a) in Figure 8, we are showing green groups of pixels (super-pixel) denot-
ing sections of image which have a positive impact towards classifying our input chest
x-ray image as COVID-19, while labeled as b), we are showing red super-pixels denot-
ing sections of image which have a negative impact. The scale on the right side of each
analyzed image is representing the intensity of each marked region, where a darker color
is denoting a higher intensity and vice versa. Inspecting the image labeled a), we can
see similar patterns as we already identified in our previous research [43]. In the image
showing green super-pixels, those are a bit more focused on the central thorax body re-
gion in contrast to the marked red super-pixels which are spread more across the whole
upper body including shoulders and neck. Also, the intensity of the red super-pixels is a
bit higher in those regions.

Fig. 8. Explaining predictive model decisions using LIME method. The image below the a) label
represents the super-pixels which positively impact towards the COVID-19 class, while the image
below the b) label is showcasing the super-pixels which negatively impact towards the COVID-19
class.

Comparing those two aggregated positive and negative interpretable representations
could also be challenging, trying to compare specific regions of each sample. Therefore,
we decided to aggregate those two into only one interpretable representation, which would
possibly give us more clear insight into the regions which the predictive model is identi-
fying as the ones having positive or negative impact. Such aggregated interpretable rep-
resentation is presented on Figure 9 labeled as a). As we can observe from the image, we
can see that the most green super-pixels are still positioned in more central part of thorax
body region, while the red super-pixels are also still positioned more on the outer parts of
upper body. Interestingly, we can see the that green super-pixels also cover a region of the
aortic arch and a part of the heart, which is similar to findings in our previous research.
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Also, if we compare interpretable representations of our predictive model with similar
researches [13, 53] and their interpretations, we can observe that our green super-pixels
are in similar positions as in the most intense regions of the mentioned researches.

Fig. 9. Comparison of aggregated explanations between TL-DE and TL-GWO. The image below
the a) label represents the TL-DE aggregated LIME explanations, while the image below the b)
label is showcasing TL-GWO aggregated LIME explanations.

Interpretable representation labeled as b) presented on Figure 9 is also showing aggre-
gated representation obtained from LIME but for the TL-GWO variation of the HPO-TL
method. Since by the accuracy classification metric the TL-GWO lagged behind only by
0.34%, we were curious how does the representations from best performing model ob-
tained by TL-GWO look like in comparison to the TL-DE. Comparing those two images,
we can see that regardless of lagging behind for a small amount, the visual representation
reveals that the difference is quite noticeable. In the case of TL-DE, the bounds of each
super-pixel are more sharp and the border between them is more noticeable, while in the
case of TL-GWO the borders of super-pixels are more blurred and the border between
them is not so distinct. Overall, the TL-DE super-pixels are more exact in contrast to TL-
GWO. Also, the green super-pixels of TL-GWO cover the majority of the upper body,
which is not necessarily useful when trying to detect particular affected regions.

6. Conclusions

In this work, we proposed a generalized image classification method, based on GWOTLT
[43], that trains a CNN using transfer learning with fine-tuning approach, in which hyper-
parameter values are optimized with an optimization algorithm. Such generalized version,
named HPO-TL, enables us to use different optimization algorithms which can be useful
when dealing with various domain problems where different optimization algorithms can
result in better final predictive model. The generalized method has been applied on a
dataset of COVID-19 chest X-ray images using three different optimization algorithms
DE, GWO, and GA. The obtained results showed that the best performing variation of
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HPO-TL method is TL-DE which featured DE as an optimization algorithm. The best
performing TL-DE also showed an impressive performance in all classification metrics
when comparing to the conventional approaches of training a CNN.

We have also adopted a local interpretable model-agnostic explanations approach to
provide insights of the COVID-19 disease, based on classification of chest X-rays. In
contrast to straight-forward usage of such explanations, we have aggregated them into
one, trying to get an insight on overall perception of a predictive model over all test
samples instead of anayzing one by one. Thus, such approach was able to provide some
interesting insights into the characteristics of COVID-19 disease and predictive model
behaviour, by performing qualitative explanations upon the results of the trained model
classification of a set of X-ray images.

In the future, we would like to expand our research to utilize different CNN architec-
tures and conducted qualitative evaluations using additional methods such as SHAP [24].
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20. Kamilaris, A., Prenafeta-Boldú, F.X.: Deep learning in agriculture: A survey. Computers and
electronics in agriculture 147, 70–90 (2018)

21. Kikkisetti, S., Zhu, J., Shen, B., Li, H., Duong, T.Q.: Deep-learning convolutional neural net-
works with transfer learning accurately classify COVID-19 lung infection on portable chest
radiographs. PeerJ 8 (nov 2020)

22. Kong, Q., Trugman, D.T., Ross, Z.E., Bianco, M.J., Meade, B.J., Gerstoft, P.: Machine learning
in seismology: Turning data into insights. Seismological Research Letters 90(1), 3–14 (2018)

23. Lorenzo, P.R., Nalepa, J., Kawulok, M., Ramos, L.S., Pastor, J.R.: Particle swarm optimiza-
tion for hyper-parameter selection in deep neural networks. In: Proceedings of the genetic and
evolutionary computation conference. pp. 481–488 (2017)

24. Lundberg, S., Lee, S.I.: A unified approach to interpreting model predictions. arXiv preprint
arXiv:1705.07874 (2017)

25. Lundervold, A.S., Lundervold, A.: An overview of deep learning in medical imaging focusing
on mri. Zeitschrift für Medizinische Physik 29(2), 102–127 (2019)

26. Majeed, T., Rashid, R., Ali, D., Asaad, A.: Covid-19 detection using cnn transfer learning from
x-ray images. medRxiv (2020)

27. Majeed, T., Rashid, R., Ali, D., Asaad, A.: Issues associated with deploying CNN transfer learn-
ing to detect COVID-19 from chest X-rays. Physical and Engineering Sciences in Medicine
43(4), 1289–1303 (dec 2020)

28. Marques, G., Agarwal, D., de la Torre Dı́ez, I.: Automated medical diagnosis of COVID-19
through EfficientNet convolutional neural network. Applied Soft Computing Journal 96 (nov
2020)

29. McKinney, W.: Data structures for statistical computing in python. In: van der Walt, S., Mill-
man, J. (eds.) Proceedings of the 9th Python in Science Conference. pp. 51 – 56 (2010)

30. Mirjalili, S.: Genetic algorithm. In: Evolutionary algorithms and neural networks, pp. 43–55.
Springer (2019)

31. Mirjalili, S., Mirjalili, S.M., Lewis, A.: Grey wolf optimizer. Advances in engineering software
69, 46–61 (2014)



Hyper-parameter Optimization of CNN for Classifying COVID-19... 351

32. Nayak, S.R., Nayak, D.R., Sinha, U., Arora, V., Pachori, R.B.: Application of deep learn-
ing techniques for detection of COVID-19 cases using chest X-ray images: A com-
prehensive study. Biomedical Signal Processing and Control 64, 102365 (feb 2021),
https://doi.org/10.1016/j.bspc.2020.102365

33. of North America, R.S.: RSNA Pneumonia Detection Challenge — Kaggle,
https://www.kaggle.com/c/rsna-pneumonia-detection-challenge/overview

34. Organization, W.H., et al.: Covid-19 weekly epidemiological update - 2 february 2021. In:
COVID-19 Weekly Epidemiological update - 2 February 2021. World Health Organization
(2021)

35. Ozturk, T., Talo, M., Yildirim, E.A., Baloglu, U.B., Yildirim, O., Acharya, U.R.: Automated de-
tection of covid-19 cases using deep neural networks with x-ray images. Computers in biology
and medicine 121, 103792 (2020)

36. Pathak, Y., Shukla, P.K., Tiwari, A., Stalin, S., Singh, S.: Deep transfer learning based classifi-
cation model for covid-19 disease. Irbm (2020)

37. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M.,
Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D., Brucher,
M., Perrot, M., Duchesnay, E.: Scikit-learn: Machine learning in Python. Journal of Machine
Learning Research 12, 2825–2830 (2011)
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44. Vrbančič, G., Brezočnik, L., Mlakar, U., Fister, D., Fister Jr., I.: NiaPy: Python microframe-
work for building nature-inspired algorithms. Journal of Open Source Software 3 (2018),
https://doi.org/10.21105/joss.00613

45. Vrbancic, G., Fister, I.J., Podgorelec, V.: Automatic Detection of Heartbeats in Heart Sound
Signals Using Deep Convolutional Neural Networks. Elektronika ir Elektrotechnika 25(3), 71–
76 (jun 2019), http://eejournal.ktu.lt/index.php/elt/article/view/23680

46. Vrbancic, G., Fister, I.J., Podgorelec, V.: Parameter Setting for Deep Neural Networks Using
Swarm Intelligence on Phishing Websites Classification. International Journal on Artificial In-
telligence Tools 28(6), 28 (oct 2019)

47. Vrbancic, G., Fister, I.J., Podgorelec, V.: Parameter Setting for Deep Neural Networks Using
Swarm Intelligence on Phishing Websites Classification. International Journal on Artificial In-
telligence Tools 28(6), 28 (oct 2019)

48. Vrbancic, G., Podgorelec, V.: Automatic Classification of Motor Impairment Neural Disorders
from EEG Signals Using Deep Convolutional Neural Networks. Elektronika ir Elektrotechnika
24(4), 3–7 (aug 2018), http://eejournal.ktu.lt/index.php/elt/article/view/21469
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Abstract. This paper deals with energy efficient locomotion of a wheel-less snake 

robot. This is very crucial for potential applications of untethered snake robots. 

The optimum gait parameters for the energy efficient locomotion of the snake 

robot are obtained with two different multi-objective algorithms based on 

symbiotic organism search algorithm by considering both minimizing the average 

power consumption and maximizing the forward velocity of the robot. This paper 

also investigates the energy efficient locomotion of the snake robot under different 

environment conditions. The obtained results demonstrate that both proposed 

methods achieve satisfying stable results regarding power consumption reduction 

with optimal forward velocity for lateral undulation motion. However, it is seen 

that fast non-dominated sorting multi-objective symbiotic organism search 

algorithm provides advantage on obtaining a uniformly distributed solution set 

with a good diversity only in a single run. This paper is important in terms of 

presenting useful results for developing efficient motion and environmental 

adaptability of the snake robot. 

Keywords: Energy efficiency, adaptive locomotion, friction condition, optimum 

gait parameters, symbiotic organism search algorithm, multi-objective 

optimization, snake robot 

1. Introduction 

Developed by inspiring from the perfect motions of biological snakes in unknown, 

irregular environments, snake robots give an outstanding locomotion in many 

challenging environments in comparison with other mobile robots such as legged, 

tracked and wheeled robots. This unique feature makes snake robots useful for many 

purposes in real-world applications such as firefighting, military purposes, rescue and 

search operations, maintenance of nuclear plants and pipelines. Energy efficient 

locomotion for especially such applications is very important for the snake robot. 

Despite this, many of studies focus on modelling, development, and control of these 

                                                           
* This article is an extended version of a conference paper entitled “Optimally Efficient Locomotion of Snake 

Robot” that was initially published in 2020 International Conference on INnovations in Intelligent SysTems 

and Applications (INISTA) [20]. 
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mechanism. There are very few studies addressing energy efficient locomotion for snake 

robot in the literature. 

Powell’s method, a gradient-free optimization method, is used to maximize the 

forward velocity of the snake robot for a given environment by optimizing the 

parameters of the central pattern generator (CPG) [1]. In this study, only the amplitude 

and phase lag parameters of the motion pattern are handled, and the effect of frequency 

parameter on efficient motion is not examined. The experimental studies are executed 

for crawling motion on a horizontal plane and for swimming motion while in the 

simulation studies the crawling motion on a horizontal plane and on a slope is handled. 

An important disadvantage of this study is that the optimization method used has the 

potential to get trapped into local optima. In [2], genetic algorithm (GA) is used to find 

forward head serpentine (FHS) gait parameters maximizing the velocity of the robot by 

keeping the angular changes of the head link in an acceptable range. However, the 

energy consumption is not considered in this study. GA is also used in [3] to optimize 

CPG parameters and connection weights in terms of velocity of the snake robot and 

furthermore a fuzzy logic tuner is designed to maintain optimal locomotion in different 

environmental conditions in this study. In [4], optimal CPG parameters are discussed to 

achieve the efficient locomotion of the snake robot under different friction or slope. A 

criterion for locomotion efficiency is described as the ratio between forward 

displacement and energy consumption. In another study, parameters of a CPG based 

locomotion controller are obtained using GA according to changing ground friction for 

adaptive locomotion of snake robot [5]. Three different environments whose tangential 

friction coefficients are same is used to test lateral undulation locomotion in the study. 

In [6], three different gaits of the snake robot including lateral undulation, sidewinding 

locomotion, and sinus-lifting motion are analysed at eight different environments in 

terms of trade-off between locomotion speed of the robot and energy efficiency. For 

different friction coefficients, Pareto curves between locomotion speed and efficiency 

are obtained for all three gaits by 1500 random combinations of amplitude and 

frequency parameters in a given range of values. For underwater snake robots, effect of 

each parameter defining the motion pattern such as the amplitude, frequency and phase 

offset parameters on the consumed energy and the forward velocity of the robot are 

separately investigated [7]. In this study, cost of transportation (COT) index is used to 

define energy efficient motion. In [8], an optimization framework for solving a multi-

objective optimization problem in order to obtain optimal gait parameters is proposed 

for underwater snake robot and particle swarm optimization (PSO) is used to investigate 

the energy efficiency of these robots. Optimal gait parameters are obtained for two 

different motion pattern, the lateral and eel-like motion of the underwater snake robot. 

An extension of the optimization framework proposed in [8] is presented in [9] for snake 

robots both on land and in water. In [10], to optimize locomotion efficiency, the 

locomotion parameters of a snake robot controlled by CPG are investigated considering 

the speed and energy consumption of the robot. The locomotion parameters are 

optimized with the cuckoo search (CS) algorithm for environments with different space 

widths and different ratios between friction coefficients in the tangential and normal 

directions. The aim of the optimization is to maximize the locomotion efficiency of the 

snake robot obtained by dividing the displacement of the robot by the energy 

consumption. Recently, a reinforcement learning (RL) based controller for generating 

locomotion gaits of the snake robot using the proximal policy optimization (PPO) 
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algorithm is proposed in [11]. Moreover, the grid search and Bayesian optimization 

algorithms are used to optimize the parameter set of the motion in this study. An 

expanded version of this study is presented in [12] by using the adversarial inverse 

reinforcement learning (AIRL) algorithm. 

The literature review shows that the energy efficient locomotion problem of the snake 

robot is generally handled considering only maximization of the velocity of the robot. 

Although there are some studies considering both velocity of the robot and energy 

consumption, they have generally combined these two objectives into a single objective 

function by multiplied them with a weight factor. This approach called the weighted sum 

method has some disadvantages. The first of these is that selecting these weights 

precisely and accurately is very important and a difficult task since the weights effect the 

priority of the objectives in the objective function. The weights are generally determined 

uniformly distributed. However, this is not always guaranteeing a uniformly distributed 

of Pareto optimal solutions. The second disadvantage is that obtaining a Pareto front 

curve requires that the algorithm should be run multiple times with different weights. 

This is a time-consuming and an exhaustive process. Another disadvantage of this 

approach is that in mixed optimization problems including both minimization and 

maximization, the objectives should be converted to same type. Due to these 

disadvantages, it is more suitable that energy efficient locomotion problem is addressed 

as multi-objective optimization problem to obtain Pareto optimal solution set between 

the two objectives.  

Evolutionary computation (EC) techniques for solving multi-objective problems are 

more useful since they are able to generate a set of multiple solutions in a single 

optimization run. For different kinds of optimization problems, there are a lot of 

different EC techniques [13-16]. Among these techniques, symbiotic organism search 

(SOS) algorithm which simulates the symbiotic interaction strategies between organisms 

in an ecosystem has increasingly become popularity in recent years because it presents 

more robust results with a faster convergence speed for optimization problems in 

various domains [17]. The superiority of the SOS algorithm over other EC algorithms is 

due to its three-stage strategy (mutualism, commensalism, and parasitism) used for 

updating the solutions. The first two stages of the SOS algorithm focus on exploration, 

and the two-stage exploration ensures the algorithm to center upon the region where the 

best solution is located. Moreover, the operation of random dimension mutation in the 

parasitism phase results in the better solution by helping jump out of local optima [18]. 

Another advantage of the SOS algorithm is that it is not necessary any specific algorithm 

parameters unlike most other metaheuristic algorithms. Therefore, the problem of 

trapping to local optima resulting from improper parameter setting is removed. This 

property of the algorithm also provides to reduce computational time [19]. 

This article is an expanded version of [20] in which the weighted sum method based 

multi-objective symbiotic organism search (MOSOS) algorithm was used to obtain 

optimal locomotion of the snake robot. In this paper, a fast non-dominated sorting multi-

objective symbiotic organism search (FNSMOSOS) algorithm is proposed to find the 

parameters of the most efficient motion pattern for snake robot. FNSMOSOS is a very 

powerful algorithm at finding the optimal trade-off between objectives because it 

combines all the advantages of SOS algorithm with two important techniques such as 

fast non-dominated sorting technique generating the solution as close to the Pareto 

optimal solution as possible and crowding distance technique ensuring diversity in 
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solution. The optimal trade-off between forward velocity of the snake robot and average 

power consumption are obtained for lateral undulation motion which is the most 

common snake robot locomotion. From the results, it is seen that the proposed method 

has ability to produce promising results on obtaining the optimal forward velocity to 

achieve lower power consumption. When compared FNSMOSOS with the weighted 

sum method based MOSOS, it is seen that solutions obtained by FNSMOSOS are more 

uniformly distributed along the Pareto front. Moreover, FNSMOSOS provides a larger 

set of different solutions to decision maker only in a single run. Thus, the results can be 

used as a guide for control design of the snake robot. 

For energy efficient locomotion, snake robots should adapt their motions to 

environments with different friction conditions, just as biological snakes do. Therefore, 

in this paper, the effectiveness of the proposed method in finding optimal gait 

parameters of snake robot is also investigated when the snake robot moves in different 

environmental condition. In order to test the reliability and robustness of FNSMOSOS 

in improving adaptive locomotion of the snake robot, environments representing a fairly 

wide friction range from glass to wood are used. The obtained results show that 

FNSMOSOS contributes the snake robot to maintain optimal locomotion in different 

environmental condition. When considering motion efficiency of snake robots is less 

than other mobile robots due to high friction, these results are very important for 

environmental adaptability of the snake robot. 

The rest of this paper is organized as follows. In Section 2, the dynamic model of the 

snake robot is presented. The application of the proposed algorithms for energy efficient 

locomotion problem are explained in detail in Section 3 and the obtained results are 

reported and discussed in Section 4. Finally, the main conclusions are summarized in 

Section 5. 

2. Snake Robot Modelling 

In this section, equations of motion of the snake robot are briefly presented. For more 

details, see [21] and [22]. In Fig.1, snake robot diagram with n rigid links and its 

kinematic parameters are seen. 

The link is of mass mi, length 2li, and moment of inertia Ji = (mili
2/3). Each link is  

interconnected by n-1 motorized joints. Link angle θi is defined as angle between link i 

and the global x axis while joint angle ϕi is the difference between the link angles of two 

neighboring links and defined by ϕi=θi -θi+1. (xi, yi) describe global coordinates of the 

center of mass (CM) of link i, while (px, py) are global coordinates of the CM of the 

robot. Fig. 2 shows forces and torques acting on the link i of the snake robot. These 

forces are ground friction force (fR,x,i, fR,y,i) and joint constraint forces (hx,i,hy,i), (-hx,i-1,-hy,i-

1) from link i+1 and link i–1, respectively. ui-1 and ui are actuator torques exerted on link 

i from link i-1 and link i+1, respectively. The following given matrices and vectors are 

used in motion equations of the snake robot. 



 A Fast Non-dominated Sorting Multi-objective…          357 

( 1)

1 1

. .

. .

1 1
n xn

 
 
 
 
 
 

A , 

( 1)

1 1

. .

. .

1 1
n xn

 
 
 
 
 

 

D  . 

1

1

n x

n x

 
  
 

e 0
E

0 e
,  1,...,1

T
e . 

T

1sin [sin ,...,sin ]n θ , T

1cos [cos ,...,cos ]n θ ,
2 2 2 T

1[ ,..., ]n θ . 

(sin )diag
θ

S θ , (cos )diag
θ

C θ , 
1( ,..., )ndiag m mM , ( ,..., )1 ndiag J JJ . 

 

Fig. 1. n links snake robot diagram 

 

Fig. 2. The forces and torques acting on each link of the snake robot 

The position of the snake robot p defined by its global CM is given in (1). 
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where m is sum of mass of each link, X = [x1, …, xn]T and Y = [y1,…, yn]T. 

Frictions in normal and tangential directions between the snake robot and the ground 

play a crucial role especially during lateral undulation motion of the robot [23]. The 

friction forces on all links (fR) are given in (2) according to viscous friction model. A 

distributed contact model is adopted in the formulation of friction force. 
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where cti and cni represent friction coefficients in tangential and normal directions of 

the link i ϵ {1,…, n}, respectively. X  and Y are the linear velocities of the links. 

The torque applied to CM of the link because of friction force can be defined as in 

(3). 

R n τ C Jθ .                                                          (3)  

The dynamic model of the snake robot is described in matrix form as in (4). 
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3. Optimization of Motion 

An optimization framework for the efficient motion of the snake robot is presented in 

this paper. The block diagram of the proposed method is given in Fig. 3. The parts of the 

system are the snake robot model in contact with the environment presented in Section 

II, a motion pattern generator, a joint controller, and an optimization algorithm. For 

different gait parameters, the optimization algorithm evaluates the objective functions 

calculated by using the forward velocity and average power consumption obtained by 

simulating the dynamic model of the snake robot.  
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Fig. 3. Block diagram of the proposed method 

3.1. Motion Pattern Generator 

Lateral undulation is the most common seen gait in almost all snake species. To achieve 

this motion pattern for snake robot, a sinusoidal reference signal given in (5) is applied 

to each joint of the snake robot [24]. 

, sin( t (i 1) )       i ref .                                            (5) 

where α, ω and β are parameters used to determine amplitude, angular frequency, and 

phase shift between the neighbourhood joints of the gait pattern. The joint offset used to 

control the direction of the locomotion is chosen as γ = 0 in this study. 

3.2. Joint Controller 

A PD controller is used to let the snake robot track the reference joint angle ϕref and the 

control input for joint i is given in (6). The derivative of ϕref is obtained by passing the 

reference signal through a second order low pass filter [22]. The filter parameters are set 

to ωn=25 and ξ=1 in this study. 

( ) ( )i p ref D refu k k       .                                          (6) 

where kp  > 0 and kD  > 0 are controller gains. 

3.3. Optimization Algorithm 

In this paper, two different multi-objective SOS based algorithms are presented for 

energy efficient locomotion of the snake robot. These algorithms are the weighted sum 

method based multi-objective SOS algorithm and a fast non-dominated sorting multi-

objective SOS algorithm. Details of these algorithms are given below. 
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An overview of the symbiotic organism search (SOS) algorithm 

Developed by inspiring from the symbiotic interaction strategies between organisms in 

the ecosystem, SOS algorithm is a robust and effective metaheuristic method [25]. Like 

other heuristic optimization techniques, SOS starts with a randomly produced population 

of organisms named as the ecosystem and each organism representing a candidate 

solution is iteratively used to find optimal global solution. The algorithm consists of 

three phases, namely mutualism, commensalism and parasitism which are biological 

interactions seen mostly in the real world. Three phases of SOS algorithm are carried out 

for each organism selected in order by beginning from the first organism Xi in the 

ecosystem. The organism Xi interacts with a different organism Xj randomly selected 

from the ecosystem in all three phases. According to the type of the interaction, the new 

candidate solutions are generated in the three phases and in case these new solutions are 

better than previous ones, the old solutions are updated. The process is repeated until the 

stopping criterion, which is the maximum number of iterations, is achieved. 

Mutualism phase. In this phase, because both organisms provide advantage from the 

association, the new candidate solutions for both Xi and Xj organisms are generated as 

formulated in (7) and (8). Both organisms do not benefit equally from the interaction. 

BF1 and BF2 parameters are used in the equations to reflect this situation and selected 

randomly 1 or 2. 

1(0,1)*( * )inew i bestX X rand X MV BF   .                             (7) 

2(0,1)*( * )jnew j bestX X rand X MV BF   .                            (8) 

where the Xbest is the organism which has best fitness value in the ecosystem. MV is the 

mutual vector and defined as in (9). 

         
2

i jX X
MV


 .                                               (9) 

Commensalism phase. In commensalism phase, only one organism Xi benefits and the 

other Xj is not affected. Hence, the new candidate solution only for Xi is produced as in 

(10). 

( 1,1)*( )inew i best jX X rand X X    .                             (10) 
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Parasitism phase. In parasitism phase, one of the two different species benefits from 

the other by damaging it. A parasite vector is created by duplicating Xi and then 

modifying it randomly in the search space. Xj is selected randomly from the ecosystem 

and used to serve as a host to the parasite vector. 

The weighted sum method based multi-objective symbiotic organism search 

algorithm 

This method considers a multi-objective optimization problem as a single-objective 

optimization problem. This single objective function is created by summing each 

objective function multiplied with a weight factor. The sum of the weights of all 

objectives should be 1. 

The energy efficient locomotion problem of the snake robot is a mixed optimization 

problem including both maximization of the forward velocity of the snake robot and 

minimization of the average power consumption. For this reason, these objectives 

should be converted into one type while combining them into a single objective 

function. The single objective function used in this study is given in (11). 

(1 ) ( ) ( )avg sc f scJ w P w v   .                                    (11) 

where Pavg is the average power consumption and vf is the forward velocity of the snake 

robot. These indices are calculated as in (12) and (13), respectively. w is the weight 

factor and determines priority of the Pavg and vf in the objective function. The subscript 

sc represents the scaled values of power consumption and forward velocity. 

1

10

1
(t) (t)

T n

avg i i

i

P u dt
T






 
  

 
 .                                     (12) 

where T is the simulation time. The actuation torque ui are calculated given as in (6) 

while the angular velocity for joint i is found by using derivative of the expression        

ϕi =θi,-θi+1.   

2 2( (T) (0)) ( (T) (0))x x y y

f

p p p p
v

T

  
 .                            (13) 

where (px(0), py(0)) and (px(T), py(T)) denote initial and final positions of CM of the 

snake robot. 

Pavg and vf should be firstly scaled by dividing by their maximum values as defined in 

(14). The maximum values are determined by performing the optimization at w=1. 

max max

( ) , ( )
( ) ( )

 
avg f

avg sc f sc

avg f

P v
P v

P v
.                          (14) 

The ecosystem matrix is obtained as in (15) by producing no random organisms with 

dimension nd within the lower and upper bounds. Each element of the organism vector 

indicates parameters of the gait to be applied to the snake robot. In this problem, the 

dimension of the organisms is determined as 3 because the gait parameters to be 
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optimized are α, β and ω. The fitness value of each organism in the ecosystem is 

calculated according to the objective function in (11). 

1,1 1, 2 1, 3
1

,1 , 2 ,3
3

  

  

 
 
  
 
  

 
 
 
 
 o

o o o
o

n
n n n

n x

organism

organism

ecosystem  .                 (15) 

In conclusion, this optimization problem can be expressed as that the objective 

function in (11) is minimized subject to bound constraints given in (16) representing 

limitations of the servo motor and the parameters of the sinusoidal motion pattern. If 

these values go over the limits for any organisms, the corresponding organism is 

removed from the ecosystem by determining its fitness value as a high value.  

  

avg f
, ,

max max max

i,ref i i,ref i i i

max max max

min J P , v

s.t : , , u u

0 , 0 , 0

  

   

     

   

  

     

                       (16) 

Fast non-dominated sorting multi-objective symbiotic organisms search algorithm 

(FNSMOSOS) 

FNSMOSOS presents a set of Pareto optimal solutions which is non-dominated with 

respect to each other instead of a unique optimal solution like in the weighted sum 

method based MOSOS. It uses fast non-dominated sorting (FNS) technique and 

crowding distance (CD) technique to preserve elitism and maintain diversity. The 

flowchart of proposed FNSMOSOS algorithm to solve the optimal locomotion problem 

of the snake robot is given in Fig. 4. This algorithm initializes with an ecosystem which 

is generated in the same way as the weighted sum method based MOSOS. For each 

organism, two separate objective functions defined in (12) and (13) used to minimize the 

average power consumption and maximize the forward velocity of the snake robot are 

evaluated and the fitness values of the any organisms which do not satisfy the constraints 

described in (16) are set to a high value. The new candidate organisms are generated in 

mutualism, commensalism, and parasitism phases. These phases are carried out as in the 

weighted sum method based MOSOS. The only difference is to be also move the 

dominated organisms to an advanced ecosystem for selecting next generation ecosystem 

alongside the non-dominated organisms are kept in the current ecosystem as a result of 

the comparing the fitness values of new organisms with their previous fitness values. 

Afterwards, the current ecosystem (no) and the advanced ecosystem (4no) are combined. 

The obtained combined ecosystem (5no) is sorted by using FNS technique to select the 

best no organisms for next generation. 
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Initialize the ecosystem (no) as in (15)

Evaluate the multiple fitness values of each 

organism by using the (12) and (13)

Perform the FNS and CD techniques      

on initial ecosystem

Select randomly an organism from front 1 as 

best organism (Xbe st) 

iter=iter+1, i=1

Perform the mutualism phase by using (7) 

and (8) to generate the new organisms

Are the new organisms

 better than the previous 

ones?

Replace the old 

organisms with the new 

ones and move them to 

advanced ecosystem

yes
Keep the old 

organisms and move 

the new ones to 

advanced ecosystem

no

Perform the commensalism 

phase by using (10) 

Is the new organisms

 better than the previous 

one?

Replace the old organism 

with the new one and 

move it to advanced 

ecosystem

yes
Keep the old organism 

and move the new one 

to advanced ecosystem

no

Perform the parasitism phase 

Is the parasite vector

 better than its host 

(Xj)?

Replace Xj  by parasite 

vector and move it to 

advanced ecosystem

yes
Keep Xj and move the 

parasite to advanced 

ecosystem

no

Combine the current ecosystem (no) and 

advanced ecosystem (4no)

Perform the FNS technique on 

combined ecosystem

Perform the CD technique to remain the 

size of ecosystem same as initial ecosize

Select randomly an organism from front 1 

as best organism (Xbest) 

 i=ecosize?

Is termination criteria 

achieved?                  

no

Pareto Optimal 

Organisms

yes

yes

i=i+1
no

Mutualism phase

Advanced eco = 2no

Commensalism phase

Advanced eco = 3no

Parasitism phase

Advanced eco = 4no

 

Fig. 4. The flowchart of proposed FNSMOSOS algorithm 

In FNS technique, the organisms are grouped into fronts by comparing fitness values 

of each organism with all other organisms in the ecosystem. For determining front of 

each organism, the first step is to calculate domination count np defined the number of 

organisms that dominate the organism p, and Sp which is a set of organisms dominated 

by organism p. Each organism with np = 0 is assigned to first front (F1) also known as 

Pareto front and they are better than others for one objective at least. The next step is to 

visit Sp for each organism belonging to the Pareto front and reduce the domination count 
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of each organism in Sp by one. Thus, the organisms whose np becomes zero are assigned 

to second front (F2). This operation goes on until all organisms in the ecosystem are 

assigned to a front. A general scheme of non-dominated sorting procedure is shown in 

Fig. 5. More details of the fast non-dominated sorting technique can be found in [26]. 

After FNS technique is applied, each front beginning from the first front is assigned 

to the new ecosystem one by one until the ecosystem size reaches up to no. If the 

addition of an entire front to the ecosystem causes the size of the ecosystem to exceed, 

the best organisms in this front are selected by crowding distance technique. For this, all 

organisms in this front are firstly sorted in ascending order for each objective function. 

Thereafter, the CD values of boundary organisms with smallest (i=1) and largest (i=l) 

fitness values are assigned to an infinite value and for other intermediate organisms (i=2 

to l-1), the CD value is calculated as normalized difference in fitness value of two 

neighbouring organisms (i+1 and i-1), given as in (17). This computation is performed 

for each objective function j (j=1,2,…,m) and the total crowding distance value of the 

organism i is found by summing the individual distance values corresponding to each 

objective function, given as in (18). For a problem involving two objective functions, 

computation of the crowding distance for the organism i is shown in Fig. 6. 

Dominated Non-dominated F1

Non-

dominated
Dominated

Non-

dominated

FrontsAll organisms

.

.

.

.

.

.

.

.

.

F2

Fk

Assign to F1

Assign to F2

Assign to Fk

 

Fig. 5. A general scheme of non-dominated sorting procedure 
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 .                                         (17) 

1 2 ...i i i

i md d d d    .                                       (18) 
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Fig. 6. Computation of the crowding distance for the organism i 

4. Optimization of Motion 

In this section, the results of the proposed methods for energy-efficient locomotion of 

the snake robot are presented. A five link wheel-less snake robot which has identical 

links is used in this study and the parameters of the robot modelled are given in Table 1. 

Table 1. Model parameters of the snake robot 

Parameters Values 

Number of links  n = 5 

The length of a link 2l = 0.18 m 

Mass of each link  m = 0.8 kg 

Moment of inertia of each link J = 0.00216 kgm2 

Friction coefficient ct = 0.1; cn = 10 

The parameters of the PD controller kp =20; kD = 5 

4.1. Performance of the weighted sum method based MOSOS  

The first method used to obtain the optimal locomotion of the snake robot is the 

weighted sum method based MOSOS algorithm. The initial parameters of the algorithm 

are set as in Table 2. The dimension of the problem should be equal to the numbers of 

parameters to be optimized. Thus, this parameter is determined as 3 for energy efficient 

locomotion of snake robot. Because the determination of the number of organisms in the 

ecosystem is not based on any general rule, it is empirically set to no =15. Similarly, the 

maximum iteration number is also empirically selected as N=20 by considering its effect 

on the finding the optimal solution. The physical constraints of joints are determined 

based on the servo motor (HSR-5990TG) while the lower and upper bounds of the 

search space are determined according to the minimum and maximum values of the 
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parameters of the sinusoidal motion pattern. For the scaling of Pavg and vf in the 

objective function, their maximum values are found as vf = 0.39 m/s and Pavg = 1.20 W, 

respectively. 

Table 2. Optimization parameters 

Parameters Values 

Dimension of organism  nd = 3 

Number of organisms no = 15 

Iteration number N = 20 

Upper bounds of the gait parameters αmax = 90˚, βmax = 90˚, ωmax = 210 ˚/s 

The physical constraints of joints max

i = 90˚, 
max

i = 429˚/s, max

iu =2.3 Nm 

 

The forward velocity and the average power consumption are obtained by changing 

the weight factor between 0.1 and 1 with a step size of 0.1. The effect of weight factor 

on the forward velocity and the average power consumption are seen in Fig. 7 (a). From 

this figure, it is seen that the forward velocity increases as w value increases and thus the 

average power consumption also increases due to the increasing velocity. The snake 

robot can achieve maximum forward velocity vf =0.39 m/s with the corresponding 

maximum average power consumption Pavg =1.20 W. As it was expected, the maximum 

values are obtained while w=1. A set of Pareto optimal solutions obtained is seen in Fig. 

7 (b). This figure indicates that the obtained solution set has a good coverage but not 

distributed very uniformly. This finding proves that the weights uniformly distributed 

cannot always present a uniform distribution of the Pareto optimal solutions. 

The obtained results for the optimal gait parameters for each weight factor are also 

presented in Table 3. As seen in Table 3, the average power consumption of the snake 

robot significantly decreases from Pavg = 1.20 W to Pavg =0.42 W when the weight factor 

is changed from w =1 to w =0.6. On the other hand, there is only a small decrease in the 

forward velocity from vf = 0.39 m/s to vf = 0.34 m/s. Hence, a 65.08% reduction in the 

average power consumption of the snake robot can be obtained by sacrificing a 13.77% 

reduction in the forward speed. If a lower reduction in forward velocity is desired, by 

choosing the gait parameters at w= 0.8 in which the forward velocity decreases only by 

4.11%, the average power consumption can be reduced by 43.27%. This table is useful 

for decision makers considering system requirements and can be used to find the optimal 

trade-off between the forward velocity of the snake robot and the average power 

consumption. 
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Fig. 7. (a) The effect of weight factor on the forward velocity and the average power consumption 

(b) Pareto optimal solutions 

Table 3. Obtained results for the optimal gait parameters for each weight factor 

w α (deg) ω (deg/s) β (deg) vf  (m/s) Pavg  (W) 
0.1000 15.2200 70.9344 90.0000 0.0531 0.0125 

0.2000 18.1374 125.4008 78.1864 0.1375 0.0601 

0.3000 19.2169 145.2789 61.1747 0.2102 0.1337 

0.4000 20.2889 189.7583 62.4138 0.2730 0.2377 

0.5000 21.8587 208.3734 59.8795 0.3166 0.3450 

0.6000 23.2913 210.0000 56.6467 0.3375 0.4207 

0.7000 25.9909 210.0000 53.3036 0.3605 0.5473 

0.8000 28.2939 210.0000 50.1877 0.3753 0.6835 

0.9000 31.0264 210.0000 46.7528 0.3863 0.8764 

1.0000 34.8682 210.0000 42.6450 0.3914 1.2049 

 

The change of the forward velocity and average power consumption depending on the 

change of the optimal gait parameters in (5) are illustrated in Fig. 8. This figure shows 

that an increase of the parameter α also results in an increase of the forward velocity and 

the average power consumption. On the other hand, it is seen that the parameter β has 

the opposite effect of the parameter α. This means that the forward velocity and the 

average power consumption decrease as parameter β increases. Another important 

finding obtained from Fig. 8 is that the optimal value of the parameter α is in the range 

from 15º to 35º, while parameter β is in the range from 40º to 65º. When we examine the 

effect of parameter ω on the forward velocity of the snake robot, it is seen that the 

parameter ω is at the maximum value 210º/s for most of the weight factors. 
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Fig. 8. The change of the forward velocity and the average power consumption versus optimal 

gait parameters 

According to these observations, we can determine the lower and upper bounds of the 

parameter α and β in a narrower range and the size of the search space can be reduced 

from 3 to 2 by setting w to the maximum value. Thus, the optimization process applied 

to find optimal gait parameters for snake robot can become more efficient and less 

costly computation. Finally, the position of the CM of snake robot for each of the weight 

factor is presented in Fig. 9. 

 

Fig. 9. The position of the CM of snake robot for each of the weight factor 
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4.2. Performance of the FNSMOSOS 

For finding the parameters of the most efficient motion pattern for snake robot, the 

second proposed method in this paper is FNSMOSOS. In this algorithm, the number of 

organisms in the ecosystem and maximum iteration number are 100 and 20, respectively. 

A set of Pareto optimal solutions obtained with FNSMOSOS is seen in Fig. 10. This 

figure demonstrates FNSMOSOS achieves convergence to optimal Pareto front with a 

good diversity. When compared this Pareto front with that in Fig.7(b), it is seen that a 

more uniform distribution of solutions is achieved on the Pareto front with FNSMOSOS.  

 

Fig. 10. Pareto optimal solutions obtained by FNSMOSOS and weighted sum based MOSOS 

In this algorithm, the maximum forward velocity is obtained vf =0.39 m/s as in the 

weighted sum method based MOSOS algorithm. The maximum average power 

consumption corresponding to maximum forward velocity is Pavg =1.20 W. The obtained 

results for the some of Pareto optimal gait parameters are given in Table 4. As seen from 

the table, FNSMOSOS presents more set of different solutions. Therefore, decision 

maker can balance between the forward velocity of the snake robot and the average 

power consumption by selecting the optimal gait parameters among more options 

according to systems requirements. For example, solution 22 in comparison with the 

solution 30 could be a good option by providing a 51.23% reduction in the average 

power consumption with only a small decrease of 6.56% in the forward speed. If the 

available power of the system is more limited, the average power consumption can be 

reduced by 74.60% by choosing the gait parameters in the solution 17. In this case, the 

forward velocity decreases only by 22.74%. 

The effect on forward velocity and average power consumption of Pareto optimal gait 

parameters are presented in Fig 11. These curves are like those in Fig. 8 obtained with 

the weighted sum method based MOSOS algorithm. This finding indicates that the two 

different algorithms based MOSOS produce stable results for optimal locomotion of the 

snake robot. 
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Table 4. Obtained results for the some of Pareto optimal gait parameters  

Solution α (deg) ω (deg/s) β (deg) vf  (m/s) Pavg  (W) 

1 5.7348 41.8266 90.0000 0.0073 0.0012 
2 13.7767 44.2929 86.5326 0.0321 0.0068 
3 16.2800 70.4723 81.4882 0.0670 0.0189 
4 17.5858 117.6275 79.4923 0.1231 0.0494 
5 17.0468 124.0257 75.5258 0.1350 0.0585 
6 17.0036 138.8863 73.4650 0.1552 0.0758 
7 18.1607 138.9609 70.7857 0.1707 0.0898 
8 19.6000 146.8214 66.5524 0.2016 0.1236 
9 19.5987 149.1822 63.4268 0.2127 0.1381 
10 19.8998 155.0219 60.0336 0.2312 0.1634 
11 20.2750 180.2280 68.5126 0.2429 0.1834 
12 19.1930 186.5953 63.2537 0.2568 0.2082 
13 20.4790 190.5852 65.6480 0.2661 0.2246 
14 19.9386 197.8035 63.8226 0.2757 0.2438 
15 20.1859 206.7052 63.8109 0.2888 0.2725 
16 20.1264 210.0000 63.3527 0.2934 0.2842 
17 20.6437 210.0000 61.9566 0.3023 0.3058 
18 21.9738 210.0000 61.6950 0.3143 0.3391 
19 22.7583 210.0000 58.5487 0.3289 0.3868 
20 23.7820 210.0000 55.7554 0.3428 0.4449 
21 25.3091 210.0000 54.0794 0.3555 0.5137 
22 27.1476 210.0000 53.3289 0.3656 0.5872 
23 28.9861 210.0000 53.7887 0.3709 0.6459 
24 29.3437 210.0000 50.1804 0.3784 0.7265 
25 30.1980 210.0000 47.3687 0.3840 0.8229 
26 31.3692 210.0000 45.7991 0.3876 0.9169 
27 33.3200 210.0000 45.4232 0.3900 1.0281 
28 33.9895 210.0000 44.3541 0.3909 1.0971 
29 33.9215 210.0000 42.8199 0.3912 1.1423 
30 34.9466 210.0000 42.8074 0.3913 1.2040 

Table 5. Different environments 

Environment ct cn 

1 0.01 0.2 

2 0.01 0.5 

3 0.01 1.0 

4 0.05 0.2 

5 0.05 0.5 

6 0.05 1.0 

7 0.1 0.2 

8 0.1 0.5 

9 0.1 1.0 
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Fig. 11. The change of the forward velocity and the average power consumption versus Pareto 

optimal gait parameters  

In this paper, the optimal gait parameters for the adaptive locomotion of the snake 

robot in different environment conditions are also investigated by using FNSMOSOS. 

For this purpose, nine different environments representing different surfaces in a quite 

wide range from glass to wood are used. The friction coefficients representing the 

environments are given in Table 5 and the obtained Pareto optimal solutions for each 

environment are presented in Fig. 12.  

 

Fig. 12. Pareto optimal solutions of FNSMOSOS for each environment 

As seen from Fig. 12, FNSMOSOS presents good performance for each environment 

in achieving optimal solutions converging to the Pareto front. As it was expected, the 

snake robot has reached to a higher forward velocity in environments where cn is high 

such as environment 3, environment 6 and environment 9. Moreover, it is seen that if cn 

is constant, the snake robot can move faster in environments where the ratio between the 

two friction coefficients cn/ct is high such as environment 3. 
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The effect of different friction coefficients acting in the direction normal and 

tangential to snake robot on the forward velocity and average power consumption 

according to the optimal gait parameters are presented in Fig.13-Fig.18. According to 

these figures, for the nine environments, the optimal value of the parameter α varies in 

the range between 20º and 50º, while parameter β varies in the range between 55º and 

90º. Although the parameter ω varies over a wider range between 50º and 210º, the 

snake robot has achieved its maximum forward velocity when the parameter ω is at the 

maximum value 210º/s in all environments. Moreover, these figures show that snake 

robot should modify its gait parameters to maintain its efficient locomotion in different 

ground conditions. The forward velocity and average power consumption in 

environments where cn changes while ct is constant are presented in Fig. 13, Fig. 14, and 

Fig. 15 according to optimal α, β and ω parameters, respectively. According to Fig. 13 

and Fig. 15, the optimal α and ω parameters increase as cn decreases because the motion 

in slippery environments where cn is low requires more friction force. Based on these 

results, an important finding is concluded that snake robot should move with greater 

amplitude and frequency to get more friction force in forward direction in such 

environments. On the other hand, Fig 14 shows that the optimal β parameter decreases in 

the same environment conditions. Similarly, Fig. 16, Fig. 17 and Fig. 18 demonstrate the 

forward velocity and average power consumption in environments where ct changes 

while cn is constant according to optimal α, β and ω parameters, respectively. The 

decreasing of ct effects the optimal gait parameters in the opposite direction of the 

decreasing of cn. As ct decreases, the optimal α and ω parameters decrease while the 

optimal β parameter increases. However, it is seen that the changing of ct has less of an 

effect on the optimal gait parameters than the changing of cn. 

 

Fig. 13. The effect of different friction coefficients acting in the direction normal to snake robot 

on the forward velocity and average power consumption according to the optimal α parameter 



 A Fast Non-dominated Sorting Multi-objective…          373 

 

Fig. 14. The effect of different friction coefficients acting in the direction normal to snake robot 

on the forward velocity and average power consumption according to the optimal β parameter 
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Fig. 15. The effect of different friction coefficients acting in the direction normal to snake robot 

on the forward velocity and average power consumption according to the optimal ω parameter 

 

Fig. 16. The effect of different friction coefficients acting in the direction tangential to robot on 

the forward velocity and average power consumption according to the optimal α parameter 
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Fig. 17. The effect of different friction coefficients acting in the direction tangential to robot on 

the forward velocity and average power consumption according to the optimal β parameters 

 

Fig. 18.  The effect of different friction coefficients acting in the direction tangential to robot on 

the forward velocity and average power consumption according to the optimal ω parameters 
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5. Conclusion 

This paper has investigated the optimal gait parameters giving appropriate forward 

velocity for the lower power consumption of the snake robot. The necessary trade-off 

between the forward velocity and power consumption for optimally efficient locomotion 

of the snake robot is obtained by using two different algorithms based MOSOS. From 

the obtained results, it is seen that these two algorithms produce stable results for 

optimal locomotion of the snake robot. However, FNSMOSOS provides a better 

distributed solution set when compared with the weighted sum method based MOSOS. 

Moreover, it generates more different solutions only in a single run. Thus, the operators 

can easily determine and select the optimal operational strategy from the Pareto front 

based on the control targets and the available power of the snake robot. In this paper, 

efficient locomotion of the snake robot is also investigated by considering different 

environments having a fairly wide friction range. The obtained results are very important 

to the snake robot maintaining its optimal locomotion in different environmental 

condition. Thus, this study is useful for developing environmental adaptability and 

efficient motion of the snake robot which has low motion efficiency due to its friction 

dependent motion. 
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Abstract. In the context of recurrent neural networks, gated architectures such as
the GRU have contributed to the development of highly accurate machine learning
models that can tackle long-term dependencies in the data. However, the training
of such networks is performed by the expensive algorithm of gradient descent with
backpropagation through time. On the other hand, reservoir computing approaches
such as Echo State Networks (ESNs) can produce models that can be trained effi-
ciently thanks to the use of fixed random parameters, but are not ideal for dealing
with data presenting long-term dependencies. We explore the problem of employ-
ing gated architectures in ESNs from both theoretical and empirical perspectives.
We do so by deriving and evaluating a necessary condition for the non-contractivity
of the state transition function, which is important to overcome the fading-memory
characterization of conventional ESNs. We find that using pure reservoir comput-
ing methodologies is not sufficient for effective gating mechanisms, while instead
training even only the gates is highly effective in terms of predictive accuracy.

Keywords: echo state networks, gated recurrent neural networks, reservoir comput-
ing.

1. Introduction

Several approaches are possible for learning functions over temporal domains. Recurrent
Neural Networks (RNNs) represent an effective neural architecture for temporal tasks,
with applications in many different domains [20]. When it comes to the training algorithm
for RNNs, we distinguish two major approaches.

The first approach is reservoir computing [21,31], in which the neural network is
studied as a dynamical system and involves the encoding of the input sequence and its
temporal features into a fixed size vector in the state space. The peculiar characteristic of
the reservoir computing approach is that the weights of the RNN are not trained: instead,
only the weights associated to a simple stateless readout layer get trained. This allows for
very fast and efficient trainings. A widely known instance of reservoir computing model is
represented by Echo State Networks (ESN) [17,16]. ESNs and other reservoir computing
models are tightly connected to the concepts of Markovian bias [30,11], fading-memory
[12], and contractivity [16], which are fundamental characteristics of their state dynamics.

On the other hand, the second and most popular approach involves training all network
weights by gradient methods, namely gradient descent. The flexibility of this approach al-
lowed the emergence of architectural variants which, while maintaining the computational
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power of simple RNNs, can make training easier over data exhibiting long-term depen-
dencies [5]. Instances of such variants are LSTM [14] and GRU [7], which thanks to the
introduction of so-called gating mechanisms allow the network to remember or discard
from the internal state selected information about the input sequences (or, from the point
of view of the gradient computation, can alleviate the problem of gradient vanishing [5]).
While definitely effective in terms of predictive accuracy, gated network models still re-
quire gradient descent for training, which is often much more computationally expensive
than the reservoir computing approaches.

In recent years, there has been an increasing research interest regarding alternative so-
lutions for maintaining information over long time spans in recurrent models. An example
is the application of the Learning-to-Learn paradigm and neuronal adaptation to spiking
neural networks in the context of reservoir computing methodologies [29,2]. In this paper
we focus on the following question: can typical gating mechanisms be embedded within
efficient reservoir computing networks, and within what degree of effectiveness?

In ESNs, whose recurrent dynamics are completely untrained, it is not immediate to
extend the architecture with gate-like mechanisms. In this work we investigate whether it
is possible to extend the architecture of an ESN by introducing gating mechanisms, and
we analyze the results in terms of training efficiency and predictive performance. The goal
is to make progress towards efficient neural models which improve the predictive perfor-
mance with respect to the current reservoir computing state-of-the-art, while maintaining
most of the efficiency.

In short, we summarize here the key contributions of this work which are:

– the extension of the ESN architecture with the use of gating mechanisms, which we
denote as Gated ESN;

– the theoretical analysis of the conditions associated to the fading memory of the net-
work dynamics of the Gated ESN;

– a critical experimental analysis of the Gated ESN; and
– the suggestion of likely paths towards effective gated reservoir computing models.

Regarding the organization of the manuscript, it is laid out as follows: we start by
discussing a few related works in Section 2 before introducing, in Section 3, the two main
approaches from the state-of-the-art literature regarding RNN training, namely ESNs and
GRUs. In Section 4 we describe the model that we study (Gated ESN), and we provide
a theoretical analysis for the conditions related to memory and stability in Section 5.
Then, in Section 6 we report the methodology and the results regarding our experimental
analysis, whose implications are discussed in Section 7. Finally, in Section 8 we draw the
conclusions.

2. Related Works

The process of extending the architecture of ESNs with gating mechanisms has been first
investigated in our previous work [9] and, concurrently and independently, in [32]. The
two works share a similar idea, which consists of extending the state transition func-
tion of an ESN to include the same gating mechanisms of a GRU, while keeping all the
parameters in the gates untrained. Both works investigate the behavior of such network
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when trained by conventional reservoir computing techniques (as opposed to the typical
approach of training GRUs by using gradient descent).

While the underlying idea from [9] and [32] is similar, in [9] and in the current work
we also take care to (1) consider the fundamental details regarding the initialization strat-
egy, (2) perform an experimental evaluation over a dataset that makes it possible to eval-
uate more clearly the actual influence of the gates, and (3) perform a more extensive
evaluation of the competing reservoir computing models, which led to important insights
about the feasibility of the approach. Moreover, the current paper further extends our
previous work [9] to include (a) the development of a theoretical analysis of the state
dynamics in the proposed models, (b) the analysis and discussion of the agreement be-
tween the theoretical results and the experimental measurements, (c) the expansion of
the hyperparameter search for the experiments, (d) the collection and discussion of addi-
tional measurements for the activation of the gates, and (e) the reporting and discussion
of additional measurements regarding the weight matrices.

Finally, in the Gating ESN model [1] from earlier literature, it is employed a combina-
tion of many parallel instances of ESNs, each initialized with different hyperparameters,
and each trained separately on the same task. A gating network then learns to select which
instance to use for any given time-step. While the name of our proposed model may bear
similarity with the Gating ESN, the approaches are radically different: instead of instan-
tiating many different sub-models, we aim to enrich the dynamics of the state of a single
ESN by explicitly introducing gated units (cells) in the spirit of architectures such as GRU
[7] and LSTM [14].

3. Background

In this section we briefly describe the models that serve as the basis of our study: in
Section 3.1 we describe the Echo State Networks (ESNs), a reservoir computing approach
for modeling sequences, while in Section 3.2 we describe the popular approach of Gated
Recurrent Units (GRUs), representing one of several existing variants of gated RNNs.

3.1. Echo State Networks

Among the different instances of the general framework of RNNs, ESNs [16,17] represent
an efficient approach for sequence modeling thanks to the use of a distinctive perspective
for the study of the recurrent network. As reservoir computing models, in ESNs there is a
sharp distinction between the recurrent part of the network, which is referred to as reser-
voir, and the output layer, which is called readout. The reservoir is studied as a dynamical
system and is responsible for embedding the input sequence into a high dimensional state
space of fixed size. The key characteristic is that the reservoir does not get trained. In-
stead, the weights in the reservoir are initialized from a random distribution that allows to
meet a mathematical property for stability. We will discuss this property in the final part
of this section. The readout is typically implemented as a linear regression model. Since it
is the only part of the model that gets trained, it is possible to obtain closed-form solution
to the regression problem.

The architecture of an ESN has three main dimensions: the number of input units
(NU ), the number of units in the reservoir (NR) and the number of output units in the
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readout (NY ). Then, the ESN can be applied to sequences u(1), . . . ,u(T ) ∈ RNU of any
length T .

The state of the reservoir of the network at each time step t, which is denoted as
x(t) ∈ RNR , is computed as

x(0) = 0,

x(t) = tanh
(
Winu(t) + Ŵx(t− 1)

)
,

(1)

where Win ∈ RNR×NU is the input-to-reservoir weight matrix, and Ŵ ∈ RNR×NR is
the recurrent reservoir-to-reservoir weight matrix.

Instead of being tuned by a training process, the matrices Win and Ŵ are fixed after
being randomly initialized. As part of the random initialization process, Win is multi-
plied by a real scaling hyperparameter. The matrix Ŵ, instead, is initialized so that its
norm ∥Ŵ∥ or spectral radius ρ(Ŵ) (the largest eigenvalue in absolute value) meets the
conditions for stability given in [16]. We report a sufficient condition for stability at the
end of this section.

After the states for the input sequence have been collected, the output is computed as

y(t) = Woutx(t), (2)

with Wout ∈ RNY ×NR .

Leaky ESN – A simple but effective variant of the basic ESN is denoted as leaky ESN.
In the leaky ESN, the neurons in the reservoir are leaky-integrators [18] which act as
lowpass filters. Their leaking rate is considered a hyperparameter of the model, and as
such is chosen and fixed at model selection time. For a leaky ESN, the state transition
function of the reservoir is defined as

x(0) = 0,

x(t) = (1− a)x(t− 1) + a tanh
(
Winu(t) + Ŵx(t− 1)

)
,

(3)

where a ∈ R is the leaking rate, under the constraint that 0 < a ≤ 1.

Training – The characteristic of ESNs and its variants such as leaky ESNs is that the
weights in the reservoir are not trained. As such, the only parameters that need to be
optimized are those in the readout, i.e., the matrix Wout. Since the readout is limited to
a linear computation, a closed-form solution to the convex minimization of the error can
be obtained by algorithms such as ridge regression. In practice, first the input data is fed
to the reservoir and the Ntrain states that need to be classified are collected column-wise
into a matrix X ∈ RNR×Ntrain . Then, the readout is trained by finding a solution to the
following least squares problem:

min
Wout

∥WoutX−Ytg∥22. (4)

In Equation 4, Ytg ∈ RNY ×Ntrain indicates the column-wise concatenation of the target
vectors. A regularized solution to Equation 4 can be computed in closed-form as follows:

Wout = YtgX
T (XXT + λrI)

−1, (5)

where I is the identity matrix, and λr ∈ R+ is the regularization parameter which can be
chosen by model selection.
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Echo State Property – To guarantee the stability conditions that allow the untrained state
dynamics to encode meaningful representations of the data, the reservoir must meet the
so-called Echo State Property (ESP) [16,33]. The ESP is related to asymptotic properties
of the reservoir and intuitively states that, for sufficiently long input sequences, the state
in which the network ends up should only depend upon the input itself. In other words,
the initial conditions of the network should not influence its long-term dynamics. For
ESNs with hyperbolic tangent activation functions, a sufficient condition for the ESP is
∥Ŵ∥2 < 1 (see [16]).

3.2. Gated Recurrent Units

The problems associated to gradient descent training with backpropagation through time
over long input sequences [5] led to the development of gated RNN models such as LSTM
[14] and GRU [7]. The gates are simple mechanisms that are able to dynamically squash
to zero the individual components of the possibly multidimensional signal to which they
are applied. In the case of GRU, the state transition function contains two gates which
are called reset gate and update gate. The activations of such gates at time t are denoted
as respectively r(t) ∈ RNR and z(t) ∈ RNR . Informally, a gate is said to open or close
depending on the values of its activations, which vary in (0, 1).

Intuitively, the purpose of the gates in the GRU is to open and close to regulate the
flow of information within the state: the reset gate can zero out unnecessary information
from the previous state x(t − 1), while the update gate can merge information from the
previous state and the current candidate state h(t) into the new state x(t). More in detail,
the recurrent state x(t) of a GRU at a given time step t is computed as:

x(0) = 0,

r(t) = σ(Wr
inu(t) + Ŵrx(t− 1))

z(t) = σ(Wz
inu(t) + Ŵzx(t− 1))

h(t) = tanh(Winu(t) + Ŵ(r(t)⊙ x(t− 1)))

x(t) = z(t)⊙ x(t− 1) + (1− z(t))⊙ h(t).

(6)

Here, we have r(t), z(t),h(t),x(t) ∈ RNR , and in particular r(t), z(t) ∈ (0, 1) due to
the sigmoidal activation function.

From a given state of the GRU, a prediction can be obtained by means of any kind of
differentiable readout layer, such as a linear one. The whole model (including the behavior
of the gates) can be trained end-to-end by backpropagation through time.

4. Gated ESN

The capability of ESNs to discriminate between different input sequences depends on
the guarantees given by the ESP [16] described in Section 3.1. The ESP is related to
the fading-memory property of the ESN, i.e., in a properly initialized ESN any informa-
tion from the initial conditions of the reservoir will be asymptotically washed out with
time. It is easy to see how the fading memory property, if not properly controlled, can
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Fig. 1. Depiction of the recurrent cell of Gated ESN (and Gated ESN RZ) for a generic
time step t. Symbols ⊙ and ⊕ respectively denote the elementwise product and the sum
of two vectors. While the architecture is identical to the one of a GRU, in Gated ESN the
parameters controlling the activations of r(t), z(t), and h(t) are not trained (hence only
the readout is trained, which is not depicted here). For Gated ESN RZ, instead, in addition
to the readout also the parameters controlling r(t) and z(t) are trained while the dynamics
of h(t) remain untrained

also represent a dramatic limitation by introducing a Markovian bias [11] in the model.
For example, imagine a task characterized by long input sequences in which the key in-
formation for performing correct predictions is often located near the beginning of the
sequences. In such cases, the Markovian bias may prevent the readout to access such in-
formation, thus reducing the learning capability of the model. One may argue that it is
always possible to optimize the amount of memory of the model (e.g., by increasing the
number of recurrent units) so that distant information will not be lost, however this strat-
egy does not allow to generalize to different sequence lengths. What is needed is a way
for ESNs to dynamically and selectively remember or forget parts of a sequence while
preserving their generalization capabilities.

We investigate whether it is possible to employ gating mechanisms in order to improve
the predictive performance of ESNs in such contexts. To this aim, we make use of a
gated architecture paired with a reservoir computing training methodology. In particular,
we define two models which only differ for their training method. In fact, both models
borrow the same state transition function of the GRU (Equation 6) as illustrated in Fig. 1.
However, in the first model the recurrent part is fully untrained, while in the second one
we make partial use of training for the gates. The whole model is illustrated in Fig. 2 by
showing its unfolding in time. The details of the recurrent cells for Gated ESN and Gated
ESN RZ are described in Sections 4.1 and 4.2.
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x(1) x(2) . . . x(T )0

u(1) u(2) u(T )

readout
y(T )

Fig. 2. Unfolding in time of the Gated ESN and Gated ESN RZ architecture for a sequence
of length T . Each state x(t) is computed by the recurrent cell illustrated in Fig. 1. Since in
this work we are concerned with the classification of a sequence given the last time step,
we only show that configuration.

Table 1. Schematic view of the different matrices involved in Gated ESN, Gated ESN RZ
and GRU. On the right we report whether a given matrix is tuned as part of the training
procedure

Matrix Shape Description
Trained?

Gated ESN Gated ESN RZ GRU
Wr

in NR ×NU input to reset gate – ✓ ✓
Ŵr NR ×NR reservoir to reset gate – ✓ ✓
Wz

in NR ×NU input to update gate – ✓ ✓
Ŵz NR ×NR reservoir to update gate – ✓ ✓
Win NR ×NU input to reservoir – – ✓
Ŵ NR ×NR reservoir to reservoir – – ✓
Wout NY ×NR readout ✓ ✓ ✓

4.1. Gated ESN

We denote the first variant as Gated ESN. This can be considered a pure reservoir comput-
ing model in the sense that its reservoir is fully untrained and its inner mechanics (which
resemble those of a GRU) are completely irrelevant for the training algorithm of the read-
out. In particular, all matrices in the reservoir (including those in the gates) are randomly
initialized and then rescaled according to the value of corresponding hyperparameters,
just like what happens in a standard ESN. The only parameters that get trained are those
in the linear readout, as highlighted in Table 1, with no difference with respect to what
happens in a standard ESN. In fact, the parameters of the readout can be obtained by ridge
regression.

4.2. Gated ESN RZ

We denote the second variant as Gated ESN RZ. The name comes from the fact that in
this case, the behavior of the reset and update gates (R and Z) is learned from the data.
Due to the multiple nonlinearities separating the output of the model with the parameters
of the gates, the training algorithm of choice is gradient descent with backpropagation
through time for both the parameters of the gates (Wr

in, Wz
in, Ŵr, and Ŵz) and, jointly,
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those of the readout (Wout). The other matrices of the reservoir, namely Win and Ŵ, are
randomly initialized, rescaled and then kept fixed as in Gated ESN. A summary of which
are the matrices that get trained is available in Table 1.

5. Contractivity conditions of the gated reservoir

In this section we provide an analysis of the state dynamics for a gated reservoir. In partic-
ular, we seek conditions to escape from the inherent fading-memory behavior of conven-
tional reservoir computing approaches. To this end, we derive a bound that the reservoir
matrices must satisfy when the state transition function is non-contractive. The results
are insightful for the initialization and the analysis of such systems, as they enable us to
characterise the contractivity (and the resulting fading-memory regime) of such gated ar-
chitectures. We focus our analysis over the architecture of GRU, regardless of whether it
is trained (as, precisely, in GRU), untrained (as in Gated ESN) or partially trained (as in
Gated ESN RZ). Thus, the results apply to all these models after initialization and, where
applicable, training.

For ease of notation, in this section let us hide the explicit time dependency and denote
with u and x respectively a generic input vector and state vector. The state transition
function of the reservoir will be represented by the function τ : RNU × RNR → RNR .
Moreover, we denote with

(
∂y(x)
∂x

)
f(x)

the partial derivative of y with respect to x while

considering f(x) as a constant.
For the ESP to hold, it can be shown that it is sufficient for the state transition function

to be contractive. Contractivity is defined as:

∃C ∈ R, 0 ≤ C < 1, ∀u ∈ RNU , ∀x,x′ ∈ RNR :

∥τ(u,x)− τ(u,x′)∥ ≤ C ∥x− x′∥ ,
(7)

i.e. τ must be Lipschitz continuous with constant C < 1. Equation 7 can also be formu-
lated in terms of the derivative of τ , in fact:

∀C ∈ R, C ≥ 0, ∀u ∈ RNU , ∀x ∈ RNR :

τ is C-Lipschitz w.r.t. x ⇐⇒
∥∥∥∥∂τ(u,x)∂x

∥∥∥∥ ≤ C.
(8)

We now study the characterization of the asymptotic stability of the state dynamics
for a GRU. First, in Lemma 1 we show that for a GRU whose weights are within a given
bound, the contractivity of the state transition function is guaranteed. Then we use the
aforementioned bound to derive the main result of Proposition 1, which gives a necessary
condition for a state transition function that is non-contractive.

Lemma 1. Let τ be the state transition function of a GRU as defined in Equation 6, and
let zmax = maxt ∥z(t)∥∞. A sufficient condition for the contractivity of τ is:

∥Ŵ∥2
(
1 + ∥Ŵr∥2

)
+ 2∥Ŵz∥2 + zmax < 1. (9)
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Proof. We write the state transition function τ(u,x) as

r = σ(Wr
inu+ Ŵrx)

z = σ(Wz
inu+ Ŵzx)

h = tanh(Winu+ Ŵ(r⊙ x))

τ(u,x) = z⊙ x + (1− z)⊙ h,

(10)

Then we can compute the 2-norm of the partial derivative of τ with respect to x as follows:∥∥∥∥∂τ(u,x)∂x

∥∥∥∥
2

=

∥∥∥∥∥∂τ(u,x)∂h

∂h

∂x
+

∂τ(u,x)

∂z

∂z

∂x
+

(
∂τ(u,x)

∂x

)
h
z

∥∥∥∥∥
2

=
∥∥∥diag(1− z)

∂h

∂x

+ diag
(
(x− h)⊙ z⊙ (1− z)

)
Ŵz

+ diag(z)
∥∥∥
2

≤ ∥1− z∥∞

∥∥∥∥∂h∂x
∥∥∥∥
2

+ ∥(x− h)⊙ z⊙ (1− z)∥∞ ∥Ŵz∥2
+ ∥z∥∞

≤ ∥1− z∥∞ ∥Ŵ∥2
(
1 + ∥Ŵr∥2

)
+ ∥(x− h)⊙ z⊙ (1− z)∥∞ ∥Ŵz∥2
+ ∥z∥∞

≤ ∥Ŵ∥2
(
1 + ∥Ŵr∥2

)
+ 2∥Ŵz∥2 + ∥z∥∞

≤ ∥Ŵ∥2
(
1 + ∥Ŵr∥2

)
+ 2∥Ŵz∥2 + zmax.

(11)

where diag(v) (for a generic vector v) is the diagonal matrix with the entries of v on the
main diagonal, and ∥v∥∞ = maxi |vi| is the infinity norm of vector v.

Equation 11 provides an upper bound to the derivative of τ . From Equation 8 it follows
that when this bound is less than unity, τ is contractive. ⊓⊔

While the contractivity of the state transition function ensures that the ESP is satis-
fied, the whole idea of a gated architecture is for the state dynamics to not be restricted
to contractive trajectories. This would allow the network to relax the strong Markovian
bias discussed at the beginning of Section 4 and escape from the strict fading memory
behaviour. Then, the initialization strategy must ensure that the network is outside of a
strictly contracting regime. From the bound of Lemma 1 we can obtain a necessary con-
dition for having a non-contractive state transition function, as reported in Proposition 1.

Proposition 1. Let τ be the state transition function of a GRU as defined in Equation 6,
and let zmax = maxt ∥z(t)∥∞. If τ is non-contractive, then it holds:

∥Ŵ∥2
(
1 + ∥Ŵr∥2

)
+ 2∥Ŵz∥2 + zmax > 1. (12)
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Proof. The statement follows straightforwardly from the result in Lemma 1 (by negation).
⊓⊔

In other words, the result in Proposition 1 states that if the GRU is outside of the
fading memory regime, then Equation 12 must be satisfied. We can use this bound as a
means to verify the contractivity conditions of the different models under consideration,
and possibly as a strategy for the initialization of the weights. Note that the presence of
the term zmax ∈ (0, 1) in Equation 12 suggests that a network on the edge of a strictly
contractive regime could be able to dynamically enter and exit such regime by means of
the activations of the update gate.

6. Experimental analysis

In this section we describe in detail the experimental evaluation of the gated models in-
troduced in Sections 4.1 and 4.2. In particular, we test our hypothesis (i.e., can gates
provide advantages to reservoir computing models?) on a Natural Language Processing
task which has been specifically chosen for the presence of long-term dependencies, and
thus for its potential to clearly highlight the effect of the gating mechanisms. Note that
the application of ESNs to Natural Language Processing tasks, whose data by their na-
ture can often include long-term dependencies, has been quite limited: to the best of our
knowledge there are only a few of such works [26,25,28,10].

6.1. TREC Dataset

We have chosen to empirically assess our model over real-world data exhibiting clear
long-term dependencies. A good fit for a dataset exhibiting these characteristics is the
TREC dataset for the Question Classification task1 [19], which is a commonly used bench-
mark for evaluating Natural Language Processing systems. The TREC dataset deals with
the task of classifying a number of input sentences, written in English, into one of 6
classes that indicate their broad topic (i.e. whether they ask about a person, a location,
a number, a human being, a description or an entity). The output classes are represented
in our models as one-hot encoded vectors. While the dataset also contains more detailed
fine-grained classes, here we only focus on the 6 commonly used coarse-grained classes.

To support our model validation methodology, the dataset has been split in three folds:
training, validation and test. The test fold is directly provided by the authors of the dataset
[19] and contains 500 labeled questions. The other fold provided by the authors of the
dataset, composed of 5452 labeled questions, was partially used for training and partially
for validation. In fact, we have split this fold by the commonly used “80/20 rule”, where
80% of the instances (chosen at random) are used for training and the other 20% for
validation. This yields a training set of 4362 questions and a validation set of 1090 ques-
tions, with similar class distributions between the two sets (we did not perform an explicit
stratification).

We have performed tokenization of the input questions, so that we could assign a
word embedding to each token. In particular, we represented each token by a pretrained
FastText embedding vector for the English language, with 300 dimensions [13]. Whenever

1 http://cogcomp.org/Data/QA/QC/

http://cogcomp.org/Data/QA/QC/
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Table 2. The total number of trainable parameters across the models is kept constant by
controlling the size NR of the state

ESN Gated ESN Leaky ESN Gated ESN RZ GRU
Trainable params 19386 19386 19386 19386 19386

NR 3230 3230 3230 29 20

a word that does not have a corresponding embedding in FastText is encountered, we use
a random vector of the same shape instead. This vector is different for each missing word.

6.2. Experimental methodology

All models have been selected after a randomized hyperparameter search of 60 iterations
by employing a hold-out validation set. Then, the selected models are retrained over the
union of the training and validation sets, and their performance on the test set is measured
and averaged across 10 trials, each with different random initializations of the parameters.
Where needed (i.e., when employing gradient descent), the data in the training set has
been shuffled.

To provide a fair and rigorous comparison, we made sure to keep the total number of
trainable parameters uniform between all models by controlling the number of recurrent
units, as shown in Table 2. In the literature this is a commonly used strategy for comparing
RNNs, since forcing the same number of units for all models would lead to misleading
results [8].

We point out that several architectural modifications can be introduced to significantly
boost the predictive performance of an ESN on this task, as shown in our previous work
[10]. For example, a bidirectional architecture [6,27] can easily help to capture most of the
important information in this task [10]. However, in this work we deliberately consider
only the simplest architectures in order to focus on the improvements brought by the gates.

All experiments have been carried out on a NVIDIA Tesla V100 GPU.

Initialization – All reservoir matrices for the ESN, Gated ESN and Leaky ESN have
been randomly initialized by sampling from U(−1, 1) and then rescaled according to the
hyperparameters. The same initialization scheme has been used for Gated ESN RZ; here
and in GRU, however, the entries for the matrices which are tuned by gradient descent are
directly sampled from U (−1/NR, 1/NR) without further rescaling.

Training algorithm – The pure reservoir computing models (i.e., ESN, Gated ESN,
and Leaky ESN) only involve the training of a linear output layer. For this reason, in
such cases we employ ridge regression. The Gated ESN RZ and the GRU are trained by
gradient descent. In Gated ESN RZ, we avoid the computation of the gradients associated
to the matrices that are kept fixed (Win and Ŵ).

6.3. Results

In Fig. 3 we have reported the predictive accuracy and training time for the investigated
variants of ESNs and for a fully trained GRU. Here we start our analysis with some
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Fig. 3. Test set results for the experimental comparison on the Question Classification
task, with standard deviations. Left: Test set accuracy Right: Training times. The gates in
Gated ESN are able to improve the predictive performance of the ESN, but training their
parameters (Gated ESN RZ) seems necessary. Unfortunately, using backpropagation for
this training process drastically increases the training time.

general considerations, leaving to a later moment more specific considerations on the
results obtained by architectures with untrained or trained gates.The first three models
in Fig. 3a have a completely untrained reservoir and as such they all exhibit the same
number of recurrent units and trainable parameters. Nonetheless, a distinct difference in
predictive accuracy can be observed between these models, which hints at the importance
of more advanced reservoir state transition functions. The importance of reservoir com-
puting models is clearly highlighted when comparing the time required for training the
parameters (see Fig. 3b): the pure reservoir computing models (the first three, i.e., ESN,
Gated ESN, and Leaky ESN) provide a remarkable efficiency advantage with respect to
the other two (Gated ESN RZ and GRU).

As expected, the best performing model is the GRU, in which all the parameters are
trained by gradient descent and backpropagation through time. Also as expected, the ba-
sic ESN displays the lowest level of accuracy. While the number of trainable parameters
is the same in these two models, their striking difference in accuracy is due to their dif-
ferent biases with respect to the data. In the task under consideration, the most important
input words for producing a correct prediction are often located at the beginning of the
sentences: due to the fading memory property of the ESN, their contribution has a very
low influence on the final states of the network, which are those observed by the classifier
[10].

Untrained gates dynamics – For what concerns the improvements in predictive perfor-
mance brought by the Gated ESN architecture with untrained gates, it can be observed
from Fig. 3 that there is a significant increase in accuracy with respect to an ESN. How-
ever, the simpler model which uses leaky-integrator neurons (Leaky ESN) produces better
results. To better understand this trend, we take a step further in our analysis and in Ta-
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Table 3. Statistics about the activations of the gates for Gated ESN. Mean, standard de-
viation and maximum value are computed by aggregating across both the unit dimension
and the time dimension

r(t) z(t)
mean std. dev max mean std. dev max

0.4997 0.0761 0.9993 0.5000 0.0108 0.6488

Table 4. Average spectral radius and norm of the reservoir matrices after initialization
and training (where applicable). For different models, the matrices can have different size
(see Table 2). Also note that the value of a = 0.04 has been chosen by model selection in
U(0, 1)

State Reset gate Update gate
Model ρ(Ŵ) ∥Ŵ∥ ρ(Ŵr) ∥Ŵr∥ ρ(Ŵz) ∥Ŵz∥
ESN 1.35 76.38 – – – –
Gated ESN 5.30 297.92 0.28 15.70 0.06 3.37
Leaky ESN (a = 0.04) 0.02 1.16 – – – –
Gated ESN RZ 7.62 9.18 8.16 14.57 7.59 25.31
GRU 4.52 10.06 1.69 7.86 2.78 11.91

ble 3 we report the main statistics about the activations of the gates over time. According
to the measurements in Table 3 the gates (and especially the update gate) are not being
fully exploited. In fact, from Table 3 it can be inferred that the matrices in the update
gate have been rescaled by the procedure of model selection so that it behaves roughly
like a constant, in this case z(t) ≈ 0.5 · 1 ∀t. This can be deduced by observing the
low standard deviations for the gate activations. Thus, the behavior of the Gated ESN is
actually approximating on average the one of a Leaky ESN. In the upper part of Table 4
we have reported the average norm of the recurrent matrices for the different models. It
can be observed that Gated ESN tends to values of ∥Ŵ∥ that are significantly higher than
the other untrained models (ESN and Leaky ESN). This by itself brings Gated ESN well
within the bound provided by Proposition 1, which gives a necessary condition for the
non-contractivity of the state transition function and thus allows state dynamics that are
outside of the fading memory regime which is typical of ESNs. The values of ∥Ŵr∥ and
∥Ŵz∥ are made irrelevant for the bound by the higher-than-unity value of ∥Ŵ∥.

For completeness, in Table 4 we also report the average spectral radius of the matrices,
as it represents a reference parameter for the initialization of the recurrent matrices in
reservoir computing-based networks. Most networks (all except the Leaky ESN) exhibit a
value of ρ(Ŵ) > 1, which is noteworthy because for basic ESNs, ρ(Ŵ) < 1 represents
a traditionally used bound for the initialization of ESNs in practical applications (even
though it is not a sufficient condition for the ESP). This hints to the fact that the networks
are trying to escape from the fading memory regime implied by their contractive state
transition function, but in the case of the non-gated models it is impossible to dynamically
do so.

Trained gates dynamics – While using gates with untrained parameters appears to be
effective only to a limited extent, applying learning as in Gated ESN RZ drastically im-
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proves the predictive performance (Fig. 3a). In particular, even though the training is only
applied to the parameters in the gates and the dynamics are still mainly determined by ran-
dom weights, the accuracy of Gated ESN RZ dominates over all pure reservoir computing
models. Moreover, in this case a relatively small size of the reservoir is sufficient to ob-
tain good performance (29 units instead of 3230, as indicated in Table 2). However, from
the measurements reported in Fig. 3b it is clear that the introduction of backpropagation
through time also causes a severe increase in the training time. This makes the approach of
training the gates via the specific algorithm of backpropagation through time unappealing
in practice, as the efficiency advantages coming from the reservoir computing approach
are vanishing.

Regarding the average matrix norms reported in the bottom part of Table 4, notice
how even though matrix Ŵ for the GRU is trained, it ends up having a very similar norm
to the one of Gated ESN RZ, in which Ŵ is untrained (10.06 for GRU versus 9.18 for
Gated ESN RZ). In addition, we can observe how both models respect the bound from
Proposition 1, i.e. the necessary condition for the non-contractivity of the state transition
function. This does not mean that the state transition function is never contractive. On the
contrary, it is likely that the recurrent dynamics are mainly contractive, which is needed
in order to provide meaningful data representations to the readout. However, in the case
of Gated ESN RZ, the untrained dynamics of the reservoir are able to occasionally exit
the contractive (i.e., fading memory) regime thanks to the activations of the gates, thus
allowing the network to relax its Markovian bias and to increase its memory capacity. The
same happens in GRU, even though by means of a fully adapted state transition function.

7. Discussion

We have shown how there exist tasks with particular characteristics such that simple
ESNs, despite their exceptional efficiency, do not compete in accuracy with the more
popular and expensive alternatives such as GRU. In such cases, a state transition function
that is able to give different weights to different parts of the input can have an important
impact on the predictive performance of the model.

Equipping the reservoir of the ESN with gating mechanisms while maintaining its
weights untrained does not appear to be sufficient for a meaningful increase in predictive
performance. What seems to be effective, instead, is maintaining a mostly untrained dy-
namics but injecting a training signal into the gates. The benefits of such approach are
twofold. On one hand, training only the gates allows to employ much smaller reservoirs
than what would be necessary in an ESN, and a reservoir of a given size can also gen-
eralize better with respect to longer sequences.2 On the other hand, the approach has the
potential of reducing the training time compared to what would be required for a GRU.

Currently, due to its relatively low efficiency the algorithm of backpropagation through
time is not suited to train the parameters of the gates. However, the constrained model that
we propose under the name of Gated ESN RZ has the potential for allowing the use of
less conventional training algorithms that may be more efficient in this case. One of the
problems with the use of backpropagation through time for Gated ESN RZ is that, for all
time steps, the gradients need to flow through h(t) and x(t) anyway, regardless of the

2 For example, in principle the network is allowed to discard any irrelevant time step in the input sequence
without alterations of the reservoir state.
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fact that the parameters Win and Ŵ are not trained. This adds a significant cost to the
computation of the gradients, especially on larger reservoirs.

Considering the potential impact of gated reservoir computing, innovative methods for
training the gates are needed. One likely candidate is represented by the class of local al-
gorithms which could bypass the chain of gradients by injecting a training signal directly
into the gates, a concept similar to the direct feedback alignment in feedforward networks
[24]. An instance of such algorithms is the biologically inspired Hebbian learning, which
must be modulated by an error signal to allow supervised learning. However, replacing
backpropagation through time requires to employ alternative techniques for addressing
the problem of credit assignment, or distal reward [23]: how did each individual synapse
contribute to the final prediction of the model, especially in case of long delays before
the error signal is available? The impact of this problem is clearly evident in the case of
classification problems, in which the error signal is only available at the end of each se-
quence. For addressing the credit assignment problem, variants of biologically motivated
mechanisms of eligibility traces [15] can be used, which can also be compatible with ap-
proximations of the gradients that would be computed by backpropagation through time
[4,3].

In the literature, reward-modulated Hebbian learning has already been successfully
employed for training all parameters of a recurrent neural network [22]. However, in order
to exploit the untrained discrimination capabilities of the reservoir computing approach
we see as a promising method that of not training the whole network, but instead only
steering the trajectories of the state of the reservoir through the use of gate or gate-like
mechanisms trained by variants of the above-mentioned approach.

Efficient alternatives for training RNNs are needed: the suggested approach of em-
ploying both untrained and trained dynamics could represent a tool for allowing the al-
ready efficient ESNs to effectively tackle problems which today represent a hurdle due to
the presence of long-term dependencies.

8. Conclusion

In this paper we have discussed the introduction of gated mechanisms in the architecture
of reservoir computing neural networks. We have started by presenting the limitations of
reservoir computing models such as ESNs. Their fading memory characteristic, which
is a strength in certain situations, can become a weakness when dealing with data pre-
senting long-term dependencies. We have thus proposed a reservoir computing model,
Gated ESN, and its variant Gated ESN RZ, for overcoming those limitations by the use
of gating mechanisms.

To allow the Gated ESN to escape a strict fading memory regime, we have derived
a general bound that links the weight matrices of all GRU-based gated models (GRU,
Gated ESN, and Gated ESN RZ) to their ability to escape such regime. This gives a
means of initializing or verifying these networks for the desired behaviour.

We have performed an experimental comparison between the different models under
consideration by testing the generalization performance on a Question Classification task
that was chosen for its suitedness to highlight the effect of the gates. We have discovered
that gates can indeed provide advantages even to reservoir computing models. In addition,
we have shown that the use of backpropagation through time drastically increases the
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time required for training. We have then verified that the experimental results match the
theoretical bound that we have derived.

While the results of this work provide insights about gated reservoir computing, we
have also critically discussed the reasons why we believe a pure gated reservoir computing
model to be ineffective in practice. We have then suggested directions to produce efficient
gated models that join reservoir computing techniques with trained gate dynamics, with
an important focus on local training algorithms.

Looking ahead, we believe that the key for efficient and effective RNN models is to
be found in the form of an interplay between a suitable gated architecture and a suitable
local training algorithm.
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Abstract. Object detection and segmentation algorithms evolved significantly in 

the last decade. Simultaneous object detection and segmentation paved the way 

for real-time applications such as autonomous driving. Detection and 

segmentation of (partially) flooded roadways are essential inputs for vehicle 

routing and traffic management systems.  This paper proposes an automatic 

floodwater detection and segmentation method utilizing the Mask Region-Based 

Convolutional Neural Networks (Mask-R-CNN) and Generative Adversarial 

Networks (GAN) algorithms. To train the model, manually labeled images with 

urban, suburban, and natural settings are used. The performances of the 

algorithms are assessed in accurately detecting the floodwater captured in images. 

The results show that the proposed Mask-R-CNN-based floodwater detection and 

segmentation outperform previous studies, whereas the GAN-based model has a 

straightforward implementation compared to other models. 

Keywords: Floodwater detection; Mask-R-CNN; GAN; object detection and 

segmentation. 

1. Introduction 

Monitoring and sensing roadway conditions automatically are critical not only for self-

driving vehicles but also for informing the traveling public. Due to various 

environmental and weather-related factors (e.g., heavy snow, rain, storm surge), 

roadway conditions can dramatically change, and a given road segment may be 

inundated or may operate under a reduced capacity. The vulnerability of roadways to 

floodwater is increasingly becoming a major concern for numerous communities, 

especially for those living in the coastal regions, since recurrent flooding occurs more 

frequently due to sea-level rise, storm surge, heavy rain, and tidal flooding [1].  As 

many societal functions depend on a functioning transportation infrastructure, i.e., 

routing of emergency vehicles and delivery of goods and services to support commerce, 

there needs to be a scalable and effective system to monitor or predict the inundations 
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on roadways [2]. The main goal of this paper is to contribute to the development of such 

a system by showing how image-based sensing and detection techniques could be 

utilized to detect floodwater present on the roadways.  

Over the last five years, object detection and segmentation have been evolving 

rapidly, where new approaches are being invented, and new application areas are 

emerging. Previous studies for the detection and segmentation of floodwater focused on 

remote sensing methods, which leverage aerial photographs and radar data [3-4]. A 

survey of large areas can be done with these methods, whereas detailed information 

about an area, especially a roadway, needs a more localized approach. Synthetic 

Aperture Radar (SAR) images are used by Kang et al. [5] with Fully Convolutional 

Network (FCN) implementation. These approaches lack important local information, 

such as the type, severity, and extent of floodwater, which are crucial for safe driving. 

Ultrasonic rangefinder and passive infrared temperature sensors are utilized by Mousa 

et al. [6] to detect floods in urban cities with Artificial Neural Network (ANN). Their 

implementation requires special sensor placement, which will increase the cost and 

effort to detect and segment the floodwater. Authors in [7] propose a flood detection 

model where Region-Based Convolutional Neural Networks (R-CNN) architecture is 

used to preprocess the images.  

In this paper, the recently proposed Mask-R-CNN and Generative Adversarial 

Networks (GAN) [8] methods will be utilized to detect and segment the floodwater on 

roadways. Mask-R-CNN is built on the Faster-R-CNN algorithm and improves the 

segmentation performance [9]. Mask-R-CNN is a deep learning algorithm belonging to 

the Region-Based Convolutional Neural Networks (R-CNN) family of object detection 

and semantic segmentation models. As the latest evolution in the R-CNN family, Mask-

R-CNN fuses localization, classification, and segmentation in a compact and fast 

algorithm. GAN algorithm is another deep learning algorithm that is widely used in a 

variety of applications. It is used in a conditional setting to segment flooded areas in the 

images. The implementation of Mask-R-CNN and GAN models on detecting and 

segmenting the floodwater on roadways has not been investigated previously. The main 

contributions of this study include: (i) Applying Mask-R-CNN and GAN models to both 

detect whether a given image contains floodwater and, if so, to segment the image to 

delineate the floodwater; and (ii) Demonstrating that the proposed approaches yield 

more accurate results than alternative approaches. The proposed deep learning models 

do not require manual extractions of any features and are tested on various images 

collected under different conditions. 

The remainder of this paper is organized as follows. Section 2 introduces the 

background of proposed algorithms Mask-R-CNN and GAN. Section 3 presents the 

methodology. Section 4 includes data collection steps and the preparation of the dataset 

for processing. Results and related discussions are examined in Section 5. Conclusions 

and future work are provided in Section 6. 

2. Background 

Image segmentation is one of the essential processes in the image processing field [10]. 

Image segmentation tasks include the division of the image into various regions by 

utilizing similar and specific properties in the image [11]. Deep learning techniques 
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contribute significantly to image processing, especially in image segmentation. In this 

section, R-CNN and GAN methods will be discussed in detail. 

2.1. Regions with CNN features (R-CNN) 

One of the common model families for object detection and segmentation is R-CNN 

[12]. Four different methods have evolved over the years, namely R-CNN, Fast-R-

CNN, Faster-R-CNN, and lastly, Mask-R-CNN. 

R-CNN, Regions with CNN features, was developed with a three-step structure in 

2014 [13]. The first part of this structure is the selective search, which proposes 

bounding boxes of around 2000 regions called ‘Region of Interest’ (RoI) [13]. These 

proposed regions are fed to CNN to compute the features of each proposed RoI. This 

step requires very high computing power and is time-consuming. Class-specific linear 

Support Vector Machines (SVM) are employed for the classification of each region. 

The Fast-R-CNN method, Fast Region-based Convolutional Neural Network, is an 

improved version of R-CNN, which requires a long time for object detection. The 

calculation of the ConvNet forward-pass independently for each RoI is the main reason 

why R-CNN is slow [14]. The Fast-R-CNN takes an image and produces a 

convolutional (Conv) feature map from the entire image, which is shared for each RoI. 

On the other hand, R-CNN calculates the feature map for each RoI, which takes a lot of 

time. Fast-R-CNN then extracts the feature vector for the corresponding RoI, which is 

then fed to a fully connected (FC) layer. FC layer has two outputs: SoftMax probability 

output for classification and a real-valued output for the position of the bounding box of 

classes.  

The Faster-R-CNN is developed to speed up Fast-R-CNN. The significant drawback 

of Fast-R-CNN is the separate generation of region proposals. Girshick [14] indicates 

that the generation of region proposals can be implemented by Conv feature maps used 

in Fast-R-CNN. Region Proposal Networks (RPNs) are developed as an attention 

mechanism by Ren et al. [15] and fused with Fast-R-CNN, which harnesses shared 

computation, to speed up the object detection. The dual structure of Faster-R-CNN 

decreased the time needed for object detection.  

2.2. Generative Adversarial Networks (GAN) 

GAN algorithm is developed by Goodfellow [8] that consists of two hostile networks, 

namely Generator (G) and Discriminator (D) networks. These two networks are 

simultaneously trained to pick the underlying statistical data distribution of the training 

set.  

Different GAN models are proposed after its first introduction for various image-

related applications. One of the most used GAN models, DCGAN, is proposed by 

Radford et al. [16]. DCGAN utilizes the feature extraction capabilities of CNNs to 

generate natural images. The elimination of the fully connected layer, use of batch 

normalization, replacing pooling layers with strided and fractional-strided convolutions 

improve the produced image quality. 
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The use of GAN in a conditional setting is implemented by forcing the generated 

images to follow certain data distribution. Conditional Generative Adversarial Networks 

(cGAN) models have been used to successfully tackle a wide variety of problems [17]. 

Future state prediction [18], image manipulation by user constraints [19], super-

resolution [20], inpainting [21], and style transfer [22] are some of the application areas 

that generate significant results. 

3. Methodology 

This study employs Mask-R-CNN and cGAN based architectures to segment the 

inundated areas on roadways. These two deep learning techniques will be implemented 

separately using the same dataset. Our study will reveal that both models have a high 

potential to achieve successful segmentation results. 

3.1. Mask-R-CNN 

Mask-R-CNN is the fourth generation of the R-CNN object detection family by adding 

a third branch that implements fine pixel-to-pixel alignment for segmentation. The 

Faster-R-CNN framework is modified to predict an object mask [23]. The RoI pooling 

layer is changed with the Region of Interest Align (RoIAlign) layer to align the 

extracted features precisely with the input [9]. A fully convolutional neural network is 

applied to each RoI to produce a segmentation mask. Mask and class predictions are 

also decoupled to improve instance segmentation [24]. As shown in Fig. 1, localization, 

classification, and segmentation are the three tasks that Mask-R-CNN implements. 

The Mask-R-CNN has a two-stage procedure that consists of a region proposal 

network and three networks fed by RoI Align, as seen in Fig. 1. The proposed Mask-R-

CNN model in this paper is built utilizing a Feature Pyramid Network (FPN) [25] for 

feature extraction and adopted ResNet101 [26] as the backbone in the first stage. This 

CNN has four layers of convolution and one deconvolution layer. The RoIAlign layer 

keeps the size of the feature map the same and avoids misalignment by avoiding 

quantization. Anchors are used for region proposals. They are preassigned, and our 

model follows the same steps as in  [9]. The model checks if there is any object inside 

the anchor, then it moves to each pixel in the feature map. After refining the anchor 

coordinates, it returns the bounding boxes as object proposals. Multi-task loss (L), 

bounding-box loss (Lbox), classification loss (Lcls), and mask loss (Lmask) are identical to 

the previous studies [9-15]. The multi-task loss is defined as                   

[27]. The Tensorboard visualization tool is used to track these loss metrics. The features 

are fed into three networks. The mask prediction branch has four convolutions and one 

deconvolution layer followed by the ReLU activation function to predict flood masks. 

The returned predicted mask has a size of 28x28 to decrease the computational 

complexity, which provides faster instance segmentation. On the other hand, image 

segmentation on downscaled images (28x28) could result in artifacts after being scaled 

up for inference. There are two common FC layers on the classification and bounding-

box branch. This assists the classification network to classify only the inside of the 

bounding box. The final FC layers consist of 2 layers. 
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Fig. 1. Framework of the proposed method 

3.2. Conditional Generative Adversarial Networks (cGAN) 

Conditioning the output to a given input is achieved by cGAN, which evolves from the 

vanilla GAN model. In the vanilla GAN model, generator and discriminator networks 

form the GAN architecture. These two separate networks are trained simultaneously to 

compete with each other. The generator network uses the given random uniform or 

Gaussian noise (z) to mimic the training data distribution for generating the fake image 

(y), G: z  y [28]. The generated images by the generator network are then classified as 

real or fake by the discriminator network during the training stage, i.e., D: y [0, 1]. 

This two-player zero-sum game continues until satisfactory image generation is 

achieved [29]. Training of GAN algorithms is subject to research, and it is a continuing 

effort to handle efficient training of GAN models [30]. After the training, the generator 

network is used for the generation of new images. 

The cGAN architecture utilizes an additional conditioning input image (x) which 

provides further benefits in addition to the vanilla GAN architecture. cGAN model 

outshines other GAN-based architectures because of its simplicity, fast and 

straightforward implementation. Generator network gets input image (x) and noise (z) to 

produce an image (y) that shares similar characteristics with the input image and similar 

data distribution with the training set, G: {x, z} y [17]. Discriminator network also 

observes the input image (x) so as to determine if the output of the generator image (y) 

is real or fake, D: {x, y} [0,1] [31]. Generator network design is based on U-Net [32] 

encoder-decoder with skip connections architecture. Discriminator network utilizes 

PatchGAN architecture to increase the generated image quality [17]. 
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Fig. 2. Framework of the proposed method 

The GAN algorithm utilizes four different loss functions during the training to 

generate decent fake images. D_real and D_fake loss functions for real and fake 

samples directly update the discriminator network. Generator network weights are 

updated with two loss functions: adversarial loss (G_GAN) from the discriminator 

network and L1 loss (G_L1). Training and update of the discriminator network are 

straightforward, whereas generator network training is done indirectly via the 

discriminator network. This is one of the reasons why the training of GAN is difficult 

[33]. Adversarial loss objective is depicted as: 

 

                                                             

 

The overall objective loss function is expressed with regularizing parameter ( ) 

as: 

 

                                     (2) 

4. Data Collection 

The data collection, preparation, validation, and training environment details will be 

presented in this section. 

4.1. Data Collection and Preparation 

The flood image dataset, which includes urban, suburban, and natural areas, is manually 

labeled for training and testing [34]. The variety of scenes improves the applicability of 

the algorithm implemented in this paper. The size of the images and labels is shaped as 

385x512 pixels for the Mask-R-CNN-based model and the cGAN based model. Flood 
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images are hand-labeled at the pixel level where flooded areas have the pixel value of 

one, and the rest of the image has the pixel value of zero. MATLAB labeler tool is used 

for the labeling. Around 500 images contain floodwater, while another 250 images are 

dry. Twenty-five (25) crowdsourced images from the internet are used for testing. Some 

of the images used in this study can be seen below in the result section. Red-colored 

areas are detected and segmented as floodwater. 

4.2. Environment 

We implemented the proposed Mask-R-CNN model using the Keras deep learning and 

Tensorflow libraries with Python 3.6. We used the pre-trained weights for MS COCO 

and Matterport’s code [35] as a starting point. Our model is trained using an Intel(R) 

Xeon(R) CPU E5-2630 v3 @ 2.40 GHz with 128 GB memory and NVIDIA Quadro 

K4200 with 4 GB dedicated and 64 GB shared memory. We trained our model for 20 

epochs which took approximately 24 hours. We use a learning rate of 0.001 where the 

original paper used 0.02 because it causes weights to blow up in Tensorflow. The rest of 

the hyperparameters were the same as those in the original Mask-R-CNN article [14]. 

cGAN based model is implemented using PyTorch machine learning library with 

Python 3.8. Pix2pix framework [18] is utilized to create the proposed cGAN-based 

segmentation model. The study with the cGAN based model is realized using Intel(R) 

Core(TM) i7-10750H CPU @ 2.60 GHz with 32 GB memory and NVIDIA GeForce 

GTX 1650 Ti GPU with 4 GB dedicated and 16 GB shared memory. We trained our 

model for 200 epochs which took approximately 2 hours. We choose a batch size of 20 

to fully leverage GPU power. That’s why the training of the GAN algorithm took less 

time. Adam optimizer and a learning rate of 0.002 are employed during the training. 

4.3. Validation 

The performances of the algorithms are evaluated based on four common metrics: 

accuracy, precision, recall, and F1-score [36]. Since a binary classification problem is 

being solved, each pixel will fall into one of the two possible categories: “dry” 

indicating no floodwater and “flood” for the opposite. The performance metrics are 

defined below : 
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Where True Positive (TP) is the number of correctly predicted flood pixels; False 

Positive (FP) is the number of pixels that are incorrectly classified as dry; True Negative 

(TN) is the number of correctly predicted flood pixels; False Negative (FN) is the 

number of pixels that are incorrectly classified as dry.  

5. Result and Discussion 

This section will present and discuss the outputs of the Mask-R-CNN and cGAN based 

models in terms of performance. The dataset consisting of 441 flood and 238 dry 

images is divided into training (75%) and validation (25%) subsets. 

5.1. Results of Mask-R-CNN based model 

The proposed Mask-R-CNN-based model encapsulates three different networks. The 

three networks address predicting the bounding box of the RoI, the classification, and 

the instance segmentation. All these three networks are trained together during training.  

Accuracy is the measurement of correctly classified instances, which is depicted in 

equation (3). According to the results from the testing samples, the floodwater/dry 

classification accuracy of the Mask-R-CNN model is 99.2%, and the segmentation 

accuracy of the flooded area is 93.0%. Compared to cGAN based model and a recent 

study [2], Mask-R-CNN yields better accuracy in segmentation and classification tasks. 

The loss function is used to evaluate how well the machine learning algorithms 

perform in the training phase. The model weights are regulated to minimize the loss 

function. Figs. 3 and 4 show the loss graphs of the total, bounding box, classification, 

and segmentation mask loss. Each figure shows the number of epochs on the X-axis and 

the output of the loss function on the Y-axis.  

Furthermore, the bold line shows a smoothed version of the actual output shown in a 

dimmer line for better readability. The overall downward trend of the curves shows the 

adequate nature of the network modeling flood detection, which is a sign for the model 

learning the inherent pattern of flooding in the images. 

  

a) b) 

Fig. 3. (a) Multi-task and (b) bounding box loss graphs 
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The loss graphs indicate that the model successfully learns the properties of each 

image. Fig. 3 and Fig. 4 show the same decreasing nature. 

  

a) b) 

Fig. 4. (a) Classification and (b) segmentation mask loss graphs 

The validation loss is another metric like training loss, but it is not used to update the 

weights. It is used for monitoring if the model generalizes well. Checking validation 

loss helps to avoid overfitting. If the validation loss does not improve for a long time, 

model training will need to be stopped early. The total validation loss is shown in Fig. 5. 

for 30 epochs. After 20 epochs, the loss tends to increase, indicating the potential for 

overfitting. 

 

Fig. 5. Total validation loss graph for 30 epochs 

Fig. 6 to Fig. 10 depict flood segmentation and original images side by side. The 

predicted region, as floodwater by the Mask-R-CNN, is marked in red. Since the model 

first determines a bounding box and then segments within this box, there may be 

straight lines demarcating the floodwater boundaries in the scene. Overall, the model 

captures the floodwater boundaries reasonably well.  
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(a) 

 

(b) 

Fig. 6. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions are 

overlaid red 

  

(a) (b) 

Fig. 7. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions are 

overlaid red 

  

(a) (b) 

Fig. 8. (a) Original and (b) segmented image of a roadway with a red overlay 
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(a) (b) 

Fig. 9. (a) Original and (b) segmented image of an urban scene with a red overlay 

  
(a) (b) 

Fig. 10. (a) Original and (b) segmented image of a natural scene with a red overlay 

5.2. Results of cGAN-based model 

The cGAN-based model has distinctive training characteristics as a different framework 

(PyTorch) was used in comparison to the Mask-R-CNN-based model (Tensorflow). 

There are four different loss functions that are used in the GAN model, D_real, D_fake, 

G_GAN, and G_L1. D_real and D_fake loss functions for real and fake samples directly 

update the discriminator network. Generator network weights are also updated with two 

loss functions, adversarial loss (G_GAN) from discriminator network and L1 loss 

(G_L1) [37]. The training of discriminator and generator networks is a zero-sum game 

and causes a non-converging problem [38]. Therefore, the training progress cannot be 

understood by the loss graph alone. The loss graphs of cGAN based model extracted 

from the visdom virtualization package are indicated in Fig. 11. 

The segmentation accuracy of the cGAN based model is 67%. The performance of 

the cGAN model is low in contrast to previous studies and the proposed Mask-R-CNN 

model regarding the accuracy parameter. This is an expected result as GAN models 

need more images to converge. Sample images from the test set are shown in Figs. 12-

16. 
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(a) 

 
(b) 

Fig. 11. Graph of L1 loss (a) and other three different loss functions (b) 

  

(a) (b) 

Fig. 12. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions 

are overlaid red 
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(a) (b) 

Fig. 13. (a) Original and (b) segmented image of a suburban scene. Segmented flood regions 

are overlaid red 

  

(a) (b) 

Fig. 14. (a) Original and (b) segmented image of a roadway with a red overlay. 

  
(a) (b) 

Fig. 15. (a) Original and (b) segmented image of an urban scene with a red overlay. 
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(a) (b) 

Fig. 16. (a) Original and (b) segmented image of a natural scene with a red overlay. 

5.3. Comparison of the models 

Table 1 compares a recent study [39] with the proposed Mask-R-CNN and GAN 

models.  Our Mask-R-CNN model has better precision, recall, and F1-score results over 

the Fully Convolutional Neural Network (FCN) based on a pre-trained VGG-16 

network [2]. 

 

Table 1. Model comparison with a previous study 

Model Precision Recall F1-score 

Mask-R-CNN 0.96 0.96 0.96 

GAN 0.88 0.73 0.80 

FCN [2] 0.92 0.90 0.91 

 

Results indicate that Mask-R-CNN achieves better accuracy over cGAN based model 

and previously proposed models [2]. Object reflections have adverse effects on 

segmentation accuracy. Training our model on a larger dataset with more reflection 

cases will increase the model’s accuracy. The downscaling of images, as explained 

previously, to reduce computational complexity may also decrease segmentation 

accuracy. Instance segmentation on downscaled images provides faster results, which is 

essential for autonomous vehicles. 

The Mask-R-CNN performs segmentation on a rescaled (smaller-28x28) version of 

the original image (385x512). This has the side effect that the segmentation pixel 

resolution is very coarse. Figs. 8 and 9 show this artifact very well. The headlights of 

the car are labeled as a flood in Fig. 8. This could be improved by modifying the Mask-

R-CNN to work on a similar size to the original image. However, the downside of 

increased image resolution is that learning will only converge with a much bigger image 

dataset because the number of parameters would increase exponentially. 

cGAN-based model suffers from a class imbalance problem as it could segment the 

flooded areas in the lower half of the image better. When the same image in Fig. 9 and 
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Fig. 15 are compared, cGAN based model achieves better segmentation for the flooded 

areas around the car. We envision that the cGAN-based model has significant room for 

improvement if a sufficient dataset is provided.  

6. Conclusion 

This paper presents state-of-the-art deep learning algorithms, Mask-R-CNN and cGAN, 

to the segmentation of inundated sections of the roadways, on an image dataset 

consisting of urban, suburban, and natural scenes. The models are trained to detect 

floodwater in these images and delineate its boundaries using segmentation techniques. 

The proposed Mask-R-CNN model achieves 99% and 93% accuracy for floodwater 

detection and segmentation tasks, respectively. The graphs of the loss functions of the 

three encapsulated networks, which are classification, bounding box detection, and 

segmentation mask networks, indicate the efficient training of the model. 

The proposed cGAN based model underperforms in comparison to Mask-R-CNN 

and previous FCN based models. The main reason for the low performance of the 

cGAN based model is the limited dataset size, which was insufficient to gather data 

distribution of the training set by the GAN algorithm. However, its straightforward 

implementation, fast, and apparent structure provide significant potential. With the 

increasing importance of data collection, the underlying dataset size problem could be 

resolved. Mask-R-CNN also has many benefits, but it is expensive in terms of time and 

memory consumption.  

As a future study, the floodwater depth prediction will be investigated. The flood 

level will be determined using nearby objects, such as cars and traffic light poles. In 

addition to flood depth prediction, the speed of flood detection algorithms will be 

investigated as well. The dataset size will be increased to get a better result. Finally, 

water reflections will be studied to improve flood segmentation accuracy. 
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Abstract. Currently, one of the big problems in the Internet is the counteraction 

against the spread of harmful information. The paper considers models, 

algorithms and a common technique for choosing measures to counter harmful 

information, based on an assessment of the semantic content of information 

objects under conditions of uncertainty. Methods of processing incomplete, 

contradictory and fuzzy knowledge are used. Two cases of the algorithm 

implementation to eliminate the uncertainties in the assessment and categorization 

of the semantic content of information objects are analyzed. The first case is 

focused on processing fuzzy data. The second case is based on using an artificial 

neural network. An experimental evaluation of the proposed technique have 

shown that the use of both cases makes it possible to eliminate uncertainties of 

any type and, thereby, to increase the efficiency of choosing measures to counter 

harmful information. 

Keywords: harmful information, assessment, countermeasures, semantic content, 

information objects, uncertainty. 

1. Introduction 

At present the Internet and social networks, which can be represented as large sets of 

interconnected digital network information objects, are becoming one of the most 

important threats to personal, public and state information security. This determines the 

need to protect the individual, society and the state from information that spreads 

through information and telecommunication networks and is capable to harm the health 

of citizens or motivate them to unlawful behavior. For example, the United States has 

laws that protect children's Internet and protect children from harmful content posted on 

the Internet. In the UK, Canada and many other countries, systems are used to block 

blacklisted sites with harmful content. However, the presence of such systems 

responsible for blocking harmful content on the Internet and social networks does not 

mean that the problem of protecting against harmful information has been solved. At the 

moment, the detection of harmful sites and messages and the formation of black lists is 

carried out, as a rule, in manual mode.  

In scientific and methodological terms, the problem of protection from harmful 

information has only a small number of scientific and technical solutions. We can say 

that the methodology for countering harmful information is at the initial stage of 
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development and implementation. This is fully true for the task of choosing measures to 

counter harmful information. The solution to this problem should be based on solutions 

for the development and application of content analysis tools, as well as software and 

hardware for detecting, evaluating and countering harmful information. At the same 

time, the concept of harmful (detrimental, dangerous, destructive) information means 

such information that is prohibited from being distributed on the Internet or social 

networks by current legislation. 

Determination of reliable estimates of digital network content requires that, in order 

to increase the objectivity of its analysis and make adequate decisions to counter 

harmful information, data processing is carried out taking into account their uncertainty. 

This task is of particular relevance for making decisions and choosing specific measures 

to counter harmful information in real-life conditions. Consequently, models, 

algorithms and methods for evaluating information objects, as well as choosing means 

of countering harmful information should underlie the operation of systems for 

intelligent analytical processing of digital network content. The main purpose of such 

systems should be the detection, analysis and counteraction of harmful information. 

Systems for intelligent analytical processing of network information objects can 

perform many different functions and consist of many different components. In 

particular, the components of distributed scanning of information objects, as well as 

their classification and categorization in accordance with the categories (or types) of 

harmful information established by law, are mandatory. However, the uncertainty of 

information available in information objects leads to a significant decrease in the 

efficiency of these components. Therefore, the component of eliminating the ambiguity 

of the semantic content of information objects, as well as the component for choosing 

countermeasures, should also be included among the basic components of such systems. 

In this regard, the purpose of this work is to clarify the functionality of the uncertainty 

elimination component and the countermeasures selection component, determine their 

interrelationships in the analysis of information flows, and develop models, algorithms 

and methods for selecting measures to counter harmful  information based on an 

assessment of the semantic content of information objects under uncertainty. 

The research was firstly presented at International Conference on INnovations in 

Intelligent SysTems and Applications (INISTA) 2020 [1]. In this paper we detailed and 

extended the description of countermeasure selection techniques and provided listing of 

the countermeasure selection algorithm. Besides we have added the second 

computational experiment for eliminating incompleteness and inconsistency of source 

data while in the research provided at INISTA 2020 we demonstrated only the first 

computational experiment that allows eliminating fuzziness. 

The paper is organized as follows. Section 2 reviews the related works on selection 

of countermeasures against harmful information considering uncertainty of observation 

data. Section 3 provides a general algorithm for uncertainty elimination. Section 4 

discusses the methods, models, techniques and algorithms for selection of 

countermeasures against harmful information. Section 5 describes two computational 

experiments and obtained results. Section 6 gives conclusions and future research 

directions. 
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2. Related Work 

Despite the fact that in recent years some solutions on individual components of this 

kind of protection systems [2-20] have been suggested, they are either at the initial stage 

of development and implementation, or do not implement the full range of expected 

capabilities. So, in [2-7] the mechanisms for detecting and counteracting harmful 

information in network information objects are considered. These papers set out 

solutions for determining reliable estimates of digital network content. The mechanisms 

considered in them are based on methods of information classification, methods of 

intelligent data processing and spam filtering. However, these mechanisms are not 

focused on working in conditions of semantic uncertainty of information content. 

The works [8-10] consider various methods of analyzing social networks to detect and 

select measures to counter harmful information. In [8], algorithms for searching by 

event description, identifying users of various networks, and searching by user groups 

are often used to detect harmful information. Methods for quantitative and qualitative 

assessment of information impacts in social networks, based on tabular and graphical 

tools for representing metrics and calculating metrics, are discussed in [9]. In [10] 

approaches to determine the demographic characteristics of users of social networks are 

considered. However, since there are other sources of unwanted information in addition 

to social networks, these approaches cannot be considered universal.  

Many works suggest using traffic analysis methods based on the classification of web 

pages to detect and counteract unwanted information. Thus, in [11], methods based on 

content analysis of the internal properties of web pages are considered. In [12, 13], it is 

proposed to use a binary classifier based on identifying groups of internal properties of 

HTML documents, which is used to train systems for classifying web pages. Methods 

for training classifiers in order to detect and counter malicious information based on a 

combination of significant functions of web pages are discussed in [14]. However, all 

the methods presented in [11-14] are focused on the analysis of web content. Thus, they 

also cannot cover all sources of harmful information and types of countermeasures. 

In some works, it is proposed to implement methods for detecting and countering 

harmful information based on the results of evaluating the semantic content of 

information objects using algorithms for classifying web content topics. For example, 

the papers [15, 16] describe an approach to searching for harmful information based on 

URL addresses. The advantage of this approach is to reduce the many characteristics of 

malicious information that need to be analyzed, which entails a reduction in the range of 

countermeasures. Another popular approach is to use it to analyze links in web content. 

In [17, 18], based on this approach, a procedure for hierarchical classification of web 

content is proposed. However, the application of these methods is limited. An 

interesting method proposed in [19] is the search and extraction of meaningful text from 

tags with the subsequent application of the classifier to the obtained samples. The same 

approach in combination with methods of counteracting harmful information is 

mentioned in [20]. But their application takes a significant amount of time.  

Taking into account real conditions in the process of identifying and countering 

harmful information requires the use of modern approaches, in which the processing 

and assessment of the properties of harmful information is carried out under conditions 

of uncertainty. In some works, these approaches are based on methods, models and 

algorithms for eliminating uncertainty. In [21-24], approaches are considered in which 

the processing of uncertain information of various types, as well as decision support, are 
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implemented using artificial neural networks. In [25, 26], it is offered to use fuzzy sets 

for these purposes. Neural fuzzy networks are proposed to be used for obsolescence of 

uncertainty in [27]. However, it should be noted that the application of these methods to 

detect and counteract malicious information is a rather difficult task. On the other hand, 

a great advantage of these methods is that they allow you to choose measures to counter 

harmful information based on an assessment of the semantic content of information 

objects in conditions of uncertainty. These approaches will form the basis of the 

solutions considered in this paper. 

Thus, the analysis of known approaches, methods and solutions for the detection and 

counteraction of harmful information shows that reliable control of the semantic content 

of information objects is a complex process that requires the combined use of various 

mechanisms. However, the task of developing existing methods for choosing measures 

to counter harmful information is still relevant. Methods for detecting and countering 

harmful information should be focused on processing poorly formalized (incomplete, 

inconsistent and fuzzy) data. It is necessary to use additional expert opinions and 

dynamic (changing) knowledge. The solutions discussed below are focused on the 

implementation of such approaches. 

3. General Algorithm for Eliminating Uncertainty 

Information objects are natural language text, media content, embedded parts of other 

information objects, executable scripts, domain names, IP addresses, etc. Solving the 

problem of assessing and categorizing the semantic content of information objects is an 

important stage for detecting harmful information, making decisions and countering 

harmful information. Elimination of ambiguity (namely, fuzziness, incompleteness and 

inconsistency) when solving this problem is a necessary condition for its successful 

solution in real subject areas, when the initial data are exposed to various factors of 

uncertainty. Such factors, for example, include noise when measuring, modeling, or 

observing the attributes of the semantic content of information objects. These attributes 

can be textual, graphic, numeric, logical, ordinal, nominal, etc. Among the various types 

of uncertainty, the most significant are ambiguity (fuzziness) and insufficiency 

(incompleteness, inconsistency) of the initial data. 

Uncertainty inherent in the initial data of the tasks of detecting, evaluating and 

making decisions on counteracting harmful information can arise due to the non-

stationarity of the information flow, fuzziness, incompleteness and inconsistency in 

identifying features of harmful information, the dynamics of the security system, the 

impact of destabilizing (often antagonistic) environmental factors, and also due to the 

presence of ambiguity of goals and the inconsistency of the tasks of detecting and 

countering harmful information. 

The common algorithm for eliminating the uncertainty of the initial data for the 

problem of identifying harmful properties of information will be called the algorithm for 

eliminating uncertainty for assessing and categorizing the semantic content of 

information objects based on methods of processing fuzzy, incomplete and 

contradictory knowledge. This algorithm includes the following steps: 

1. Input undefined harmful information’s features and type of uncertainty 

(fuzziness or incompleteness and inconsistency). 
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2. If harmful information’s features are fuzzy specified go to step 3 (steps 3-7 

allow the experts to specify weight matrices of harmful information’s features in 

advance), otherwise go to step 10. 

3. Specification of the fuzzy harmful information’s features system and initial 

membership functions of fuzzy sets. 

4. Matching of the expert opinions on adding of the specific information objects’ 

semantic content features to the harmful information’s features set. 

5. If there is one expert (i=1), go to 9 else go to 6. 

6. Specification of the membership functions of fuzzy sets by the next expert 

(i=i+1).  

7. Calculation of the common experts’ opinion on adding of the specific 

information objects’ semantic content features to the harmful information’s 

features set (disjunctive sum). 

8. If there is the next expert, go to 6 else 9. 

9. Final choice of the specific information objects’ semantic content features for 

the harmful information’s features set (based on the max of preference function). 

10. Generation of weight matrices Wm and W∑ for two-layer artificial neural 

network. 

11. Activation of artificial neural network’s input layer. 
12. Initial setting of neurons of artificial neural network’s output layer. 
13. Bringing of input layer neurons to the state of second layer neurons. 

14. Calculation of states of output layer neurons. 

15. If artificial neural network is stable go to step 16 else go to step 13. 

16. Sum values of weight coefficients.  

17. Final choice of the specific information objects’ semantic content features for 

the harmful information’s features set (based on the max value of elements of 

sum output weight coefficients’ vector). 

18. Output the results: final harmful information’s features considering uncertainty 
elimination in scope of fuzzy and conflicting knowledge processing. 

The algorithm for eliminating uncertainty in the assessment and categorization of the 

semantic content of information objects is based on the use of the mathematical theory 

of fuzzy sets [25, 26]. The central link of the algorithm is a decision support mechanism 

for adding the analyzed fuzzy characteristics of information in digital network content 

to the set of features of malicious information (steps 3–9 of the algorithm). The criterion 

for the harmfulness of the processed semantic content in its assessment and 

classification is the excess of the features of dubious information characteristics in the 

semantic content of information objects of the threshold value (α-level of the preference 

function). The analyzed attributes of the semantic content include the presence, 

quantity, or nomenclature (severity) of questionable informational characteristics. The 

identification of the fuzzy character of harmful information is implemented based on the 

opinions of experts. To determine the subjective measure of confidence that this 

information belongs to a fuzzy set of characteristics of malicious information, 

membership functions are used. To combine several subjective confidence measures 

(that is, the opinions of several experts), mathematical operations of addition, union, 

intersection and disjunctive sum of fuzzy sets are used.  

The algorithm also implements the elimination of uncertainty in the assessment and 

categorization of the semantic content of information objects using artificial neural 

networks. The neural network mechanism [21-24] for searching and predicting the 
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relationship between the features of the semantic content of information objects is 

specified in steps 10-17 of the algorithm. The purpose of this mechanism is reasonable 

adding of the analyzed incomplete and inconsistency features of information within 

digital network content to harmful information’s features set. The principle of operation 

of this mechanism is that if there is at least one function that is guaranteed to be 

included in the set of functions of malicious information, it is possible to generate an 

input set of functions that takes into account incomplete and incompatible relationships 

of all functions. After that, an artificial neural network is put into operation. With its 

help, it is possible to obtain at the output a set of features of malicious information with 

coefficients (elements) characterizing the weight (severity) of features of malicious 

information. These coefficients make it possible to evaluate and classify dubious 

information as harmful. 

The output result of the algorithm is a given system of features of the semantic 

content of information objects, which uniquely determines whether or not a particular 

information is harmful. Thus, the developed algorithm makes it possible, in conditions 

of uncertainty, to identify harmful information, as well as to form the initial data for 

making a decision on counteracting harmful information. 

4. Models, Algorithm and Technique for Selecting 

Countermeasures 

This section describes the developed technique for counteracting against harmful 

information and the related models and algorithm.  

The technique is based on the decision-making theory, including multi criteria 

optimization methods. Input of the technique is as follows: (1) harmful objects; (2) 

available countermeasures. The main stages of the technique are: (1) generating models 

of information objects, information system, countermeasures and counteracting process; 

(2) selecting countermeasures. The output of the technique is the set of selected 

countermeasures. 

We specified the following models considering subjects and objects participating in 

countermeasure selection process: information system model, information object model, 

countermeasure model, model of counteracting against harmful information. 

An information system IS, where counteracting is implemented, is Internet. It 

incorporates objects IO and communication means IC. Thus, information system model 

is specified as follows: IS = (IO, IC). The objects can be physical or informational. The 

developed model is limited with information objects. Communication is interaction 

between two or more objects and/or subjects. Communication between the information 

objects can be determined based on the existing references. In the developed model a 

subject can be represented as some information object, for example, a profile in social 

network or on some web site (in this case communication is determined based on the 

profile’s friends and groups), or as a property of information object, for example a 

counter of visitors for the web page. Communication can be physical or logical. The 

developed model is limited with logical communications represented as follows:  

IC  IO × IO.  

We specify information object IO as follows: 
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IO = <size, role, hltype, type, state, ioaud, saud>, 

where 

     size – a size of information object, it can take values {s, m, l}, where s – small, m 

– medium, l – large;  

    role – a role of information object, it can take values {s, r, u}, where s – sender, r 

– recipient, u – user;  

    hltype – a type of information object, it can take values {h, n}, where h – harmful 

objects, n – not harmful objects; 

    type – a more detailed type of information object, it can take values {ter, hea, por, 

dru, cru, none}, where ter – an information object containing public calls for terrorism 

and extremism; hea – the information objects containing information harmful for 

people’s (especially children’s) health, and moral and spiritual development; por – an 

information object with pornography propaganda; dru – the information objects 

containing information on ways of development, production and use of drugs and 

committing suicide, as well as swearing; cru – an information object containing direct 

calls for violence and cruelty (e.g. war), ethnic and religious hatred, or hostility in the 

content information; none – not applicable (if hltype is n); 

    state – a state of compromise of information object in case of harmful information 

impact, it can take values {compr, nonc}, where compr – object is compromised by the 

harmful information, nonc – object is not compromised; 

    ioaud – audience of the information object that is an array of links on information 

objects that are linked with the sender by communications and that are recipients of the 

objects (can be null); 

     saud – real number (if there is a counter of visitors of information object) or 

expert assessment of subjects who are the recipients of the object (can be 0). 

Information objects can be classified into small objects IOs, medium objects IOm and 

large objects IOl depending on their size. We consider post, message, comment, media 

object, etc. as IOs, web page, group, channel, etc. as IOm and information system, web 

site, social network, messenger, etc. as IOl. These classes are related as follows: 

IOs  IOm  IOl.  

Each information object has a role. The roles are as follows: sender (subset Rs of IO), 

recipient (subset Rr of IO), and user (subset Ru of IO). Rs propagate harmful (or not) 

information. Ru incorporates all information objects that are connected with the 

considered information objects via IC and form the audience Au of information object 

(ioaud). Some users represented with information objects are the recipients of 

information object: RrRu, RrAu. A subset Rr can be empty. Other users that form 

the rest part of the Au get information object unintentionally. 

Information object can be harmful or not. Harmful object if its role is sender (namely 

role=s and hltype=h) affects the audience as follows: 

1. Audience compromise state becomes compr (this is relevant for ioaud and saud). 

2. Harmful information propagation, i.e. the part of the audience Rrioaud 

becomes senders Rs. While some information objects counted by saud can also 

become senders, it is difficult to trace if they have propagated harmful 

information.  

Thus, harmful object affects information system state as follows: { , }i ik k
IO IC  

becomes { , }j jk k
IO IC , where ki – previous harmful object number, kj – current harmful 
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object number. For m known information objects from 
kjIO  (m=[0;M], where M – 

number of elements in ioaud of this harmful object) the following parameters are 

changed: role becomes s, hltype becomes h, type becomes ter, hea, por, dru or cru 

(depending on considered harmful object type), and state becomes compr. It should be 

noticed that number of compromised information objects are  

i ji j
k kk k

saud ioaud saud ioaud saud     , while 
jk

m

saud saud . 

The countermeasures should eliminate impacts on the audience and stop harmful 

information propagation. The countermeasures can be taken against: 

1. Information object with sender role. Such measures should be taken if an 

audience of the harmful object is huge and information object is contrary to the 

laws of the country. In this case the following countermeasures can be taken: 

removal (or block); a warning. 

2. Information objects from the audience of harmful information object. Such 

measures can be taken in case of low popularity of the sender to stop harmful 

information propagation or prevent access to harmful information. In this case 

the countermeasure of informing type can be taken. Thus, to stop harmful 

information propagation a warning about an illegality of content and 

responsibility for its distribution can be provided; to prevent access to harmful 

information a warning that content is for the appropriate age category can be 

provided.  

We specify countermeasure rm from RM (set of countermeasures) as follows:  

rm=<rm_class, rm_type, rm_cost, rm_ef>, 

where 

     rm_class – class of countermeasure (barrier, disguise, informing or enforcement);  

     rm_type – size of the information object (small, medium, or large);  

     rm_cost – countermeasure cost;  

     rm_role – role of information object (sender or recipient);  

     rm_ef – efficiency of the countermeasure;  

     rm_cd – collateral damage from the countermeasure implementation. 

Countermeasure cost is represented by the weight that depends on the 

countermeasure intrinsic cost, cost of implementation and maintenance, considering 

complexity of implementation and maintenance and required resources. 

Efficiency of the countermeasure is represented as weight that depends on the ratio of 

recipients that won’t be compromised in case of countermeasure implementation to the 

common number of recipients that would be compromised otherwise. 

Collateral damage is represented as weight that depends on additional losses in case 

of countermeasure implementation, for example financial losses in case of web site 

blocking. 

The countermeasure model is used to specify counteracting model. The 

countermeasure affects information system state: {IO, IC} become {IO
l
,IC

l
}, where l – 

countermeasure number. For j information objects from IO
l
 (j=[0;N], where N –number 

of elements in ioaud of the harmful object that were affected by the countermeasure), an 

information object is deleted or its following parameters are modified: role become r or 

u, hltype become n, type become none, and state become nonc. For d connections from 

IC
l
 (d=[0;D], where D – number of links between harmful object and connected objects 
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that were affected by the countermeasure), an information connection is deleted. 

Besides, saud∑ decreased. 

The specified models are used to formalize the algorithm of counteracting against 

harmful information. We set the following requirements to the counteraction algorithm: 

(1) it should consider size of harmful information; (2) it should consider harmful 

information audience (size and age); (3) it should select the countermeasures that 

provide maximum efficiency and have minimum cost.  

In scope of the counteraction algorithm development the input data for 

countermeasure selection (that are the output data of the previous stages) are as follows: 

size of information object (size parameter of object’s model), role of information object 

(role parameter of object’s model), high level type of information object (hltype 

parameter of object’s model), and detailed type of information object (type parameter of 

object’s model). Thus, we have information to satisfy the first requirement.  

To satisfy the rest two requirements to the counteraction algorithm some additional 

information is required. Thus, to consider harmful information’s audience (information 

objects that are linked with the sender ioaud and not linked recipients of the object 

saud) additional harmful information propagation algorithm is developed. It is based on 

search of linked objects and changing of their state to compromised. Size and age of the 

harmful information’s audience is calculated considering these compromised objects 

and their traffic (using counters).  

Countermeasure efficiency (that is specified in the countermeasure model as rm_ef) 

is calculated as ratio of recipients that won’t be compromised in case of countermeasure 

implementation, both number of information objects from ioaud with state compr and 

saud, to the common number of recipients that would be compromised otherwise. While 

countermeasure cost (rm_cost in the countermeasure model) is specified by the experts 

manually. Besides, in counteraction algorithm class of countermeasure (that is selected 

depending on the harmful information type) and size of the information object are 

considered. The pseudocode of the counteraction algorithm is provided below: 

1. Input io from IO where state=compr, hltype=h, role=s.  

2. Input io class, io type.  

3. Calculate direct ioaud for io.  

4. Determine saud size, saud age for io.  

5. Calculate propagated ioaud for io.  

6. Determine propagated saud size, saud age for io.  

7. Determine cms for io considering role, class, type, propagated 

ioaud, propagated saud size, propagated saud age, rm_class, 

rm_type.  

8. For each countermeasure c from cms:  

8.1.     Determine rm_cost.  

8.2.     Determine rm_ef.  

9. Select scms from cms with min rm_cost and max rm_ef.  

10. Output scms. 

Step 7 of the algorithm above is implemented based on the set of rules. The 

following classes of countermeasures can be outlined:  

1. Barrier, namely, filtering of information objects and blocking of information 

sources using software. This measure can be implemented by the information 

object that has sender role (e.g. filtering of messages on the web site) and 

recipient role (e.g. parental control software, filtering options within operation 

system) as well.  
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2. Disguise (or distraction) can be implemented on the part of sender by adding 

distracting content, e.g. message or picture.  

3. Informing, should be implemented on the sender part to motivate the recipients 

to avoid information object. For example, it can be implemented using warning 

message about illegality of the content, or age category of content.  

4. Enforcement are the measures implemented as the result of laws, such as 

deleting of information or user blocking that can be implemented on the sender 

side, or web-site blocking that can be implemented on the domain management 

level. 

On step 7 of the algorithm the rule-based technique for countermeasures list 

determination is used. It outputs the set of possible countermeasures cms considering 

role of information object (sender s, recipient r, or user u), size of information object 

(small s, medium m, large l), type of information object (public calls for terrorism and 

extremism ter, information harmful for people’s health hea, pornography propaganda 

por, information on ways of development, production and use of drugs and committing 

suicide dru, direct calls for violence and cruelty cru, or none), and total audience size 

ioaud and saud and age, and rm_class (barrier, disguise, informing or enforcement) and 

rm_type (size of the information object small, medium, or large). Examples of rules for 

step 7:  

 “if role = s and size = s and type = ter and total audience size<3000 and 

age>18 select countermeasures where rm_class=disguise or informing and 

rm_type=small”;  

 “if role = u and size = s and type = hea and total audience size<3000 and 

age>18 select countermeasures where rm_class=barrier or informing and 

rm_type=small”. 

If more than one countermeasure c is selected, on steps 8-9 of the proposed algorithm 

the multicriteria optimization is used. 

5. Experiments and Discussion 

In order to test the feasibility of implementing the proposed algorithms for eliminating 

uncertainties and choosing countermeasures, a computational experiment was carried 

out to refine the features of malicious information based on the mathematics of fuzzy 

sets. Below we consider the operation of a branch of this algorithm, which uses methods 

for processing fuzzy knowledge (namely, calculating a disjunctive sum). 

There is initial set of fuzzy specified harmful information’s features. The expert 

opinions are specified. That is initial membership functions of fuzzy sets that 

characterize preliminary, fuzzy specified harmful information set, for example: 

                                                                       

                                          
 , 

(1) 

where  

                – abnormal deviation of the average amount of information harmful for 

people’s (especially children’s) health, and moral and spiritual development;  
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                – abnormal deviation of the average amount of information containing 

public calls for terrorism and extremism in traffic;  

                – abnormal deviation of the average amount of information with 

pornography propaganda;  

                – abnormal deviation of the average amount of information containing 

data on ways of development, production and use of drugs and committing suicide, as 

well as swearing; and  

               – abnormal deviation of the average amount of direct calls for violence 

and cruelty, ethnic and religious hatred, or hostility in the content information;  

       – membership function of fuzzy set, can take values from 0 to 1. 

The disjunctive sum of two fuzzy sets A
~

 and B
~

characterizing the opinions of the 

first and second experts, accordingly, is specified using unions and intersections as 

follows: 

                       , (2) 

where     and    – complements of these fuzzy sets. 

The membership function for j-th harmful information’s feature looks as follows: 

                                                         

                             

Opinion of the first expert (A) about the assessment and categorization of each 

feature from the listed above (1) as harmful information’s feature can be represented as 

fuzzy set: 

                                                                               

Opinion of the second expert (B) about the assessment and categorization of each 

feature from the listed above as harmful information’s feature can be represented as 

similar fuzzy set: 

                                                                            

The complements of these fuzzy sets are as follows: 

                                                                            

                                                                             

Intersections of these fuzzy sets are as follows: 

                                                                                       

                                                                                   

Finally, a union of these fuzzy sets will give the results of disjunctive summation. 

These results characterize aggregated opinion of two experts about the assessment and 

categorization of each feature from the listed above as harmful information’s feature: 
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If there are more than two experts, an opinion of the third expert is specified. The 

aggregated opinion of two previous experts is used as one opinion and all cycle is 

repeated till there are experts. As the result we get aggregated opinion of experts based 

on fuzzy knowledge processing. 

Let us introduce threshold value of membership function describing a preference of 

adding the information object’ semantic content features to the set of harmful 

information’s features as тр 0,6.  

Further, for the purpose of the final selection of the features of the semantic content 

of information objects and their inclusion in the set of characteristics of malicious 

information, the maximum preference function is used.  

The membership function value chart describing a criterion for assessment and 

categorization in fuzzy conditions is represented in Fig. 1. The results of experimental 

computations show that the fuzzy sets math allows eliminating this type of input data 

uncertainty while assessing and categorizing information objects’ semantic content 

using the fuzzy knowledge processing methods.  

The state of values of membership functions (for the considered example) should be 

interpreted as a forecast of the guaranteed preference of adding the specific content 

feature to the set of harmful information’s features. 

 

Fig. 1. The results of computational experiment 

This state (see Fig. 1) for the k-th step of analytical processing of digital network 

content and for the considered example is characterized by the low preference of adding 

the following features to the harmful information set: 

)(porn kx  – abnormal deviation of the average amount of information with 

pornography propaganda;  

)(drug kx  – abnormal deviation of the average amount of information containing 

data on ways of development, production and use of drugs and committing suicide, as 

well as swearing; and  

)(war kx  – abnormal deviation of the average amount of direct calls for violence and 

cruelty, ethnic and religious hatred, or hostility in the content information. 
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These directions (pornography, drugs and war propaganda) in the content do not 

exceed the threshold now and they are not harmful. Severity preference is given to the 

following features as to the most harmful (for the considered example): 

)(chil kx  – abnormal deviation of the average amount of information harmful for 

people’s (especially children’s) health, and moral and spiritual development;  

)(terr kx  – abnormal deviation of the average amount of information containing 

public calls for terrorism and extremism in traffic.  

These are an abnormal deviation of the average amount of information harmful for 

children’s health and average amount of information containing public calls for 

terrorism. The countermeasures should be implemented against these threats. The 

calculations were implemented for sample data. They characterize weight of specific 

feature in the tasks of harmful information detection and counteraction.  

Another example of implementation of the proposed algorithms (for uncertainty 

elimination and countermeasure selection) is the second computational experiment on 

specification of harmful information features on the basis of mathematical algorithms of 

artificial neural networks theory. 

Let us to consider an example of operation of the second branch of common 

algorithm for uncertainty elimination. This branch operates using methods of processing 

of incomplete and conflicting data using artificial neural networks [21-24]. 

In scope of implementation of this branch of the common algorithm we use the 

neural network based mathematical procedure for elimination of incompleteness and 

inconsistency of assessment and categorization of information objects’ semantic content 

features. Two-layer artificial neural network is the basis of the second branch of 

uncertainty elimination algorithm (steps 10-17 of the algorithm described in Section 3). 

This branch is developed to search and forecast interconnections between the 

information objects’ semantic content features. As a result, it allows taking the 

reasonable decision on including (or not) the analyzed incompletely or contradictory 

specified features of information circulating in digital web content into the set of 

features of harmful information. 

Mathematical essence of the neural network-based branch of the common algorithm 

for uncertainty elimination (steps 10-17 of the algorithm described in Section 3) is as 

follows. We determine at least one feature guaranteed to be included in the set of 

features of harmful information, first. We construct input feature vector        
   using 

two-layer artificial neural network. This vector        
   considers incomplete and 

conflicting interconnections of all features (based on opinion of E experts). We get 

output harmful information’s feature vector with coefficients (elements) characterizing 

weight (severity) of these features based on the results of solving the problem of neural 

network transformation (steps 10-17 of the common algorithm). The results of these 

computations allow assessing and categorizing information as harmful on step 18 of the 

common algorithm (considering incompleteness and inconsistency of input data).  

The proposed model for selecting “important” (sensitive) harmful information’s 

features in the conditions of incompleteness and inconsistency allows filtering the 

subjective values and obtain knowledge empirically based on experts’ opinion. 

Let empirical data have the form of a protocol: 

       
              , 
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where vector       
         

         
             

   is vector of input features (in terms of 

artificial neural networks it is input vector A) that considers incomplete and conflicting 

interconnections of all j = 1, …, P harmful information’s features according to the 

opinion of i-th expert from the set E of experts. 

The vector characterizing “importance”, for example, for each of 5 (five) previously 

considered harmful information’s features can be common illustrative example: 

      
  = (1, 0, 0, 1, –1). 

This vector is character representation of the expression: “According to the opinion 

of the first expert “importance” of the harmful information’s features is as follows: the 

first feature        (its physical meaning is        ) and the fourth feature        (its 

physical meaning is        ) are “important” (sensitive/valuable), the fifth feature        

(its physical meaning is       ) is not “important” (not sensitive), for the rest features of 

harmful information (the second and the third)        (its physical meaning is        ) and 

       (its physical meaning is           ) an opinion of the first expert is absent (it is 

equal to 0)”. 

For our computational experiment, assume that at a given time the feature        (the 

unit element of the input vector A) is guaranteed “important” (valuable/sensitive) 

feature of harmful information. This feature characterizes        – abnormal deviation 

of the average amount of direct calls for violence and cruelty, ethnic and religious 

hatred, or hostility in the content information. Other features of harmful information are 

undetermined. To get reasonable results of semantic content assessment and detect 

harmful information it is required to reconstruct the rest components of vector of 

“important” (valuable/sensitive) harmful information’s features. In process of operation 

the two-layer artificial neural network reconstructs the rest components of vector A. Let 

us to consider this process with an example. 

Suppose we are interested in the components of the vector characterizing 

“importance” of all harmful information’s features considering that the fifth feature is 

obligatory for inclusion in the list of “dangerous” features, i.e.        value 

characterizing “importance” of this feature is equal to “1”. Let us to pre-normalize the 

increments of all features relative to the scale of the activation function. Let the 

activation function have a stepwise form: 

inp

inp inp

inp

1, 1;

( ) 0, 0 1

1, 0.

Y

f Y Y

Y

 


  

 

. 

Then        value characterizing “importance” of harmful information’s feature        

will correspond to the output value of fifth neuron that is equal to 1, while input vector 

will take the form A = (0, 0, 0, 0, 1). In other words, the two-layer artificial neural 

network takes as input     = (0, 0, 0, 0, 1).  

Then, considering mathematical essence of the second neural network based branch 

of the common algorithm for uncertainty elimination (steps 10-17 of the algorithm 

described in Section 3), the output vector В = (b1, b2, b3, b4, b5) of the two-layer artificial 

neural network consequentially takes the following values: 

В(0) = f([0; 0; 0; 0; 1]) = [0, 0, 0, 0, 1]; 

В(1) = f([0,667; – 0,333; 1; 1; 0]) = [0, – 1, 1, 1, 1]; 
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В(2) = f([3; – 0,667; 4; 4; 7]) = [1, – 1, 1, 1, 1]; 

В(3) = f([3; – 1,667; 4,667; 4,333; 7,667])= [1, – 1, 1, 1, 1]; 

В(4) = f([3; – 1,667; 4,667; 4,333; 7,667])= [1, – 1, 1, 1, 1]; 

В(5) = f([3; – 1,667; 4,667; 4,333; 7,667])= [1, – 1, 1, 1, 1]. 

The obtained results characterize intermediate and final dependencies of harmful 

information’s features weight (“importance”/value/severity), i.e. characterize total 

preference (from the experts’ point of view) of including of these features, that should 

be assessed in scope of detection and counteraction against harmful information, into 

the set of dangerous features. These results can be represented graphically as a diagram 

(Fig. 2). 

As it can be seen from the diagram (Fig.2) the two-layer artificial neural network 

designed in the interests of evaluating the semantic content for the search and detection 

of harmful information, has stabilized after the third tact (step). Thus, using such 

artificial neural network containing two layers of neurons it is possible to implement 

assessment and short term normative weight (“importance”/value/severity) forecasting 

for harmful information’s features in the conditions of incompleteness and 

inconsistency of input data. 

The results of solving of the second computational experiment (example) allow 

constructing the vector of sensitive for the given conditions harmful information’s 

features with a high degree of objectivity using accumulated in the neural network data. 

They allow selecting the volume and nomenclature of harmful information’s features 

for including into the set of dangerous features mathematically correct and as 

objectively as possible. Moreover, the set of dangerous, obvious features constructed in 

the interests of detecting and counteracting harmful information, will be guaranteed to 

include such “important” (sensitive) features as        ( its physical meaning is        ), 

       ( its physical meaning is           ),        ( its physical meaning is        ) and 

       ( its physical meaning is       ) and won’t include the feature        (its physical 

meaning is        ). 
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Fig. 2. Graph of the dependence of the weight (“importance”) of the harmful information`s 

features on the cycle (step) of calculation new states of neurons of the output layer 

Thus, the second computational experiment was considered. This experiment is 

based on the second neural network based branch of the common algorithm for 

uncertainty elimination (steps 10-17 of the algorithm described in Section 3). The 

experiment demonstrated that this algorithm allows eliminating incompleteness and 

inconsistency of source data. This distinguishes it from the first branch of the common 

algorithm for uncertainty elimination (steps 3-9 of the algorithm described in Section 3) 

that is considered in the first computational experiment and allows eliminating 

fuzziness. 

The results of the computational experiments demonstrate that application of both 

branches of the common algorithm (described in Section 3) allows eliminating 

uncertainty of any type while constructing the set of dangerous explicit features for 

decision making in order to detect and counteract against harmful information. 

6. Conclusion 

The paper proposed a novel approach to developing the methodological foundations for 

harmful information’s features assessment and decision making on counteracting 

against harmful information propagation considering uncertainty in data observations. 

These tasks were specified, and two variants of implementation of harmful 

information’s countermeasures selection process were introduced. The stages of 

common algorithm for uncertainty elimination while assessing and categorizing 

information objects’ semantic content using methods for fuzzy, incomplete and 

conflicting knowledge processing are specified for determination of input data for 

harmful information counteracting task. Thus, the common scheme of the process of 

eliminating uncertainty in semantic content of information objects and the selection of 

countermeasures against harmful information were described within the framework of 
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the common architecture of the system for intelligent analytical processing of network 

content. 

We developed the models, algorithm and technique for harmful information’s 

countermeasures selection on the basis of the proposed scheme for uncertainty 

elimination. The techniques include the information system model, harmful information 

counteracting model (including countermeasure model) and the harmful information 

counteracting algorithm. For the countermeasure selection we use traditional decision 

support theory methods and multicriteria optimization methods.  

On the basis of the proposed scheme for eliminating uncertainty, models, an 

algorithm and a technique for selecting means of countering harmful information were 

developed. These solutions include an information system model, a harmful information 

counteracting model (including a countermeasure model), and a harmful information 

counteracting algorithm. To select countermeasures, traditional methods of decision 

support theory and methods of multicriteria optimization are used. 

The future research will be devoted to enhancement of the developed algorithms and 

tools for harmful information’s countermeasures selection. It is planned to make the 

proposed algorithms more universal, so that they would allow evaluating the 

characteristics of harmful information and choosing countermeasures taking into 

account both non-stochastic and probabilistic uncertainties. 
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Abstract. Nowadays, using the consensus of collectives for solving problems plays
an essential role in our lives. The rapid development of information technology has
facilitated the collection of distributed knowledge from autonomous sources to find
solutions to problems. Consequently, the size of collectives has increased rapidly.
Determining consensus for a large collective is very time-consuming and expen-
sive. Thus, this study proposes a vertical partition method (VPM) to find consensus
in large collectives. In the VPM, the primary collective is first vertically partitioned
into small parts. Then, a consensus-based algorithm is used to determine the con-
sensus for each smaller part. Finally, the consensus of the collective is determined
based on the consensuses of the smaller parts. The study demonstrates, both theoret-
ically and experimentally, that the computational complexity of the VPM is lower
than 57.1% that of the basic consensus method (BCM). This ratio reduces quickly
if the number of smaller parts reduces.

Keywords: large collective, consensus, algorithm, computational complexity.

1. Introduction

Rapid development in information technology has facilitated the use of distributed knowl-
edge from autonomous sources to find solutions to problems [1]. One such example
is social networks. Social media platforms, such as Twitter, Facebook, Instagram, and
Wikipedia, have revolutionized communication among individuals, groups, and organi-
zations. Exploiting the data generated from social network sites is helpful for both indi-
viduals and organizations, such as businesses for marketing, sales, customer support, and
public relations. One example of knowledge created by collectives of users is Wikipedia.

⋆ This is an extended version of the article titled “A New Approach to Determine 2-Optimality Consensus for
Collectives”. In: Fujita H., Fournier-Viger P., Ali M., Sasaki J. (eds) Trends in Artificial Intelligence Theory
and Applications. Artificial Intelligence Practices. IEA/AIE 2020. Lecture Notes in Computer Science, vol
12144, Springer.
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It is currently the most extensive online encyclopedia collection, with over 54 million arti-
cles available in more than 312 languages. Data from social media are considered sources
of knowledge [2], and organizations and individuals are increasingly looking for ways to
benefit from the collective intelligence of these sources [3]. Another example is Internet
of Things (IoT). It has given rise to large amounts of continuous data collected from the
physical world [4], [5]. IoT has pervasively penetrated most areas of human life, such as
homes, cities, industry, organizations, agriculture, hospitals, and healthcare [6], [7], [8].
Its applications collect data for their aims, such as decision making, system performance
boosting, optimal management of resources [9]. This leads to the continuous growth of
collectives [10].

The rapid development of other fields has also contributed to the increase in the size
of collectives; one such field is biology, where technological advances have allowed re-
searchers to gather unprecedented amounts of data. The amount of biological data is
rapidly increasing. Over the last decade, the amount of produced data has doubled al-
most every seven months [11]. Advances in computational sciences and communication
technologies have allowed biologists to share data [12].

Consensus determination has a significant role in computer science, automatic control,
social sciences, and biology [13], [14], [15], [16]. Consensus determination is based on
collective members’ knowledge states. However, the knowledge states in a collective are
often inconsistent; thus, consensus determination is complex [17]. The Consensus method
is an efficient tool to solve this problem [18].

Consensus determination is an NP-hard problem [16], [18], [19], and many heuristic
algorithms have been used to find consensus for different knowledge structures [18], [20].
The complexity of most such algorithms is O(n2) or larger [16], [18], [19]. For large col-
lectives, determining consensus is very time-consuming and expensive. This study con-
siders determining consensus for large collectives.

This study is an expanded version of our earlier conference paper [21]. In that paper,
we proposed an algorithm for determining the 2-Optimality consensus for a large binary
collective, the vertical partition method (VPM). First, this method vertically divides the
collective into many small parts. Second, it uses a brute-force algorithm to determine
the optimal consensuses of these parts. Finally, these consensuses are used to determine
the consensus of the whole collective. The approach reduces the time complexity of the
brute-force algorithm, and the optimal consensuses of the smaller parts can be used to find
consensus in a collective. An experiment showed that the VPM is 99.94% and 99.89%
faster if we vertically partition the collective into three and two parts. However, this was
only a case study with a binary collective and brute-force algorithm. The two most fun-
damental problems of the VPM have not been solved. The first is the computing of the
computational complexity of the VPM. The second is proving the efficiency of the VPM-
for determining consensus in large collectives in general. In this study, we deal with these
two problems. The contributions of this study are as follows:

– We propose the VPM and develop a general mathematical model for the VPM.
– The computational complexity of the VPM is computed as a function of the collective

sizes of the smaller parts.
– We prove that the computational complexity of the VPM is lower than 57.1% that of

the BCM. This ratio reduces quickly if the number of smaller parts reduces.
– The efficiency of the VPM was measured experimentally through a case study.
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The remainder of this paper is organized as the following. We present some related
concepts of this study in Section 2. In Section 3, the VPM is described. The computa-
tional complexity of the VPM is calculated in Section 4. The capability of the VPM is
demonstrated in Section 5. In Section 6, we investigate the efficiency of the VPM through
a case study. Finally, conclusions and future work are shown in Section 7.

2. Related works

Nowadays, collective intelligence is attracting researchers from many fields, such as biol-
ogy [13], computer science [22], and automatic control [23].

In computer science, the consensus problem has been investigated in distributed com-
puting [13], multi-agent systems [25], [26], IoT [27], etc. In recent years, collective
intelligence has become a promising research area, attracting increasing interest from
researchers and organizations. Axiomatic, optimization, and constructive methods have
been used to address the consensus problem.

The axiomatic method was first proposed by K. Arrow under seven conditions [27]. It
employs simple structures, such as partial order linear order. Nguyen introduced a set of
ten postulates for consensus choice functions [17]. However, no consensus choice func-
tions satisfy all postulates concurrently. The postulates 1-Optimality and 2-Optimality
have an important role because if one consensus satisfies one of these two postulates, it
will satisfy most of the others.

The constructive method solves consensus problems based on the structure of ele-
ments and the relation between elements. The relation between elements may be a dis-
tance function or preference relation between elements. Many structures of elements have
been investigated, such as n-tree [13], ordered partitions [20], disjunction and conjunction
Structures [29], binary vectors [30], and ontology [31], [32]

The optimization approach defines consensus choice functions, which are usually
based on optimality rules. Optimality rules include the global optimality rule, Condorcet’s
optimality rule, and maximal similarity rules [18].

Let U denote a finite set of objects that represent all potential knowledge states of the
same subject. Symbol 2U denotes the powerset of U, which includes the set of all subsets
of U. Let

∏
k(U) be a set of all k-element subsets of set U for k ∈ N (where N is the set

of natural numbers), and let ∏
(U) =

⋃
k∈N

∏
k

(U)

A set X ∈
∏
(U) is called a collective. The macrostructure of the set U is a distance

function d : U × U → [0, 1] that satisfies the nonnegative, reflexive, and symmetrical
conditions. Pair (U,d) is called the distance space [18].

For a given collective X ∈
∏
(U), the consensus of X is found by:

– Postulate 1-Optimality if: d(x∗, X) = miny∈Ud(y,X)

– Postulate 2-Optimality if: d2(x∗, X) = miny∈Ud2(y,X)

where x∗ is the consensus of X , d(x∗, X) is the sum of the distances from x∗ to collective
members, d2(x∗, X) is the sum of the squared distances from x∗ to collective members.
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The postulates 1-Optimality and 2-Optimality have an important role in finding con-
sensus. Determining consensuses that meet one of the two postulates are often NP-hard
problems [16], [18], [19]. For example, the Kemeny ranking is an NP-hard problem, even
for only four votes [14], [33]. Heuristic algorithms have been applied for this task. Over
104 algorithms and combinations have been introduced [14], and their complexities are
often O(m2) or larger.

Consensus determination of large collectives is widespread in medicine and bioinfor-
matics. Many consensus problems must be solved in these two fields, such as gene pre-
diction, protein structure prediction, and disease-related gene ranking. One example is the
consensus ranking. A large collective of gene lists of regulation, expression, correlation,
interaction can be extracted from data mining results, such as disease-related genes and
protein-protein interactions, and disease-related genes. Thus, it is important to rank such
data. Given m rankings of n elements, the complexities of the algorithms are O(n3m),
O(mn+ n2), and O(n2m) [34]. The second example is determining consensus for DNA
structure. In [35], algorithms were introduced to determine the 2-Optimality consensus
for this structure. The last example is the multiple structure alignment problem. The com-
plexity of the best algorithm to solve this problem is O(n2k2), where k is the maximum
length of n proteins [36].

For group decision making (GDM) problems, many consensus algorithms have been
proposed for various knowledge structures. Many algorithms have been introduced for
hesitant fuzzy linguistic structures. In [37], the authors proposed a new method for mea-
suring the difference between two hesitant fuzzy linguistic term sets. Based on this mea-
sure, an algorithm was proposed to resolve the hesitant linguistic GDM problem’s con-
sensus problem. This algorithm obtains optimally adjusted individual opinions in hesitant
linguistic GDM. Its computational complexity is O(mn2), where n is the number of ex-
perts, and m is the number of alternatives to be assessed. In [38], Wu and Xu first defined
a new consistency measure. A new algorithm was then presented to improve the consis-
tency index for a given hesitant fuzzy linguistic preference relation. It has a computational
complexity of O(mn2). In [39], the concept of a possibility distribution was introduced.
The authors proposed some aggregation operators, such as the hesitant fuzzy linguistic
weighted average operator and the hesitant fuzzy linguistic ordered weighted average op-
erator, based on the possibility distributions. A consensus measure was then defined, and
a consensus reaching process was presented. The complexity of this algorithm is O(n2).

The consensus problem has also been of interest in economic [40], [41], [42]. Algo-
rithms for investment strategy design for a multiagent system that supports investment
decisions on the stock market were presented in [41]. Based on decisions generated by
agents, the supervisor agent uses a consensus method to generate a satisfactory rate of
return and reduce the level of risk associated with investing in a financial instrument. The
complexity of this algorithm is O(nm2), where n is the size of the set of decisions and m
is the number of decision elements.

3. Vertical Partition Method (VPM)

The basic consensus method (BCM) directly determines consensus based on the primary
collective X [15]. In other words, it determines consensus based on the knowledge states
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of all members in the collective X. If the collective size is large, the VPM is often very
time-consuming and expensive.

Instead of using the algorithm to determine the consensus based on the collective
X as the BCM, the VPM applies the algorithm for smaller parts of the collective X to
reduce the computational complexity. First, the primary collective is vertically partitioned
into small parts. Then, a consensus-based algorithm is applied to determine consensus for
each smaller part. Finally, the consensus of the collective X is determined based on the
consensuses of the smaller parts. The procedure of the VPM is illustrated in Fig. 1.

Fig. 1. Schema of the VPM.

Let a large collective X contain n members, where the length of each member is m.
The VPM with k parts to determine consensus for the collective X is described as follows:

– Step 1: Use the vertical partition to divide the collective X into k disjointed parts
X1, X2, ..., Xk that satisfy the following:

U1 ∪ U2 ∪ . . . ∪ Uk = X

U1 ∩ U2 ∩ . . . ∩ Uk = ∅

|length(Xi)− length(Xj)| = 1 or |length(Xi)− length(Xj)| = 0

for 1 ≤ i, j ≤ k.
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– Step 2: Determine consensuses for X1, X2, . . . , Xk as C(X1),
C(X2), . . . , C(Xk), respectively.

– Step 3: Determine consensus C(X) by combining C(X1), C(X2), ..., C(Xk) se-
quentially:

C(X) = C(X1)C(X2)...C(Xk)

Note that the number of smaller parts k is a natural number that satisfies:

2 ≤ k ≤ ⌊m
2
⌋ (1)

Under this condition, the VPM is very general and flexible.

4. Computational Complexity of the VPM

Let CV PM(m,m1,m2, ...mk) represent the computational complexity of the VPM,
where m,m1,m2, . . . ,mk are the lengths of X,X1, X2, . . . , Xk, respectively. We can
calculate CV PM(m,m1,m2, ...mk) based on the computational complexity of the steps.

Let O(g(m)) represent the computational complexity of partitioning the collective
X into smaller parts, O(f(l)) represent the computational complexity of determining
consensus for a smaller part with length l, and O(h(m)) represent the computational
complexity of generating consensus for the collective X by combining the consensuses
of parts X1, X2, . . . , Xk. The computation of CV PM(m,m1,m2, ...mk) is detailed as
follows:

– In step 1, the collective X with the length of m is vertically partitioned into k smaller
parts X1, X2, . . . , Xk. The computational complexity of this task is O(g(m)).

– In step 2, the complexity of finding the consensuses of k smaller parts Xi (i = 1, k)
is computed as the following:

O(f(m1)) +O(f(m2)) + ...+O(f(mk))

The difference between the lengths of members of any two smaller parts is not larger
than 1. The length of the smaller parts Xi (i = 1, k) are ⌊m

k ⌋ or ⌊m
k ⌋+1. The number

of smaller parts with the length ⌊m
k ⌋ is k−(m−k×⌊m

k ⌋), and the number of smaller
parts with the length ⌊m

k ⌋+ 1 is m− k × ⌊m
k ⌋. We have

O(f(m1)) +O(f(m2)) + ...+O(f(mk))

= (k − (m− k × ⌊m
k
⌋)×O(f(⌊m

k
⌋)) + (m− k × ⌊m

k
⌋ ×O(f(⌊m

k
⌋) + 1)

– In step 3, the complexity of generating consensus for the collective X by combining
the consensuses of X1, X2, ..., Xk is O(h(m)).

Thus

CV PM(m,m1,m2, ...mk) = O(g(m)) + (k − (m− k × ⌊m
k
⌋)×O(f(⌊m

k
⌋))
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+(m− k × ⌊m
k
⌋ ×O(f(⌊m

k
⌋) + 1) +O(h(m))

O(g(m)) = O(m) and O(h(m)) = O(m) are linear functions; thus, in the case of
large collective, do not consider them:

CV PM(m,m1,m2, ...mk) = (k − (m− k × ⌊m
k
⌋)×O(f(⌊m

k
⌋))

+(m− k × ⌊m
k
⌋ ×O(f(⌊m

k
⌋) + 1)

(2)

5. Efficiency of the VPM

The efficiency of the VPM is measured by comparing its computational complexity with
that of the BCM. Denoting p = ⌊m

k ⌋, we have m = kp + r (0 ≤ r < k) where r is the
remainder in the division of m by k. Thus, X1, X2, . . . , Xk include:

– (k − r) parts have p columns;
– r parts have (p+ 1) columns.

We have

CV PM(m,m1,m2, ...mk) = (k − r)×O(f(p)) + r ×O(f(p+ 1)) (3)

Because 2 ≤ k ≤ ⌊m
2 ⌋ (from (1)) and p = ⌊m

k ⌋, we have

p ≥ 2 (4)

The BCM directly calculates consensus based on all knowledge states of X . By
CBCM(m) we denote the computational complexity of the BCM. We have

CBCM(m) = O(f(m)) (5)

Theorem 1. If the computational complexity of the BCM is O(m2), we have

CBCM > 1.75× CV PM

Proof.
The algorithm determining consensus has quadratic computational complexity.
From (4), we have

CV PM = (k − r)p2 + r(p+ 1)2

CV PM = kp2 + 2pr + 1 (6)

From (5), we get
CBCM = m2 = (kp+ r)2
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CBCM = k2p2 + 2kpr + r2 (7)

From (6) and (7), we have

CBCM

CV PM
=

k2p2 + 2kpr + r2

kp2 + 2pr + 1
=

k(kp2 + 2pr + 1)− (k − r2)

kp2 + 2pr + 1

=
k(kp2 + 2pr + 1)

kp2 + 2pr + 1
− k − r2

kp2 + 2pr + 1

= k − k − r2

kp2 + 2pr + 1
> k − k

kp2 + 2pr + 1
> k − k

kp2
= k − 1

p2

Thus
CBCM

CV PM
> k − k

p2
(8)

From (1) and (4), we have k ≥ 2 and p ≥ 2. From (8), we get

CBCM

CV PM
> k − 1

p2
≥ 2− 1

22
= 1.75

Or
CBCM > 1.75× CPVM

From (8), we can see that CBCM
CV PM increases quickly if k increases. It reaches m

2m−1

when k = ⌊m
2 ⌋.

Theorem 2. If the computational complexity of the BCM is higher than O(m2), we have

CBCM > 1.75× CV PM

Proof.
Let us consider the case that the computational complexity of the BCM is (m3).
From (3), we have

CV PM = (k − r)p3 + r(p+ 1)3 (9)

From (5), we have

CBCM = m3 (10)

From Theorem 1, we have

1.75× ((k − r)p2 + r(p+ 1)2) < m2 (11)

Multiply both sides of (11) by m, we get

1.75× ((k − r)p2 + r(p+ 1)2)m < m3
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Or
1.75× ((k − r)p2m+ r(p+ 1)2m) < m3 (12)

Let us consider the left-hand side of the inequality (12). Because m = kp + r and
k > r ≥ 0, we have m ≥ kp.

Thus

1.75× ((k − r)p2m+ r(p+ 1)2m) ≥ 1.75× ((k − r)p2(kp) + r(p+ 1)2(kp)) (13)

Because k ≥ 2 and p ≥ 2 (from (1) and (4)), then kp > p+ 1. We have

1.75× ((k − r)p2(kp) + r(p+ 1)2(kp)) = 1.75× (k(k − r)p3 + r(p+ 1)2(kp))

≫ 1.75× ((k − r)p3 + r(p+ 1)3) (14)

From (13) and (14), we get

1.75× ((k − r)p2 + r(p+ 1)2)m ≫ 1.75× ((k − r)p3 + r(p+ 1)3) (15)

From (12) and (15), we have

1.75× ((k − r)p3 + r(p+ 1)3) ≪ m3

Or
1.75× CV PM ≪ CBCM

We proved that Theorem 2 is true if the computational complexity of the BCM is
O(m3).

Assume that 1.75× CV PM ≪ CBCM with the complexity of the BCM is O(mt)
for t > 3. We have

CBCM = mt (16)

CPVM = (k − r)pt + r(p+ 1)t (17)

1.75× ((k − r)pt + r(p+ 1)t) < mt (18)

We need to prove 1.75 × CV PM ≪ CBCM with the complexity of the BCM is
O(mt+1). In other words, we need prove that

1.75× ((k − r)pt+1 + r(p+ 1)t+1)m < mt+1 (19)

Multiply both sides of (18) by m, we get

1.75× ((k − r)pt + r(p+ 1)t)m < mt+1

Or

1.75× ((k − r)ptm+ r(p+ 1)tm) < mt+1 (20)
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Let us consider the left-hand side of the inequality (20). Because m = kp + r and
k > r ≥ 0, we have m ≥ kp. Thus

1.75× ((k − r)ptm+ r(p+ 1)tm) ≥ 1.75× ((k − r)pt(kp) + r(p+ 1)t(kp)) (21)

Because k ≥ 2 and p ≥ 2 (from (1) and (4)), we have kp > p+ 1. We have

1.75× ((k − r)pt(kp) + r(p+ 1)t(kp)) = 1.75× (k(k − r)pt+1) + r(p+ 1)t(kp)

≫ 1.75× ((k − r)pt+1 + r(p+ 1)t+1) (22)

From (21) and (22), we obtain

1.75× ((k − r)ptm+ r(p+ 1)tm) ≫ 1.75× ((k − r)pt+1 + r(p+ 1)t+1) (23)

From (20) and (23), we have

1.75× ((k − r)pt+1 + r(p+ 1)t+1) ≪ mt+1

It means that (19) was proved.

Theorem 3. The computational complexity of the BCM is O(mtnw). If t ≥ 2, for any
w ≥ 0, we have

CBCM > 1.75× CV PM

Proof.
From (3), we have

CV PM = (k − r)ptnw + r(p+ 1)tnw (24)

From (5), we have
CBCM = mtnw (25)

Thus

CBCM

CV PM
=

mtnw

(k − r)ptnw + r(p+ 1)tnw

=
mtnw

nw × ((k − r)pt + r(p+ 1)t)

=
mt

(k − r)pt + r(p+ 1)t

From Theorem (1) and Theorem (2), we get

=
mt

((k − r)pt + r(p+ 1)t)
> 1.75

Or

CBCM > 1.75× CPVM
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6. Application of the PVM

This section examines the efficiency of the VPM through a case study. Determining the
consensus for a binary collective is an NP-hard problem; applying the VPM can efficiently
deal with this situation.

Set U is described as U = {u1, u2, ..., uq} where each element is a binary vector of
length m. The size of U is 2m. Each set X ∈

∏
(U) is a collective that is represented as

X = {x1, x2, ..., xn}

where each element xi is a binary vector for 1 ≤ i ≤ n. Each element xi ∈ X is
represented as

xi = (x1
i , x

2
i , . . . , x

m
i ), xj

i = {0, 1}, 1 ≤ j ≤ m.

The brute-force algorithm is used to find the optimal consensus for collectives con-
taining binary vectors. This algorithm is unfeasible because its computational complexity
is O(n2m). In this study, the VPM using the brute-force algorithm with two and three
parts is investigated.

6.1. Algorithms

TwP algorithm
In this algorithm, the collective X is vertically partitioned into two parts: X1 and X2.

– X1 has n vectors, the length of vectors is ⌊m
2 ⌋.

– X2 has n vectors, the length of vectors is m− ⌊m
2 ⌋.

The brute-force algorithm is used to determine the 2-Optimality consensus for X1

and X2. Then, the 2-Optimality consensus of the collective X is determined. The TwP
algorithm is represented as follows.

ThP algorithm
In the ThP algorithm, the collective X is vertically partitioned into three parts: X1, X2,
and X3. Note that the difference between the lengths of any two smaller parts is equal to
0 or 1. The brute-force algorithm is used todetermine the 2-Optimality consensus for X1,
X2, and X3. Finally, the 2-Optimality consensus of the collective X is determined.

This algorithm is presented as the followings.
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6.2. Experiments and Evaluation

The TwP and ThP algorithms are the VPM using the brute-force algorithm. This section
estimates the ability of the TwP and ThP algorithms by experiments. The two algorithms
are examined both running time and consensus quality. We compare these two algorithms
to the basic heuristic and brute-force algorithms. The reason is that the basic heuristic
algorithm is the most common algorithm to find consensus for binary collectives, and the
brute-force algorithm is used to develop the TwP and ThP algorithms.

The significant level α is chosen as 0.05. Consensus quality of a heuristic algorithms
is calculated as follows:

CQ = 1− |d2(x∗, X)− d2(xopt, X)|
d2(xopt, X)

where x∗ is the 2-Optimality consensus found by the heuristic algorithm, and xopt the
optimal consensus found by the brute-force algorithm.

Consensus quality
The following experiment aims to evaluate the consensus quality of the algorithms

TwP and ThP. A dataset with 26 collectives is created randomly. Each collective includes
650 elements, and the element length is 22.

We run the basic heuristic, TwP, and ThP algorithms on the dataset. It generates three
consensus quality samples of the basic heuristic, TwP, and ThP algorithms. The samples
are represented in Table 1. In Fig.5., red, green, and black columns describes consensus
quality for the TwP, ThP, and basic heuristic algorithms, respectively.

The boxplots of these consensus quality samples are described in Fig.6. The medians
of the TwP, ThP, and basic heuristic algorithms’ consensus quality are 0.99925, 0.99780,
and 0.96590, respectively. The consensus quality sample of the basic heuristic algorithm
has the lowest level of closeness with each other.

We need to determine the distribution of these samples. The null hypothesis H0 for
this test is that the consensus quality sample is normally distributed. The Shapiro-Wilk
test is applied to find distributions of these samples. The p-value of the TwP algorithm’s
consensus quality sample is 0.0002. Because p-value < α, H0 is rejected. It indicates that
the consensus quality sample of the TwP algorithm is not normally distributed.

The similarity, p-values of the consensus quality samples of the algorithms ThP and
basic heuristic are less than the significant level (p-value=0.03077 and p-value=0.000002
for the consensus quality sample of the ThP and basic heuristic algorithms, respectively).
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Fig. 2. Consensus quality of the algorithms TwP, ThP, and basic heuristic.

Fig. 3. The boxplots of consensus quality of the algorithms TwP, ThP, and basic heuristic.
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Table 1. Consensus quality of the algorithms TwP, ThP, and basic heuristic.

It means that the consensus quality samples are not normally distributed. We compare
these three consensus quality samples. The hypotheses are declared as follows:

– H0: The medians of consensus quality of the algorithms TwP, ThP, and basic heuristic
are equal.

– H1: The medians of consensus quality of the algorithms TwP, ThP, and basic heuristic
are not equal.

Because three samples do not come from the normal distribution, the Kruskal-Wallis
test is applied to evaluate the hypotheses. We obtain p-value=2.7e-11. As p-value<0.05,
H0 is rejected. We can conclude that the medians of consensus quality of the TwP, ThP,
and basic heuristic algorithms are not equal.

From the output of the Kruskal-Wallis test, we realize that there is a significant dif-
ference between samples. However, we do not know which pairs of samples are different.
The Pairwise Wilcoxon test is used to calculate pairwise comparisons between samples
with corrections for multiple testing. The p-values are shown for each pair in the output
as follows:

– The p-value for the basic heuristic and ThP algorithms is 2.6e-08.
– The p-value for the basic heuristic and TwP algorithms is 1.4e-08.
– The p-value for the TwP and ThP algorithms is 0.024.
Since three p-values are less than 0.05, we can conclude that the difference in con-

sensus quality between the basic heuristic algorithm and the ThP algorithm, between the
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basic heuristic algorithm and the TwP algorithm, between the TwP algorithm and the ThP
is statistically significant.

The consensus quality of the TwP algorithm is 0.1% higher than that of the ThP algo-
rithm and 3.4% higher than that of the basic heuristic algorithm. The consensus quality of
the TwP algorithm is 3.3% higher than that of the basic heuristic algorithm.

Running time
The brute-force algorithm determines consensus based on the knowledge states of

all members in the collective. The brute-force is the BCM, and the algorithms TwP and
ThP are the VPM. They are developed based on the brute-force algorithm. The following
experiment aims to evaluate the running time of VPM by comparing the running time of
the brute-force, TwP, and ThP.

A dataset containing 15 collectives is randomly created. The vector length is 22 and
collective sizes are 300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 950,
and 1000. We perform the ThP, TwP, and brute-force algorithms on this dataset. Three
running time samples of the three algorithms are generated. They are represented in Table
2.

Table 2. Running time of the algorithms brute-force, TwP, and ThP (seconds).

The Shapiro-Wilk test is applied to specify the distribution of the samples. Their p-
values larger than α (p-value=0.601, p-value =0.7, p-value=0.739 for the running time
sample of the algorithms brute-force, TwP, ThP, respectively ). It means that these samples
come from the normal distribution. The hypotheses to compare the running time of these
algorithms are declared as follows:

– H0: The means of running time of the algorithms brute-force, TwP, ThP are equal.
– H1: The means of running time of the algorithms brute-force, TwP, ThP are not equal.

As the samples come from the normal distribution, we use the one-way ANOVA to
evaluate the hypotheses. We get p-value=2e-16, it means that the means of running time
of the brute-force, TwP, ThP algorithms are not equal.
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This result indicates that some of the sample means are different. However, we do not
know which pairs of samples are different. We use the Tukey HSD test for performing
multiple pairwise-comparison between the means of samples. The p-values are shown for
each pair in the output as follows:

– The p-value for the ThP algorithm and brute-force algorithms is 1e-12.
– The p-value for the TwP algorithm and brute-force algorithms is 1e-12.
– The p-value for the TwP algorithm and ThP algorithms is 0.99.
The difference in running time between the TwP algorithm and the ThP algorithm is

not statistically significant. The difference in running time between the brute-force algo-
rithm and others is statistically significant. The running time of the TwP, ThP algorithms
are equal to 0.01%, 0.003% that of the brute-algorithm, respectively.

7. Discussion

The basic heuristic algorithm is popular to find consensus for collectives in the literature.
The consensus quality of the algorithms TwP and ThP are 3.4% and 3.3% higher than that
of the basic heuristic algorithm, respectively. Besides, the VPM proved its effectiveness
in running time by experiments. The TwP and ThP algorithms’ running time is hugely
less than that of the brute-force algorithm if the collective is only partitioned into two
and three parts. The running time continuously reduces if the number of smaller parts
increases, satisfying (1). The VPM is an efficient tool to deal with large collectives.

8. Conclusions

In this study, we introduced the VPM to determine large collectives. We developed a
general mathematical model for the VPM. The computational complexity of the VPM is
computed as a function of the collective sizes of the smaller parts. We proved that the
computational complexity of the VPM is lower than 57.1% that of the BCM. This ratio
reduces quickly if the number of smaller parts reduces. Besides, The efficiency of the
VPM was measured experimentally through experiments.

In the future, we will investigate combining the VPM and parallel processing to in-
crease the efficiency of the VPM.
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Abstract. The article presents an approach aimed at automatically deriving the ini-
tial conceptual database model from a set of business process models. The approach
proposes the incremental synthesis of the target model by iteratively composing the
partial conceptual database models that are derived from the models contained in the
source set. The approach is implemented by the AMADEOS tool, which is the first
online web-based tool enabling the automatic derivation of the conceptual database
model from a set of business process models. The experimental evaluation proves
that the implemented approach enables effective automatic derivation of the initial
conceptual database model.

Keywords: AMADEOS, BPMN, Business Process Model, Class Diagram, Con-
ceptual Database Model, Model Composition, UML.

1. Introduction

With the development of the model-driven paradigm, business process models (BPMs)
are playing an increasingly important role in the field of information systems and software
engineering, serving as a basis for generation of the target system models. In our
research we focus on using BPMs as a basis for the model-driven synthesis of data models
(MDSDM). Furthermore, some recent experiments [7,20] imply that well-formed data-
centric BPMs enable effective and efficient automatic synthesis of conceptual database
models (CDMs).

Motivation. Although the idea of MDSDM, taking BPMs as a starting base, dates back
in the early 1990s, in the existing literature there is only a small number of papers present-
ing the implemented automatic model-driven generator of the target data model with the
corresponding evaluation results, while the great majority of papers only present mod-
est achievements in (semi)automated, or even manual, data model synthesis. The
surveys [17,69,14] show that the existing approaches are characterized by the direct

⋆ This article constitutes an extended version of the conference paper entitled ”Automatic Derivation
of Conceptual Database Model from a Set of Business Process Models” presented at INISTA – 2020
(International Conference on Innovations in Intelligent SysTems and Applications), August 24-26, 2020,
Novi Sad, Serbia.
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synthesis of the target model based on BPMs represented by a single concrete notation
such as BPMN [58] or UML [59] activity diagram (UML AD). Furthermore, the
existing tools are mainly implemented as plug-ins or transformation programs within
development platforms (typically Eclipse-based), and also able to process only a single
BPM (represented by a single diagram), although a real source model contains a finite set
of models (diagrams). A more detailed overview of the related work is provided later in
the article.

The surveys [17,69,14] show that a fully automated MDSDM approach is still the
subject of extensive research, and the aforementioned problems of limited functionality,
portability, effectiveness and efficiency of the existing MDSDM tools remain a significant
research goal. In order to contribute the solving these problems, we have started a long-
term research project focused on the automatic CDM synthesis based on a collection
of models representing business processes of an enterprise, with the main objective to
develop an online platform-independent tool for the automatic CDM derivation from a
collection of BPMs that may be represented by different notations, and differently
serialized, as well. The first very important milestone in our progress was the indirect
two-phase CDM synthesis [21], which enables and facilitates derivation of the target data
model from differently represented BPMs. By applying the two-phase CDM synthesis
approach, we have launched the AMADEOS3 system [19,36,14], which was the first
online web-based system enabling automatic CDM derivation from BPMs that may be
represented by two different notations and differently serialized. However, AMADEOS
was able to automatically generate a CDM based on a single BPM, as the large majority of
the existing MDSDM tools. A more detailed overview of the project progress is provided
later in the article.

Objectives. The last-mentioned limitation of the AMADEOS system, i.e. its ability to
automatically derive an initial CDM only from a single BPM, directly motivated our re-
search presented in this particular article, with the following main objectives:

(1) find an appropriate way to achieve automatic CDM derivation from a collection of
BPMs, and extend the existing functionality of the AMADEOS system by applying the
given aproach;

(2) evaluate to what extent is the improved AMADEOS system able to automatically
generate the target initial CDM by applying this approach.

Contributions. In order to achieve the first research objective, we propose the incremen-
tal synthesis of the target model by iteratively merging the partial CDMs that are
derived from the BPMs contained in the source set. Such an approach enables the auto-
matic synthesis of the target CDM by retaining and exploiting all existing capabilities of
MDSDM tools (AMADEOS, in this case). This constitutes the first main contribution of
this particular research. By applying this approach, we obtained an online web-based tool
that publicly provides the MDSDM functionality by enabling the automatic CDM synthe-
sis based on the set of BPMs represented by two concrete notations: BPMN and UML AD.
This constitutes the second main contribution of this research. In order to achieve the sec-
ond research objective, we performed very extensive case study-based and experimental
evaluation focused on the approach effectiveness, through the assessment of correctness

3 Available at: http://m-lab.etf.unibl.org:8080/amadeos/
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and completeness of the CDMs automatically derived from the sets of BPMs. The experi-
mental results prove that the implemented approach enables effective automatic derivation
of the initial CDM (particularly for classes).

Some of these research results have been already presented at the INISTA-2020
Conference. This particular article constitutes an extended version of the corresponding
conference paper [26], which is extended by: (i) a detailed overview of the related work,
(ii) a detailed presentation of the proposed approach, and (iii) the results of the experi-
mental evaluation of the implemented approach.

Article organization. The article is structured as follows. After this introductory
section, Section 2 presents the related work. Section 3 presents the approach, while
Section 4 presents the implemented tool. Section 5 provides an illustrative example
of automatic CDM derivation from a set of BPMN models. Section 6 presents the
evaluation of the implemented approach. Finally, Section 7 concludes the article and
gives directions for future work.

2. Related Work

In this section we firstly provide an overview of the existing MDSDM approaches4, then
we position our approach and present the advancements in comparison with our previous
work and other related approaches.

Overview of the existing approaches. The existing MDSDM approaches, regarding the
primary focus of the source notation, can be classified into four main categories [17]:
process-oriented, goal-oriented, function-oriented, and communication-oriented.

Figure 1 presents a chronological overview of the existing MDSDM approaches,
grouped by the source notation. Different marks are used to differentiate: (i) complete-
ness of the source model – a source model can be complete or partial (partial model
contains a single diagram, although a real model contains a finite set of diagrams),
and (ii) automatization level of the approach, which can be manual (not supported by
any software tool), semiautomatic (supported by a tool, but designer’s assistance is still
required), or automatic (without designer’s assistance). The arrows depict improvements
in the same approach, presented in different papers.

POM-based approaches. Our approach belongs to the most dominant category of
the MDSDM approaches that take process-oriented models (POMs) as a basis for the
MDSDM. Although the first POM-based approach [75] was proposed back in 1990, the
boom of the POM-based MDSDM approaches was highly influenced in the last 15 years
by the development of metamodel-based notations (particularly UML AD and BPMN)
and specialized model-to-model transformation languages (ATL5 and QVT6). Apart from
BPMN and UML AD, which are dominantly used, the existing POM-based approaches
also take source models represented by: Petri Net, RAD (Role Activity Diagram), EPC
(Event-driven Process Chain), TCD (Task Communication Diagram), and A-graph.

4 For a more detailed survey we refer the readers to [17].
5 ATLAS Transformation Language [44]
6 Query/View/Transformation [57]
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Fig. 1. Chronological overview of MDSDM approaches (based on [17,14])

Although more than 40 POM-based papers have been published in the last 30 years,
there is still no approach and the corresponding tool that enable automatic synthesis of
the complete target model, whereby the most approaches allow for (semi)automated syn-
thesis with modest correctness and completeness. Moreover, many of them are based on
guidelines and informal rules that do not allow automatic synthesis at all. Finally, almost
all approaches consider a single process model as a basis for MDSDM, although a real
model constitutes a collection of process models. Only three papers [75,25,29] consider
the complete source model, but only [25] presents the implemented tool (ADBdesign).
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Among about twenty papers that consider the BPMN-based MDSDM, only a few
papers [64,63,49,34] present some tool (mainly ATL- and QVT-based transformation
programs) enabling the automatic MDSDM, but with very low effectiveness. The semi-
automatic BPMN-based MDSDM is presented in [65,12,13,32,35], while the other
proposals [76,56,35,45,31] are not implemented at all. Regarding the formalism level
of the existing BPMN-based approaches, the formal rules are presented in [23,66], and
partially in [30,29,31], while the others give only the informal guidelines. Regarding the
source model completeness, only three papers [29,31,66] consider a collection of the
source models, but none of the proposed approaches have been implemented.

Among more than ten papers that consider UML AD as a basis for MDSDM, only
[25] considers a collection of the source models and presents the implemented automatic
tool (ADBdesign), while the majority [46,47,62,18,15,24,16,33,61] present the automatic
data model derivation from incomplete source models, but with very low effectiveness.

There are also several related papers proposing the usage of TCD notation as a
starting point for MDSDM, initially through an intermediate model, while [54] presents
the BrainTool generator, which generates the data model directly from TCD. However,
like the majority, they do not consider the complete source model. Among the other
POM-based approaches, only two papers [11,40] present tools for the (semi)automatic
data model synthesis based on the partial source model.

Other MDSDM approaches. Since our approach belongs to the POM-based approaches,
here we provide only a short overview of other MDSDM approaches.7

The function-oriented models (FOMs), used as a basis for MDSDM, are represented
by four different notations: DFD (Data Flow Diagram), IDEF0, TFM (Topological
Functioning Model), and UML UCD (Use Case Diagram). Although the first ideas about
the FOM-based MDSDM appeared back in the late 1980s, the survey shows that the
semantic capacity of FOMs has not been sufficiently identified to enable automatic
synthesis of the complete target data model. The large majority of the approaches are
based on guidelines and informal rules, and take an incomplete source model as the basis.
The automatic data model generation is presented in [9,73,39,10,38], while the semi-
automatic generation is presented in [72,51,6,67].

The goal-oriented models (GOMs), used as a basis for MDSDM, are represented by
the i* notation and some i*-originated notations like TROPOS, V-graph, and WebGRL.
The automatic (to some extent) GOM-based MDSDM, based on the complete source
model, is presented in [27,4,3,5,70,43,53,2,1,71].

The communication-oriented models (COMs), used as a basis for MDSDM, are
represented by three different notations: ICONIX (Robustness Diagram), CED (Commu-
nicative Event Diagram) and UML SD (Sequence Diagram). The automatic data model
synthesis, based on the complete source model, is presented in [41,42], while the semi-
automatic synthesis is presented in [48,68,52,37].

Evaluation of the existing approaches. The large majority of all existing MDSDM
approaches are not evaluated at all. Most of the papers reporting evaluation results
mainly focus on approach usability, but not on the qualitative and/or quantitative assess-
ment of the implemented tools or generated data models.

The GOM-based approaches are not evaluated.

7 For more detailed overviews, we refer the readers to [17,20].
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Only one COM-based approach [37] is evaluated based on lab demos and an
experiment with students (reported model completeness is ∼70%).

Only [72] presents evaluation results of a FOM-based approach, but the authors do
not focus on the assessment of the method effectiveness and efficiency.

Regarding the POM-based MDSDM approaches, the case-study based evaluation
results are reported in [23,25,55], while the results of controlled experiments are reported
in [32,40,7,22,20]. The most complete evaluation results, which are based on the
experiment conducted with a significant number of practitioners, are presented in [22,20]
(average completeness of the generated models is over 80%).

Comparison with our previous work and other related approaches. In this article
we present the most recent developments in a long-term research project that is aimed at
automatic BPM-driven CDM synthesis. As depicted in Fig. 1, the initial ideas for the
manual data model derivation were presented more than ten years ago, while the first
implementation (ADBdesign) was presented back in 2010 [18]. After the transformation
rules were upgraded and formalized [16], the automatic MDSDM from a collection of
the UML ADs was presented in 2012 [25]. Based on the experimentally confirmed
[7,20] semantic capacity of data-centric BPMs, a two-phase BPM-driven approach to
the CDM synthesis was proposed [21], and the first online service-oriented BPM-driven
CDM generator (M-lab Generator) was implemented [19]. Finally, the AMADEOS
system [36,14] was launched, as the first online web-based system for BPM-driven CDM
synthesis. AMADEOS implements the CDM synthesis process through an orchestration
of the M-lab Generator services, and enables the CDM synthesis based on BPMs that
may be represented by BPMN or UML AD. Since the given approach enables the CDM
synthesis based on differently represented source BPMs, all the developments after [21]
are depicted outside of any POM region in Fig. 1.

The pre-existing AMADEOS release [14] was able to automatically derive the target
model from a single BPM. In this article we present the most recent achievement in the
entire project and development of the AMADEOS system – expanding its functionality to
enable the automatic CDM derivation from the set of BPMs. In this way, we obtained the
first online tool that publicly provides the MDSDM functionality based on a set of BPMs
that may be represented by two different notations (BPMN or UML AD) and differently
serialized (XMI8 or XSD9).

Unlike the other existing MDSDM tools, AMADEOS is not dependent on any
particular modeling platform and enables automatic CDM generation in a web browser,
without any installation of tools or plug-ins. It enables users to upload a collection of
BPMs, to generate the CDM, as well as to export the generated CDM in the XMI format
for further processing in some other database design tool. In this way, AMADEOS
may be very beneficial both for industrial and academic purposes – database designers
are provided with a tool for BPM-based MDSDM, software engineers are provided with
online services that may be invoked from their own tools, while researchers are able to
compare their tools against AMADEOS. Currently, there are no other publicly available
online tools that enable CDM generation based on a collection of BPMs, only some
indications of plug-ins and transformation programs that are not publicly available.

8 XML Metadata Interchange
9 XML Schema Definition
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3. Approach to Automatic CDM Derivation

This section presents the proposed approach to automatic CDM derivation from a
set of BPMs. Firstly, we provide an overview of the whole process and the corresponding
high-level algorithm for the incremental CDM synthesis. Then we present the major
functional building blocks of the entire approach: (1) semantic capacity of the BPMs
for the automatic CDM synthesis, (2) two-phase synthesis of the partial CDMs, and (3)
composition of the partial CDMs. Finally, we present applied techniques to overcome
some inconsistencies in the source set of BPMs.

3.1. Incremental CDM Synthesis

The starting point for the automatic CDM derivation is a set BM that contains a finite
number of BPMs, i.e. BM = {bpm1, . . . , bpmi, . . . , bpmn}.

The approach proposes the incremental synthesis of the target CDM (denoted by cdm)
by iteratively composing the partial CDMs that are derived from the models contained in
the source set BM . The entire process is formally specified by the high-level algorithm
presented in Fig. 2, and illustrated in Fig. 3. The target model cdm is initially empty.
For each model bpmi from the source set BM , we obtain the corresponding partial
CDM (cdmi) by applying the appropriate transformation G. This partial CDM and the
result (cdm) of all previous iterations are composed (⊕ operator) into the resulting model
cdm. After processing all models from the source set BM , the resulting model represents
the target CDM. The presented approach to the incremental synthesis of the target
CDM corresponds to the well-known binary ladder integration strategy [8] of partial
(conceptual) schemas.

The aforementioned high-level transformation G represents the entire process of
the CDM derivation from a single source BPM. It is described in the following two
subsections (3.2 and 3.3), while subsection 3.4 presents the model composition.

1: cdm← ∅
2: for all bpmi ∈ BM do
3: cdmi ← G(bpmi)
4: cdm← cdm⊕ cdmi

5: end for

Fig. 2. High-level algorithm for incremental CDM synthesis

3.2. BPM as Basis for CDM Derivation

BPMs contain some typical concepts and represent some typical facts that are inherent
to business processes but may be differently represented by different modeling notations.
Regardless of the applied notation, those facts and concepts possess a certain semantic
capacity that allows the automatic CDM synthesis. Here we provide a short overview of
the identified semantic capacity of BPMs for the automatic CDM synthesis (Fig. 4).10

10 For the complete formal specification of the transformation rules for the direct BPM-driven CDM
synthesis we refer the readers to [16,20]. Without loss of generality, source BPM concepts are
represented by BPMN.
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Fig. 3. Incremental CDM synthesis (binary ladder integration strategy)

The entity types in the target CDM can be derived from the following BPM concepts:
participants, roles, message flows, objects, and activations of existing objects. The
mapping of participants and their roles into the corresponding classes is specified
by the T1 rule (Fig. 4), while the mapping of different types of objects and message
flows is specified by the T2 rule. The T3 rule specifies the mapping of the activated
existing objects, i.e. objects that are created in other processes but activated11 in the given
process.

The relationships between classes in the target CDM can be automatically derived
from several typical BPM patterns. The T4 rule specifies the generation of the participant-
participant associations between the class representing a participant and the classes
representing its roles. The automatic generation of the participant-object associations is
specified by the following rules: T5 – creation and subsequent usage of the generated
objects, T6 – exchange of messages, and T7 – activation and subsequent usage of the
activated objects. The automatic generation of the object-object associations is specified
by two transformation rules: T8 – association between the existing object and the
corresponding activation class, and T9 – tasks having input and output objects of different
types.

11 An activation represents the fact that an existing object constitutes input in a task that changes its state. After
activation, the activated object may be further used in some subsequent tasks, in the same way as generated
objects are used.
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Fig. 4. Mapping of BPM concepts into CDM concepts [14]

3.3. Two-phase BPM-driven Synthesis of Partial CDMs

Each model transformation includes two types of actions: (1) extraction of specific
elements from the source model(s), and (2) generation of the corresponding elements in
the target model. In the existing MDSDM approaches, these two types of actions are
strongly coupled and implemented by a single transformation program that takes the
source BPM (represented by some concrete notation such as BPMN) and generates the
target model (represented by another concrete notation, typically class diagram).
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In order to overcome disadvantages of the direct synthesis, AMADEOS implements
the two-phase CDM synthesis [21,19], which means that the extracting and generating
actions are decoupled and separated into two consecutive activities (phases). In the first
phase, appropriate extractors extract specific concepts from the source BPM and rep-
resent them by BMRL12. In the second phase, the generator generates the target CDM
(UML class diagram) based on the BMRL-represented extracted concepts. Figure 5
illustrates the technical perspective of the approach, while Fig. 6 illustrates the two-phase
CDM synthesis based on a simple BPMN model.13 As illustrated in Fig. 5, the two-phase
approach enables simple extensibility and support for other process-oriented notations
(which are not necessarily metamodel-based) by implementing additional extractors.

Fig. 5. Technical perspective of two-phase BPM-driven CDM synthesis [19]

Fig. 6. From BPM (BPMN) through BMRL to CDM (UML class diagram)

12 BMRL (Business Model Representation Language) is a simple domain-specific language aimed at repre-
senting the BPM concepts having the semantic capacity for automatic CDM synthesis. For the complete
specification of BMRL, we refer the readers to [21,19].

13 For the complete formal specification of the rules for the both phases we refer the readers to [21,19].
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3.4. Partial CDM Composition

The whole CDM synthesis process is performed iteratively. In each iteration, the target
CDM is incrementally built by composing two partial CDMs – a CDM derived from one
of the source BPMs, and a CDM obtained for already processed source BPMs. In other
words, in each iteration two UML class diagrams are to be composed into a single model.
The model composition is performed by applying two sets of rules (Fig. 7), whereby each
group deals with specific elements.

The first group (R1) of the rules, which considers the classes and their properties,
consists of the following rules:
Rule R1.1: Each class is identified with its name14. If both source CDMs contain the
same-named classes, we conclude that they both represent the same class, and the com-
position result (resulting CDM) is to contain only one corresponding class of the same
name. If a class contained in one of the source CDMs does not yet exist in the resulting
CDM, the corresponding same-named class is to be created in the resulting CDM. If the
same-named class already exists in the resulting CDM, a new class will not be created in
the resulting CDM.
Rule R1.2: Each class property is identified with its name. When a new class is added
to the resulting CDM, all properties are copied from the source class to the target class
in the resulting CDM. If the same-named class already exists in the resulting CDM, only
missing properties are to be added to the target class in the resulting CDM.

The second group (R2) of the composing rules, which deals with the classes relation-
ships, consists of the following rules:
Rule R2.1: The association, aggregation, and composition relationships are identified
by their names and the corresponding classes among which the relationships exist. If
the same-named relationship exists between different classes, they are to be treated
as different relationships during the composition.
Rule R2.2: The association, aggregation, and composition relationships represent the
structural relationships between objects, but have different weights in the semantics that
are to be considered during the model composition, i.e. association ≺ aggregation ≺
composition (association is the weakest relationship type). If two the same-named, but
differently strong, relationships exist between the same-named classes in both source
CDMs, then the resulting CDM is to contain the weaker same-named relationship
between the corresponding classes.
Rule R2.3: The relationship ends have the multiplicities represented by the lower (lbv)
and upper (ubv) bound values ([lbv..]ubv, lbv = m, ubv = n∨∗, m ∈ N0, n ∈ N).
During the composition, lower and upper bound values of multiplicities are compared
for the conflicting relationships (the same-named relationships between the same-named
classes), and the most flexible bound values (min(lbv)..max(ubv)) are to be set for the
corresponding relationship ends in the resulting CDM.
Rule R2.4: The generalization relationships do not have names. If the resulting CDM does
not already contain the given generalization relationship that exists in the source CDM,
the corresponding generalization relationship is to be created between the corresponding
classes in the target model.

14 Strictly speaking, each serialized model element is uniquely identified by the corresponding id attribute, but
in the context of the model composition, the characteristic model elements are identified by their names.
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3.5. Dealing with Source Model Inconsistencies

The aforementioned model composition rules are applicable to an ideal set of the source
models. However, a number of modelers are usually involved in business process model-
ing, and if strict modeling guidelines are not set before starting the modeling process,
there is a high probability that some inconsistencies occur in the created models. These
inconsistencies can be seen in the usage of different naming notations, synonyms, etc.15

To overcome some inconsistencies, AMADEOS provides its users a possibility to use
advanced composition approach. This means that the aforementioned set of composition
rules is applied, but AMADEOS additionally tries to overcome different naming nota-
tions problem and accidental typing errors. These goals are achieved by combining the
following techniques: (1) case sensitivity and (2) Levenshtein distance.

Case sensitivity defines whether lowercase and uppercase letters in text are treated as
distinct (case-sensitive) or equivalent (case-insensitive). Advanced composition is using
case-insensitive comparison of strings during composition, which helps to overcome the
problem of different naming notations.

The Levenshtein distance (LD) [50] is used16 to overcome accidental typing errors.
During advanced model composition, the measured distance between names of the model
elements (i.e. the minimum number of single character insertions, deletions or substitu-
tions required to transform one word to the other) is checked against the threshold value
that is specified in the configuration file of the composer service (at the moment, threshold
value is set to 1). Specified threshold value represents the number of single-character edits
that are allowed. If measured distance is lower or equal to threshold value, words will be
treated as equivalent.

4. Implemented Tool

The presented approach is implemented in the AMADEOS system. Figure 8 shows the
architecture of the improved system. In comparison with the pre-existing version, the
improved system ia able to automatically generate the target CDM based on a set of source
BPMs. AMADEOS currently supports two different source notations (BPMN and UML
AD), but all models in the entire source set must be represented by the same notation.
Source UML AD models can be XMI-serialized, while BPMN models can be XMI- or
XSD-serialized (all models in the entire set must be serialized in the same way).

The server-side is implemented as a set of web services. The Orchestrator service
orchestrates the entire process, while each particular activity is implemented by the
corresponding web service. The first phase of the CDM synthesis process is implemented
by the BPMN extractor and UML AD extractor services. These two services implement
the extraction of the characteristic concepts from the source BPM, and generation of the
corresponding BMRL code. The second phase of the CDM synthesis process is imple-
mented by the UML CD generator service, while the model composition is performed
by the UML CD composer service. Finally, the UML CD layouter service is aimed at
automatic layout of the corresponding UML class diagram.

15 For the most comprehensive taxonomy of merging conflicts we refer the readers to [60].
16 In order to eliminate inconsistencies in the source BPMs, various techniques can be applied. AMADEOS

currently applies a common technique based on LD. Some other algorithms could be used as well, like
Jaaro-Winkler [74], which could be a part of future work.
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Fig. 8. Architecture of AMADEOS system

In a positive usage scenario17 (Fig. 9), the orchestrator service receives a set of the
source BPMs (s1.bpmn...sN.bpmn/s1.uml...sN.uml), and returns the corresponding auto-
matically generated CDM (cdm.uml+cdm.notation). For each source BPM, the orchestra-
tor orchestrates the two-phase synthesis process that results with the corresponding partial
CDM, and incrementally builds the target CDM. More concretely, for each source
model (si.bpmn/si.uml), the orchestrator firstly sends it to the corresponding extractor
service, which generates and returns the corresponding BMRL code (si.bmrl). The
orchestrator further sends the BMRL code to the generator service that generates
and returns the corresponding partial CDM (cdmi.uml). This partial CDM and the
CDM obtained for already processed source BPMs, are further sent (cdmi.uml+cdm.uml)
to the composer service that performs model composition and returns the composed
CDM (cdm.uml). After processing all source BPMs, the orchestrator forwards the result-
ing CDM (cdm.uml) to the layouter service, which automatically generates and returns the
layout of the corresponding diagram (cdm.notation). Finally, the model and the diagram
are merged by the orchestrator into a single JSON18 object (cdm.uml+cdm.notation), and
returned to the client.

The client web application (Fig. 10) allows users to upload a set of source BPMs to the
orchestrator service. When the entire synthesis process is finished, the client application
receives the JSON response and visualizes19 the class diagram in the browser (Editor
component). The visualized diagram is editable so users can additionally improve it. It is
also possible to export the model in the XMI format (XMI exporter), and further use it in
some other modeling tool.

17 This assumes that a user has selected appropriate options in the user interface and uploaded an appropriate
collection of BPMs.

18 JavaScript Object Notation
19 The implementation is based on the jsUML2 library (http://www.jrromero.net/tools/jsUML2).
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Fig. 9. Sequence diagram representing positive usage scenario of AMADEOS system

Fig. 10. Screenshot of AMADEOS client web application
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5. Illustrative Example

In this section we provide an example that illustrates the implemented approach. This
example is provided here for the purpose of the approach illustration, while the next
section presents the results of the experimental evaluation of the entire approach.

The sample source set of BPMs (Fig. 11), which is used in this example, represents
three main processes in the Faculty Library: (1) Book Edition Registration, (2) Book
Registration, and (3) Book Write Off. These three simple, mutually related models belong
to the set of BPMs of the Faculty Library, which is used for evaluation (next section) of
the implemented approach.

 BPM 

 

BPM 

 

BPM 

 

Fig. 11. Sample source set of BPMN models

Figure 12 illustrates the process of the incremental CDM composition based on the
sample source set of BPMs. Firstly, CDM Generator generates the corresponding CDM
based on the first BPM (Book Edition Registration). After that, CDM Generator derives
the corresponding CDM from the second BPM (Book Registration), and then UML CD
Composer composes these two partial CDMs into the resulting CDM. Finally, UML CD
Composer combines this resulting CDM with the CDM derived from the third BPM (Book
Write Off), and generates the CDM that corresponds to the sample source set.20

20 Figure 12 contains class diagrams that correspond to the automatically generated CDMs in the AMADEOS
system, after some manual improvements of the automatically generated layout.
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Fig. 12. Illustration of incremental CDM composition based on sample source set of
BPMN models
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6. Evaluation

In order to evaluate the implemented approach, we conducted a very extensive evalua-
tion focused on the approach effectiveness, through the assessment of correctness and
completeness of the CDMs automatically derived from the sets of BPMs. Firstly, we
performed a case study-based evaluation. After that, we performed several experiments in
order to verify the obtained case study-based results. This section presents these evalua-
tion activities and obtained results – firstly the case study, followed by the experiments.
Finally, we consider threats to validity of the experiments and derived conclusions, as well
as lessons we learned.

6.1. Case Study

The implemented approach has been firstly evaluated through a case study of the Faculty
Library Information System, through the assessment of the CDM, which is automatically
derived from a set of BPMs of the Faculty Library, with a CDM that corresponds to the
Library database.

Reference models. Figure 13 depicts a class diagram representing the CDM that
corresponds to the existing (current) Library database within the Faculty Library
Information System. The given class diagram is manually designed based on the cor-
responding relational database schema.21 In the rest of the article, we use the reference
CDM term for this model, since it is used later as a reference in the experiments.

In order to evaluate the approach and implemented tool, we used a set of BPMs
of the Faculty Library. This collection contains 14 models22, some of which are already
shown in the example illustrating the incremental composition process in the previous
section. The labels and names of the corresponding business processes are shown in
Table 1. The used collection contains seven models of main (operational/transactional)
processes (R-01...R-07) and seven models of auxiliary processes (R-08...R-14). The main
processes allow the creation of new data (e.g. R-01 represents the process of registering
a new book edition, R-02 represents the process of registering a new book, etc.). The
auxiliary processes enable the maintenance of the existing registers and the modification
of the existing data (e.g. R-08 represents the process of modifying authors’ data, etc.). This
collection of BPMN models was also (partly) used in the experiments and is hereinafter
referred to as the reference set of BPMs.

Evaluation results. Based on the reference set of BPMs, CDMs were automatically
generated using the AMADEOS tool, and then the generated CDMs were compared with
the reference CDM of the Faculty Library Information System (Fig. 13). We were par-
ticularly interested in the contribution of the models of the main processes (main BPMs
in the rest of the article) and the contribution of the models of the auxiliary processes
(auxiliary BPMs in the rest of the article). Therefore, we generated CDMs based on each
reference BPMN model, as well as based on the partial reference set containing only the
main BPMs, and the complete reference set of BPMs.23

21 Note that class attributes are left out because at the moment AMADEOS is not able to generate class
attributes, except a single attribute for each class, which represents its primary key.

22 Available at: https://gitlab.com/m-lab-research/amadeos-exp-2020/-/tree/master/CS/Ref-BPMs
23 The generated models are available at:

https://gitlab.com/m-lab-research/amadeos-exp-2020/-/tree/master/CS/CDMs
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Table 1. Reference BPMN models of main (left) and auxiliary processes (right)

Main processes Auxiliary processes

ID Process name ID Process name

R-01 Book Edition Registration R-08 Author Update
R-02 Book Registration R-09 Book Edition Update
R-03 Member Enrollment R-10 Publisher Update
R-04 Member Seceding R-11 Book Update
R-05 Book Borrowing R-12 Field Update
R-06 Book Returning R-13 UDC Group Update
R-07 Book Write Off R-14 Member Record Update

Fig. 13. Reference CDM of Faculty Library Information System

We use the following metrics for the quantitative evaluation of the generated CDM in
comparison with the reference CDM:

– Ng – total number of generated concepts in the generated CDM,
– Nc – number of correctly generated concepts in the generated CDM, i.e. number of

concepts that are identical to the concepts contained in the reference CDM,
– Nw – number of incorrectly generated concepts in the generated CDM, i.e. number

of concepts that are not present in the reference CDM, and
– Nm – number of missing concepts in the generated CDM in comparison with the

reference CDM.

We use recall, precision, and F-score as measures for the evaluation of the automati-
cally generated CDM.
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Recall (R) constitutes the measure of completeness of the generated CDM in compa-
rison to the reference CDM. It may be defined as follows:

R =
Nc

Nc +Nm
. (1)

Precision (P ) constitutes the measure of correctness of the generated CDM. It may
be defined as follows:

P =
Nc

Nc +Nw
. (2)

F-score (F ) constitutes the effectiveness measure. It represents the harmonic mean of
precision (P ) and recall (R), and it may be defined as follows:

F =
2PR

P +R
. (3)

The results of the comparison of automatically generated CDMs with the reference
CDM are given in Table 2. The first 14 rows (rows labeled from ”01” to ”14”, where
the label corresponds to the source model ID) contain results for the CDMs derived from
the corresponding single BPMN model contained in the reference set of BPMs. The row
labeled with ”01-07” contains results for the CDM derived from the partial set of the main
BPMs, while the row labeled with ”01-14” contains results for the CDM derived from
the complete reference set of BPMs. Figure 14 shows a comparison of R, P , and F
for the generated classes (top) and associations (bottom) based on the reference BPMN
models in comparison with the reference CDM.

Results discussion. The comparison results of the generated CDMs with the reference
CDM show that none of the individual source BPMN models from the reference set has
the semantic capacity to enable the generation of neither all classes nor all associations
that exist in the reference CDM. As expected, a set of BPMs enables the generation of
a more complete CDM with respect to the individual BPMs – no single BPM has
enabled the generation of more than 46% of classes neither more than 20% of associations
contained in the target CDM, while the set of BPMs enabled the generation of 100% of
classes and 72% of associations contained in the target CDM.

Regarding the generation of classes, the results show that AMADEOS generated
all classes that exist in the reference CDM, when the source reference set of BPMs
was used, and also show that only main BPMs were sufficient to generate all classes
(R=1 for the CDM derived from the set containing models R-01...R-07). Based on the
auxiliary BPMs, additional classes were generated in comparison to the reference CDM,
which constitute a surplus in this particular case.24 These excessive classes, which were
generated based on the auxiliary BPMs, do not increase the recall but reduce the precision
because they represent a surplus in this particular case. The achieved precision in
generating the classes is P=0.65 (based on the set of the main BPMs), and P=0.48
(based on the complete reference set). Since recall in both cases is R=1, the F-score for
the class generation process is F=0.79 (based on the set of the main BPMs), and F=0.65
(based on the complete reference set).

24 The analysis of excessive classes shows that these classes represent activation classes, which are not impor-
tant in this case, because the observed system does not keep a history of changes in the state of individual
objects, but only records their current states/values.
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Table 2. Assessment of automatically generated CDMs (based on reference BPMN
models) in comparison with reference CDM

Source
model(s)

Assessment of classes Assessment of associations

Ng Nc Nm Nw R P F Ng Nc Nm Nw R P F

01 6 6 7 0 0.46 1.00 0.63 5 5 20 0 0.20 1.00 0.33
02 3 3 10 0 0.23 1.00 0.38 2 2 23 0 0.08 1.00 0.15
03 6 4 9 2 0.31 0.67 0.42 13 4 21 9 0.16 0.31 0.21
04 7 3 10 4 0.23 0.43 0.30 16 2 23 14 0.08 0.13 0.10
05 7 5 8 2 0.38 0.71 0.50 15 5 20 10 0.20 0.33 0.25
06 3 1 12 2 0.08 0.33 0.13 2 0 25 2 0.00 0.00 N/A
07 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
08 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
09 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
10 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
11 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
12 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
13 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
14 3 2 11 1 0.15 0.67 0.25 2 0 25 2 0.00 0.00 N/A
01-07 20 13 0 7 1.00 0.65 0.79 55 18 7 37 0.72 0.33 0.45
01-14 27 13 0 14 1.00 0.48 0.65 69 18 7 51 0.72 0.26 0.38
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Regarding the generation of associations, the results show that AMADEOS genera-
ted 72% of associations that exist in the reference CDM, when the source reference set
of BPMs was used, and also show that this recall can be achieved by using only main
BPMs (R-01...R-07) as a basis for the generation. In this case, the auxiliary BPMs did not
contribute to the recall increase, as well.

Additional analysis of the obtained results and reference set of BPMs showed that it
would be possible to achieve a slightly higher recall than R=0.72, if some BPMs were
further improved, but these additional improvements would not allow the generation of all
associations between classes compared to the reference CDM. In other words, additional
improvements to the reference BPMs cannot result in achieving R=1.00 in the associa-
tions generation process, because the tool generates associations between inappropriate
classes in some situations – this refers to existing objects that are activated in one process
and further used in another process. This problem does not exist when generating a
CDM based on a single BPM, but it does occur when integrating partial CDMs that are
generated based on a set of BPMs. This problem will be the subject of our future research,
in order to increase the completeness of the automatically generated CDM.

The results show that a significant number of generated associations is excessive
compared to the reference CDM, so the precision is relatively low (P=0.33 for the
CDM derived from the set of the main BPMs, and P=0.26 for the CDM derived
from the complete reference set). Given the relatively low precision, the effectiveness
of the association generation process is F=0.45 (based on the main BPMs) and F=0.38
(based on the complete reference set). The analysis of excessively generated associations
shows that the vast majority of these associations are not incorrectly generated (they have
correct end multiplicities), but they do not exist in the reference CDM and therefore
represent a surplus in this particular case. In other words, the given BPMs contain some
process patterns having the semantic capacity for automatic generation of associations
(as shown in the previous research), but these associations represent a surplus in this
particular case. The problem of excessive associations (although correctly generated)
has been identified in the previous research [20]. This is not a major problem when only
one BPM is taken as a starting point, but with larger sets of BPMs the total number of
excessively generated associations is significant, which may constitute a problem.

Since the case study showed that the main BPMs are sufficient to generate the target
CDM, i.e. the auxiliary BPMs do not contribute to the increase of recall and precision,
only main BPMs were further used in the experiments (described in the following subsec-
tions).

6.2. Experiment #1 (E-1)

Experiment design. According to Conway’s law [28], the independent work of different
designers will result in different models. Therefore, this experiment aimed to assess the
effectiveness of the implemented approach in generating the CDM based on different
real sets of BPMs, i.e. how real models affect the effectiveness of the generation process.

A total of 98 undergraduate students participated in E-1.25 The experiment was
conducted as a part of a mandatory course that includes business process modelling. All

25 All participants in E-1 were students of the third year at the Software Engineering Department, at the Faculty
of Electrical Engineering, University of Banja Luka.
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participants firstly underwent the usual training (10 hours) for the BPMN-based business
process modelling using the appropriate modelling tool (Eclipse/BPMN Modeler). Upon
completion of the training, the task was to create a set of BPMN models based on the
given textual specification of the main business processes in the Faculty Library. Given
the scope of work and available time, all participants performed the task in pairs, which
resulted in a total of 49 sets of the main BPMs of the Faculty Library. Given the previous
education, as well as level of knowledge and skills in the BPMN-based business process
modelling, all participants can be considered novice modelers.

After the analysis and evaluation of the created sets of the main BPMs26, we have
singled out 27 sets that were graded with a minimum of 70/100. These sets27 were used
as a starting point for the automatic CDM generation in the AMADEOS system. Based on
each set, two CDMs were generated: (1) with applied ”Advanced Composition” option28

(case insensitivity and LD=1), and (2) without the ”Advanced Composition” option29

(case sensitivity and LD=0). The generated CDMs were then compared with the reference
CDM. When evaluating the generated CDMs against the reference CDM, we used the
same metrics and measures as in the case study.

Results. The comparison results of the automatically generated CDMs (”Advanced
Composition” applied), with the reference CDM, are shown in Table 3. Each table row
contains results for the CDM generated based on the corresponding set of the BPMN
models (the first column contains the ID of the source set of the BPMN models, i.e. ID
of the corresponding automatically generated CDM), while the other columns contain the
corresponding metrics and measures for automatically generated classes and automati-
cally generated associations, respectively. Figure 15 shows a comparison of R, P , and F
for the generated classes (top) and associations (bottom) based on the students’ sets of the
BPMN models in comparison with the reference CDM.

Discussion. The experimental results largely confirm the results obtained in the case
study.

Regarding the generation of classes, the obtained results confirm that a set of the main
BPMs enables the generation of a very complete CDM because a very high average recall
was achieved (R=0.94) when using 27 real sets of the BPMN models (R=1.00 in the
case study). The achieved average precision for the class generation is P=0.59 (P=0.65
in the case study), and the average effectiveness of the class generation process is F=0.72
(F=0.79 in the case study).

Regarding the generation of associations, the average completeness is R=0.57 (R=0.72
in the case study) with the average precision P=0.29 (P=0.33 in the case study). This
means that the average effectiveness of generating associations is F=0.38 (F=0.45 in the
case study). The high matching of the achieved precision in the experiment (P=0.29) and
the case study (P=0.33) confirms that the generator generates a significant number of
excessive associations (relative to the reference CDM).

26 The analysis and evaluation were conducted by the teachers of the course, who are also some of the coauthors
of this article.

27 Available at: https://gitlab.com/m-lab-research/amadeos-exp-2020/-/tree/master/E-1/BPMs
28 Available at: https://gitlab.com/m-lab-research/amadeos-exp-2020/-/tree/master/E-1/CDMs-AC
29 Available at: https://gitlab.com/m-lab-research/amadeos-exp-2020/-/tree/master/E-1/CDMs-NoAC



478 Drazen Brdjanin et al.

Table 3. Assessment of automatically generated CDMs (”Advanced Composition”
applied), based on students’ sets of BPMN models, in comparison with reference CDM

Source
set

Assessment of classes Assessment of associations

Ng Nc Nm Nw R P F Ng Nc Nm Nw R P F

01 16 12 1 4 0.92 0.75 0.83 49 14 11 35 0.56 0.29 0.38
02 20 12 1 8 0.92 0.60 0.73 53 11 14 42 0.44 0.21 0.28
03 18 13 0 5 1.00 0.72 0.84 43 17 8 26 0.68 0.40 0.50
04 16 12 1 4 0.92 0.75 0.83 47 16 9 31 0.64 0.34 0.44
05 19 13 0 6 1.00 0.68 0.81 41 17 8 24 0.68 0.41 0.52
06 20 12 1 8 0.92 0.60 0.73 50 14 11 37 0.56 0.27 0.37
07 19 12 1 7 0.92 0.63 0.75 40 14 11 26 0.56 0.35 0.43
08 20 11 2 9 0.85 0.55 0.67 57 15 10 42 0.60 0.26 0.37
09 24 13 0 11 1.00 0.54 0.70 67 18 7 49 0.72 0.27 0.39
10 27 13 0 14 1.00 0.48 0.65 62 12 13 50 0.48 0.19 0.28
11 13 13 0 10 1.00 0.57 0.72 39 16 9 23 0.64 0.41 0.50
12 18 13 0 5 1.00 0.72 0.84 46 16 9 30 0.64 0.35 0.45
13 31 13 0 18 1.00 0.42 0.59 69 14 11 55 0.56 0.20 0.30
14 18 12 1 6 0.92 0.67 0.77 54 17 8 37 0.68 0.31 0.43
15 20 12 1 8 0.92 0.60 0.73 36 14 11 22 0.56 0.39 0.46
16 21 13 0 8 1.00 0.62 0.76 52 16 9 36 0.64 0.31 0.41
17 27 13 0 14 1.00 0.48 0.65 60 15 10 45 0.60 0.25 0.35
18 24 13 0 11 1.00 0.54 0.70 69 13 12 56 0.52 0.19 0.28
19 23 12 1 11 0.92 0.52 0.67 55 15 10 40 0.60 0.27 0.38
20 28 12 1 16 0.92 0.43 0.59 76 12 13 64 0.48 0.16 0.24
21 21 11 2 10 0.85 0.52 0.65 50 13 12 37 0.52 0.26 0.35
22 19 12 1 7 0.92 0.63 0.75 34 11 14 23 0.44 0.32 0.37
23 24 12 1 12 0.92 0.50 0.65 50 13 12 37 0.52 0.26 0.35
24 23 11 2 12 0.85 0.48 0.61 58 12 13 46 0.48 0.21 0.29
25 20 12 1 8 0.92 0.60 0.73 42 14 11 28 0.56 0.33 0.42
26 21 12 1 9 0.92 0.57 0.71 50 13 12 37 0.52 0.26 0.35
27 19 12 1 7 0.92 0.63 0.75 37 14 11 23 0.56 0.38 0.45

Mean 21.4 12.3 0.7 9.1 0.94 0.59 0.72 51.4 14.3 10.7 37.1 0.57 0.29 0.38

Based on the results, we can conclude that the sets of the main BPMs, although they
were created by novice modelers, represent a very good starting point for generating the
target CDM, because the average completeness of the generated CDM is 94% for classes
and 57% for associations. This further implies that we can expect that ”each” real set of
the main BPMs, created by experienced modelers, will enable the automatic generation
of a more complete CDM in comparison to the recall achieved in E-1.

Impact of accidental errors on the process effectiveness. Regarding the impact of
accidental errors in the source BPMs on the effectiveness of the CDM generation process,
the analysis shows that the applied option ”Advanced Composition” allows to reduce the
total number of generated concepts – for all 27 sets the same or fewer concepts is
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Fig. 15. Comparison of R, P, and F for generated classes (top) and associations (bottom)
based on students’ sets of BPMN models in comparison with reference CDM

generated than when the option ”Advanced Composition” is not applied. The analysis
of the generated CDMs shows that in 44% (12/27) cases a reduction in the number of
generated concepts was achieved, while in 56% (15/27) cases identical models were
obtained. The analysis shows that the differences in the generated models are mainly
related to the generated classes – in all 12/27 cases, a smaller number of classes
was generated, while only in 2/27 (7%) cases a smaller number of associations was
generated.

The analysis shows that the reduced number of the generated concepts did not
reduce the completeness of the generated CDM compared to the reference CDM in any
case (average recall is the same regardless of whether the ”Advanced Composition” option
is applied). A smaller number of generated concepts reduces redundancy and increases
precision (for classes: PAC=0.5857, PNoAC=0.5704; for associations: PAC=0.2910,
PNoAC=0.2906). Increasing the precision with the same recall resulted in higher
effectiveness (for classes: FAC=0.7183, FNoAC=0.7068; for associations: FAC=0.3822,
FNoAC=0.3818). For the purpose of illustration, Fig. 16 shows differences between
P values for the generated classes, based on the students’ sets of t́he BPMN models in
comparison with the reference CDM, in case that ”Advanced Composition” is applied
(AC) or not applied (NoAC).

To conclude, applied ”Advanced Composition” reduces impact of the accidental
errors and inconsistencies in the source BPMs on the effectiveness of the CDM
generation process.
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Fig. 16. Comparison of P values for generated classes: (AC) – ”Advanced Composition”
applied, (NoAC) – ”Advanced Composition” not applied

6.3. Experiment #2 (E-2)

Experiment design. Considering Conway’s law [28], E-2 was conducted in order to
assess how much the CDM, which is automatically generated based on the reference set
of the main BPMs, matches real CDMs that are manually designed for the same business
system, based on the same textual specifications of business processes.

A total of 18 graduate students participated in E-2.30 The experiment was conducted
as a part of an elective course that includes advanced database design techniques. All
participants had the necessary knowledge and skills for manual database design, which
they acquired as undergraduate students, so they did not have additional training. The
task was to manually design the CDM based on the given textual specification of the
main business processes in the Faculty Library (the same specification was given to the
participants in E-1 for creating the BPMN models). The participants solved the task in
pairs. In the end we had a total of nine manually designed CDMs for the Faculty Library.31

All manually designed CDMs were analyzed by the teachers and evaluated as adequate.32

Each manually designed CDM was then compared with the CDM automatically generated
based on the reference set of the main BPMs, and the same metrics and measures were
used in the evaluation as in the case study and in E-1.

Results. The results of comparing the CDM, which was automatically generated based
on the reference set of the main BPMs, with the manually designed CDMs are
shown in Table 4. Each table row contains results for the corresponding manually
designed CDM – the first column contains the ID of the manually designed CDM, while
the other columns contain the corresponding metrics and measures for automatically

30 All participants in E-2 were master students at the Software Engineering Department, at the Faculty of
Electrical Engineering, University of Banja Luka.

31 Available at: https://gitlab.com/m-lab-research/amadeos-exp-2020/-/tree/master/E-2/CDMs
32 The analysis and assessment were conducted by the teachers of the course, who are also some of the coauthors

of this article.
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generated classes and automatically generated associations, respectively. The N-labeled
column contains a number of the corresponding concepts in the real CDM. Figure 17
shows a comparison of R, P , and F for the classes and associations in the automatically
generated CDMs (based on the reference set of the main BPMs) in comparison with the
manually designed CDMs.

Table 4. Assessment of automatically generated CDM (based on reference set of main
BPMs) in comparison with manually designed CDMs

CDM
ID

Assessment of classes Assessment of associations

N Ng Nc Nm Nw R P F N Ng Nc Nm Nw R P F

01 10 20 10 0 10 1.00 0.50 0.67 12 55 9 3 46 0.75 0.16 0.27
02 13 20 12 1 8 0.92 0.60 0.73 21 55 10 11 45 0.48 0.18 0.26
03 10 20 10 0 10 1.00 0.50 0.67 21 55 16 5 39 0.76 0.29 0.42
04 15 20 13 2 7 0.87 0.65 0.74 20 55 12 8 44 0.60 0.22 0.32
05 16 20 15 1 5 0.94 0.75 0.83 20 55 13 7 42 0.65 0.24 0.35
06 16 20 15 1 5 0.94 0.75 0.83 24 55 12 12 43 0.50 0.22 0.30
07 9 20 8 1 12 0.89 0.40 0.55 8 55 5 3 50 0.63 0.09 0.16
08 10 20 10 0 10 1.00 0.50 0.67 9 55 7 2 48 0.78 0.13 0.22
09 18 20 18 0 2 1.00 0.90 0.95 35 55 23 12 32 0.66 0.42 0.51

Mean 13 20 12.3 0.7 7.7 0.95 0.62 0.74 19 55 11.9 7.1 43.1 0.64 0.22 0.31
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Fig. 17. Comparison of R, P, F for generated classes (left) and associations (right) in
automatically generated CDMs (based on reference set of main BPMs) in comparison
with manually designed CDMs

Discussion. Both the experimental results achieved in E-2, as well as in E-1, largely
confirm the results obtained in the case study.

Regarding the generation of classes, the obtained results confirm that the set of the
main BPMs enables the generation of a very complete CDM, because compared to nine
real CDMs designed based on the same text specification, a very high average recall
(R=0.95) was achieved (R=1.00 in the case study). The achieved average precision for the
generation of classes is P=0.62 (P=0.65 in the case study), and the average effectiveness
of the class generation process is F=0.74 (F=0.79 in the case study).



482 Drazen Brdjanin et al.

Regarding the generation of associations, the average completeness of the generated
CDM comparing to the manually designed CDMs is R=0.64 (R=0.72 in the case study),
with an average precision P=0.22 (P=0.33 in the case study), so the average effectiveness
of the association generation process is F=0.31 (F=0.45 in the case study). The relatively
low precision (P=0.22) confirms that the generator generates a significant number of
redundant associations (compared to the manually designed CDMs).

Based on the results, it can be concluded that the reference set of the main BPMs is a
very good starting point for generating the target CDM, because the average completeness
of the generated CDM is 95% for classes and 64% for associations, compared to the
manually designed CDMs.

Finally, given the results obtained in E-1 and E-2, we can conclude that ”each” real set
of the main BPMs, created by experienced modelers, will constitute a very good starting
base for the automatic generation of the target CDM.

6.4. Experiment #3 (E-3)

Experiment design. An earlier experiment [20] with database practitioners as partici-
pants, showed that an automatically generated CDM provides a solid basis for designing
the target CDM, because it speeds up the design process compared to designing from
scratch. Therefore, E-3 was conducted, which aimed to assess how much the CDM, which
is automatically generated based on the reference set of the main BPMs, is a good
starting point for designing the target CDM, instead of designing the target CDM from
scratch.

The participants in E-3 were mostly the students who also participated in E-2. The
task in E-3 was to use the CDM, which was generated based on the reference set of the
main BPMs of the Faculty Library, as a starting point for designing the target CDM of the
Library. The participants were able to discard excessive concepts, correct incorrectly
generated concepts and/or add missing concepts in the automatically generated CDM.
Since all participants already had the appropriate domain knowledge acquired in E-2
and had already designed a CDM from scratch, in E-3 each participant individually
completed the task, which resulted in 12 CDMs33 of the Library that are designed based
on the CDM that was automatically generated based on the reference set of the main
BPMs. All resulting CDMs were analyzed by teachers and graded as adequate.34

Afterwards, each manually designed CDM was compared with the initial automatically
generated CDM, and the same metrics and measures were used in the evaluation as in the
other experiments.

Results. The results of comparing the CDMs, which were manually designed based on
the automatically generated CDM, with the CDM that was automatically generated based
on the reference set of the main BPMs, are shown in Table 5. Each table row contains
results for the corresponding manually designed CDM – the first column contains the
ID of the manually designed CDM, while the other columns contain the corresponding
metrics and measures for automatically generated classes and automatically generated
associations, respectively. The N-labeled column contains a number of the corresponding

33 Available at: https://gitlab.com/m-lab-research/amadeos-exp-2020/-/tree/master/E-3/CDMs
34 Analysis and evaluation were conducted by the same teachers as in E-2.
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concepts in the manually designed CDM. Figure 18 shows a comparison of R, P , and
F for the classes and associations in the automatically generated CDMs (based on the
reference set of the main BPMs) in comparison with the manually designed CDMs (based
on the automatically generated CDM).

Table 5. Assessment of automatically generated CDM (based on reference set of main
BPMs) in comparison with manually designed CDMs (based on automatically generated
CDM)

CDM
ID

Assessment of classes Assessment of associations

N Ng Nc Nm Nw R P F N Ng Nc Nm Nw R P F

01 15 20 13 2 7 0.87 0.65 0.74 22 55 14 8 41 0.64 0.25 0.36
02 10 20 10 0 10 1.00 0.50 0.67 14 55 9 5 46 0.64 0.16 0.26
03 13 20 13 0 7 1.00 0.65 0.79 34 55 31 3 24 0.91 0.56 0.70
04 17 20 17 0 3 1.00 0.85 0.92 25 55 22 3 33 0.88 0.40 0.55
05 15 20 15 0 5 1.00 0.75 0.86 36 55 36 0 19 1.00 0.65 0.79
06 18 20 18 0 2 1.00 0.90 0.95 36 55 34 2 21 0.94 0.62 0.75
07 17 20 17 0 3 1.00 0.85 0.92 24 55 22 2 33 0.92 0.40 0.56
08 12 20 10 2 10 0.83 0.50 0.63 12 55 8 4 47 0.67 0.15 0.24
09 9 20 9 0 11 1.00 0.45 0.62 11 55 11 0 44 1.00 0.20 0.33
10 18 20 18 0 2 1.00 0.90 0.95 26 55 17 9 38 0.65 0.31 0.42
11 18 20 18 0 2 1.00 0.90 0.95 33 55 24 9 31 0.73 0.44 0.55
12 10 20 10 0 10 1.00 0.50 0.67 12 55 8 4 47 0.67 0.15 0.24

Mean 14.3 20 14 0.3 6 0.98 0.70 0.80 23.8 55 19.7 4.1 34.9 0.80 0.36 0.48
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Fig. 18. Comparison of R, P, F for generated classes (left) and associations (right) in
automatically generated CDMs (based on reference set of main BPMs) in comparison
with manually designed CDMs (based on automatically generated CDM)

Discussion. The results obtained in E-3 confirm the previously obtained results in the
experiment [20] with database professionals as participants. The results show that the
CDM, which is automatically generated based on the set of the main BPMs, provides a
good basis for manually designing the target CDM, rather than designing the target CDM
from scratch.
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Regarding the generation of classes, the obtained results confirm that the CDM,
which is automatically generated based on the set of the main BPMs, enables the
generation of a very complete CDM, because with 12 CDMs designed based on the
automatically generated CDM, very high average recall (R=0.98) is achieved (R=1.00
in the case study). High average recall and high average precision P=0.70 (P=0.65 in
the case study), resulted in high effectiveness (F=0.80) of the class generation process
(F=0.79 in the case study).

Regarding the generation of associations, the average recall for the generated CDM in
comparison to the manually designed CDMs is R=0.80 (R=0.72 in the case study), while
the average precision is P=0.36 (P=0.33 in the case study). This means that the average
effectiveness of generating associations is F=0.48 (F=0.45 in the case study). The
results in E-3 also confirm that the generator generates a significant number of redundant
associations (average precision for generating associations is P=0.36).

The results obtained in E-3 are better than the results obtained in both the case
study and in previous experiments, which was expected – the participants in E-3 had
the automatically generated CDM as a starting point, so design was reduced mainly
to discarding surplus from the initial CDM. Also, the designed models contain more
concepts than CDMs that were manually designed from scratch – the average number of
classes in CDMs that were manually designed from scratch in E-2 is 13, and in CDMs
that were manually designed based on the automatically generated CDM is 14.3; while
the average number of associations is 19 and 23.8, respectively.

6.5. Summative Evaluation Results

In order to achieve a better insight into the obtained results, we aggregated and compared
the main results achieved in the case study and performed experiments. The summative
evaluation results are presented in Table 6, where each row contains the corresponding
R, P , and F values for the automatically generated classes and associations in a
particular evaluation round. For the case study-based evaluation, the corresponding row
contains values achieved by comparing the CDM derived from the reference set of the
main BPMs with the reference CDM. For the experiments, each row contains average
values achieved in the corresponding experiment. Finally, the bottom rows contain
average values and the corresponding standard deviation (σ). The summative results are
also shown in Fig. 19.

The summative overview of the results shows that the experiments largely confirmed
the results obtained in the case study.

Regarding the generation of classes, the obtained results show that the implemented
approach enables the generation of complete or almost complete CDM (R=0.97, σ=0.03)
with average precision P=0.64 (σ=0.05), which gives the effectiveness of the process of
generating classes F=0.76 (σ=0.04).

Regarding the generation of associations, the obtained results show that the imple-
mented approach enables the generation of an average of 68% of associations (R=0.68,
σ=0.10) with average precision P=0.30 (σ=0.06), which gives the effectiveness of the
process of generating associations F=0.41 (σ=0.08).

The summative results show a relatively low precision (P=0.30, σ=0.06) in genera-
ting associations, i.e. the tool generates a significant number of surplus associations in
comparison to the target CDM.
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Table 6. Summative evaluation results

Evaluation round
Classes Associations

R P F R P F

CS
(CDM derived from reference set of main BPMs

↔ reference CDM)
1.00 0.65 0.79 0.72 0.33 0.45

E-1
(CDMs derived from students’ sets of main BPMs

↔ reference CDM)
0.94 0.59 0.72 0.57 0.29 0.38

E-2
(CDM derived from reference set of main BPMs
↔ manually designed CDMs from scratch)

0.95 0.62 0.74 0.64 0.22 0.31

E-3
(CDM derived from reference set of main BPMs

↔ manually designed CDMs based on generated CDM)
0.98 0.70 0.80 0.80 0.36 0.48

Mean 0.97 0.64 0.76 0.68 0.30 0.41
Standard Deviation (σ) 0.03 0.05 0.04 0.10 0.06 0.08
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Fig. 19. Comparison of R, P, F for generated classes (left) and associations (right)
achieved in case study-based evaluation and performed experiments

Comparison with results that could be obtained by applying other POM-based tools.
For the same reference source set of BPMN models, the pre-existing version of the
AMADEOS system is able to generate up to 46% of all classes, and up to 20% of all
associations of the target reference CDM, since it is able to derive the CDM from only
one single BPM from the source set.

Regarding the other tools taking BPMN models as a starting base for the CDM
generation, we are only able to estimate35 the completeness that could be achieved by their
application to the same set of models. Since all these tools are able to derive the CDM
from only one single BPM, like pre-existing AMADEOS, we conclude that they could
not achieve higher completeness than pre-existing AMADEOS, since they implement a
less complete set of transformation rules.

35 As noted in Sect. 2, other tools are not publicly available, and we are not able to evaluate them.
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6.6. Threats to Validity

In this section we consider possible threats to the validity of the experiments and
derived conclusions, which may lie in the used models and the way the experiments were
conducted.

Concerning the threats related to the source models, we have conducted E-1 in order
to assess the approach effectiveness based on different real sets of BPMs, and not to
draw conclusions based on a single set used in the case study. That is why we conducted
the experiment with a large number of participants, which resulted in a relatively large
number of sets for the same problem domain. In this way, we eliminated the threat that
the initial (reference) set is predisposed to achieve maximum effectiveness.

Someone might consider that work in pairs of the participants in E-1 enabled better
source BPMs. Since it is about novice modelers, it can be considered that we have just got
relevant sets to be prepared by more experienced modelers and that the work of novice
modelers in pairs is not a real threat. Working in pairs has additionally enabled us to
analyze the appearance of accidental errors in the source sets, as well as possibilities for
their elimination.

As for E-1, the only real threat may be that the source sets of BPMs were created in
uncontrolled conditions to some extent (the participants created models as homework),
so all sets might not be original enough. The performed analysis of the source sets
found some plagiarisms and such duplicates were eliminated and not further used in the
experiment. If one takes a look at the results achieved in E-1, it can be concluded that
there are no identical results, which means there are no identical sets.

Regarding the threats related to the target models, we have conducted E-2 in order
to assess to what extent the automatically generated CDM matches real CDMs manu-
ally designed for the same business system, and not to draw conclusions based on the
one (reference) CDM used in the case study. Therefore, we conducted the experiment
with a relatively large number of participants, which resulted in a larger number of target
models. In this way, we eliminated the threat that the initial source set is predisposed to
achieve maximum effectiveness in generating the CDM in comparison with one concrete
or typical CDM in the given problem domain.

In addition to the manually designed CDMs from scratch, in E-3 we also used the
CDMs that were manually designed on the basis of the automatically generated CDM.
Although it was expected that more complete target models would be obtained at the
time, some of the models with a very high recall for associations (R=1.00 for two models)
can be suspected. The main reason that could have led to such high completeness is the
relatively complex automatically generated CDM which was relatively difficult to edit in
a web browser. This is confirmed by the fact that some participants in E-3 first exported
the automatically generated CDM, then imported and edited it in some other tool. 36.

Although we used realistic sets of BPMs in the evaluation, it is nevertheless about
relatively small sets that were created by small teams (pairs). Therefore, it is possible
that, on the sets containing a bigger number of BPMs and created by more numerous
teams, there could be a higher number of merging conflicts (e.g. synonyms) that could
not be eliminated by simple techniques for composing partial CDMs. In such situations,
we would have an additional decrease in precision and effectiveness.

36 Note: See the CDMs designed in E-3.
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The very important issue is related to the comparison of the automatically generated
CDMs with the reference CDM, since the evaluation results are dependent on the compa-
rison outcomes. Here we would like to emphasize that all the comparisons were performed
manually by three evaluators, and all outcomes were achieved by their consensus.

6.7. Lessons Learned

This section presents some lessons we learned from the entire evaluation.
The results show that AMADEOS generates a significant number of surplus associa-

tions. This reduces the precision and effectiveness of the generation process and creates a
feeling of dissatisfaction with designers (such an opinion was expressed by the majority
of the participants in E-3) because they should manually eliminate surplus associations.
Desirable tool improvement would be to enable the user/designer to influence the gene-
ration process by choosing which types of associations (s)he wants or does not want in
the target model. Additional interviews with the E-3 participants showed that the tool
does not provide appropriate comfort in editing complex models, so these AMADEOS’
functionalities should be additionally improved in order to make the work easier for users.

The sets of BPMs in E-1 were prepared by pairs. The results show that inconsistencies
happen in 44% of cases (12/27 sets were characterized by some kind of inconsistency,
which resulted in redundant concepts in the automatically generated CDMs if the
”Advanced Composition” option was applied during the generation). Potentially, the level
of inconsistencies of the source sets could be higher in the case of larger project teams
and larger sets of BPMs. Since AMADEOS currently allows the elimination of single
typographical errors (LD=1), the possible AMADEOS’ improvement could be increasing
the level of user influence on elimination of inconsistencies so that the user would be able
to set the value for LD.

6.8. Approach and Tool Limitations

In this section we discuss some limitations of the approach and implemented tool.
Although the approach enables the generation of a CDM structure with a fairly high

level of completeness, the given set of transformation rules are not sufficient to
enable automatic generation of the complete CDM. Some associations are still missing,
as well as generalization relationships. The approach further enables just to automatically
generate a CDM structure but does not enable automatic generation of attributes in the
classes (except simple primary keys). These particular approach deficiencies were not in
the primary focus of this article, but they constitute our main challenges and long-term
research goals.

Although AMADEOS supports different source notations (BPMN and UML AD), and
different serialization formats (XMI and XSD), currently all models in the entire source
set must be represented by the same notation, and also serialized in the same format.

Although this particular research and conducted experiments did not face problems in
merging partial CDMs, AMADEOS currently deploys very simple techniques that enable
just to overcome inconsistencies related to different naming notations (case sensitivity)
and accidental typing errors (Levenshtein distance) and therefore is not able to solve other
types of merging conflicts which could appear.
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Although the approach enables automatic generation of some kinds of associations
that may be useful in some cases, the performed experiments showed that the tool gene-
rates a significant number of redundant associations that make it difficult to deal with the
automatically generated CDM.

Although AMADEOS enables users to automatically generate the initial CDM, the
forward database engineering based on the generated CDM is not possible, but users can
only export the generated CDM and further use it in some other database design tool.

7. Conclusions

In this article we presented an approach to automatic CDM derivation from a set of BPMs,
and the corresponding tool that implements the proposed approach. The approach pro-
poses the incremental synthesis of the target model by iteratively composing the partial
CDMs that are derived from the models contained in the source set. The implemented
AMADEOS tool is the first online web-based tool that publicly enables automatic CDM
derivation from a set of BPMs that may be represented by two different notations (BPMN
or UML AD).

The approach effectiveness was evaluated in a case study and a series of experi-
ments. As expected, the evaluation results confirmed that a set of BPMs enables
the generation of a more complete CDM relative to the individual BPMs contained
in the given set. The results show that the main BPMs constitute a sufficient basis to
derive the target CDM since the auxiliary BPMs do not increase the recall achieved by
deriving the CDM from the set of the main BPMs.

The summative results show that the implemented approach allows the generation of
complete or almost complete CDM when it comes to classes (average completeness of
generated models is 97%), which with an average precision of 64% gives average effec-
tiveness of 76% of the class generation process. Regarding the generation of associations,
the obtained results show that the implemented approach enables the generation of an
average of 68% of the total number of associations, which with an average precision of
30%, gives average effectiveness of 41%. Analyzes show that the precision of generating
associations is relatively low because the tool generates surplus associations (which are
generally not incorrectly generated).

Future work will focus on further improving the approach and AMADEOS system, in
line with the long-term research goals, the lessons learned in the experiments conducted,
and the stated limitations. Future work will include: further identification of the semantic
capacity of BPMs to increase the effectiveness of the CDM synthesis process, further tool
improvements to provide users with greater comfort in working with complex models,
and adding functionalities for the forward database engineering based on the generated
CDM. Our intention is also to evaluate the approach with more complex real collections
of BPMs.
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