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EDITORIAL
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GUEST EDITOR’S MESSAGE

With the rapid development of computer and network technologies in recent years, research and applications in computer-aided design (CAD), computer animation, digital entertainment and digital art have been receiving increasing attention from researchers across the world. The aim of this special issue of ComSIS is to further promote the development of those areas to benefit their applications in various fields.

This special issue is a collection of 19 papers selected from the 426 submissions to the 6th Conference on Intelligent CAD and Digital Entertainment (CIDE 2009) held in Taian, Shandong, China, from 15 to 17 August 2009. All the papers included in this special issue have gone through a rigorous peer-review and revision process for their originality and quality.

This issue of ComSIS takes the topic of advances in computer animation and digital entertainment as a center. Many of the papers covered mostly theoretical research and various application domains, such as intelligent CAD, computer graphics, computer animation, and motion capture animation.

In photometric stereo, the existence of specularities hampers recovery of the normal map. To deal with this common reflective phenomenon, in the paper “An extended photometric stereo algorithm for recovering specular object shape and its reflectance properties”, Zuoyong Zheng, Lizhuang Ma, Zhong Li and Zhihua Chen introduce a novel representation for specular reflection with a set of specular basis functions with different roughness values. This representation is suitable for any intensively or weakly specular object, and is introduced into the photometric stereo algorithm to recover both the surface shape and its reflectance properties. The reconstructed shapes and re-rendered images validate the proposed algorithm.

The paper “Extracting PCB components based on color distribution of highlight areas” by Zhou Zeng, Lizhuang Ma and Zuoyong Zheng investigates methodologies for locating and identifying the components on a printed circuit board (PCB) used for surface mount device inspection. The proposed scheme consists of two stages: solder joint extraction and protective coating extraction. Solder joints are extracted by first detecting all the highlight areas, and then recognizing and removing the invalid highlight areas. The sequence of color distribution as a new clue has been applied to clustering solder joints. Each protective coating is extracted by the positions of the clustered solder joints.
How to enhance interoperability between stakeholders and improve efficiency of supply chain management is the key issue that needs to be addressed in automobile industry. Yong Zhang, Shijun Liu, Lei Wu, Yuchang Jiao, Xiangxu Meng propose a methodology that provides a guide on how to establish interoperability between enterprises through a federated approach in “Service-oriented enterprise interoperability in automobile supply chain management”. An interoperability service platform is designed and delivered in the form of software as a service (SaaS). This paper introduces the specifications of the service platform and proposes an interactive framework which is used to establish interoperability between the service platform and other on-premise applications.

Spherical mobile robot (SMR) has been studied analytically and experimentally in the paper “Modeling and simulation of a Spherical Mobile Robot” by Shengju Sang, Jichao Zhao, Hao Wu, Shoujun Chen and Qi An. A novel design with an internal propulsion mechanism and mathematical models of the robot’s dynamics and kinematics is introduced.

Based on feature point and core extraction by the multi-dimensional scaling (MDS) transformation, Xiaopeng Sun, J. Pan and Xiaopeng Wei present a novel skeleton extraction algorithm in their paper “3D Mesh Skeleton Extraction Using Prominent Segmentation”.

The paper “A Dynamic Alignment Algorithm for Imperfect Speech and Transcript” by Ye Tao, Xueqing Li and Bian Wu presents a novel alignment approach for imperfect speech and the corresponding transcription. It starts with multi-stage sentence boundary detection in audio, followed by a dynamic programming based search, to find the optimal alignment and detect the mismatches at sentence level.

Multi-video summarization is a great theoretical and technical challenge due to the wider diversity of topics in multi-video than single-video as well as the multi-modality nature of multi-video over multi-document. Dongming Jiang, Jian Shao and Lu Yao in their paper “Multi-video summarization using complex graph clustering and mining” propose an approach to analyze both visual and textual features across a set of videos and to create a so-called circular storyboard composed of topic-representative keyframes and keywords.

Xiaopeng Wei, Boxiang Xiao and Qiang Zhang present a retrieval method for human Mocap (motion capture) data based on biomimetic pattern recognition in their paper “A retrieval method for human Mocap data based on biomimetic pattern recognition”. BVH rotation channels are extracted as features of motion for both the retrieval instance and the motion data. Several hyper sausage neurons are constructed according to the retrieval instance, and the
trained domain covered by these hyper sausage neurons can be considered as the distribution range of a same kind of motions.

The paper “Generative 3D Images in a visual evolutionary computing system” by Hong Liu presents a novel computer-aided design system which uses a computational approach to producing 3D images for stimulating the creativity of designers.

Dimensionality reduction is an important preprocessing step in high-dimensional data analysis without losing much intrinsic information. Zhao Zhang and Ning Ye in their paper “Effective semi-supervised nonlinear dimensionality reduction for wood defects recognition” consider the problem of kernel based semi-supervised nonlinear dimensionality reduction, which is called KNDR. It can project the data onto a set of ‘useful’ features and preserve the structure of labeled and unlabeled data as well as the constraints defined in the embedded spaces, under which the projections of the data can be effectively partitioned from each other.

Multi-feature index tree (MFI-Tree), a new indexing structure, is proposed to index multiple high-dimensional features of video data for video retrieval through example in the paper “MFI-Tree: An effective multi-feature index structure for weighted query application” by Yunfeng He and Junqing Yu. The MFI-Tree employs a tree structure which is beneficial for the browsing application, and retrieves the last level cluster nodes in retrieval application to improve performance. Aggressive decided distance for kNN (ADD-kNN) search algorithm is designed because it can effectively reduce the distance to prune the search space.

According to the different requests of the Web and the heterogeneity of Web servers, Zhang Lin, Li Xiao-Ping and Su Yuan in their paper “A Content-based dynamic load-balancing algorithm for heterogeneous Web server cluster” present a content-based load-balancing algorithm. The mechanism of this algorithm is that a corresponding request is allocated to the server with the lowest load according to the degree of effects on the server and a combination of load state of the server. Furthermore, the algorithm applies a method of random distributing base-probability to assign each request to an appropriate server in terms of their weight.

Increased attention has been given to blind source separation in signal processing, which aims to recover independent sources from their linear instantaneous mixtures without resorting to any prior knowledge. In the paper “Blind separation using second order statistics for non-stationary signals”, Jun Du, Ju Liu, Shengju Sang and Jun Wang propose a new simple BSS technique that exploits second order statistics for non-stationary sources. They use the algebraic structure of the signal model and the subspace structures in order to efficiently recover sources with interference of noise.
Jianfeng Liu, Zhigeng Pan and Xiangcheng Li in their paper “An Accelerometer-Based Gesture Recognition Algorithm and its Application for 3D Interaction” propose an accelerometer-based gesture recognition algorithm. Raw data output by accelerometer should be quantized, and then trained and recognized by discrete Hidden Markov Model. Based on this, they treat gesture as a method of human-computer interaction and use it in 3D interaction subsystem in VR system named VDOM by following steps: establish Gesture-Semantic Map, train standard gestures, finally do recognition.

As a video coding standard, H.264 achieves high compress rate while keeping good fidelity. Haitao Wei, Junqing Yu, and Jiang Li in their paper “The design and evaluation of hierarchical multi-level parallelisms for H.264 encoder on multi-core architecture” propose a hierarchical multi-level parallelisms (HMLP) framework for the H.264 encoder which integrates four level parallelisms – frame-level, slice-level, macroblock-level and data-level – into one implementation. According to the analysis of coding performance on each level parallelism, they propose a method to combine different parallel levels to attain a good compromise between high speedup and low bit-rate.

Ding Ying, Li Wen-Hui, Fan Jing-Tao and Yang Hua-Min present a novel method to robustly and efficiently detect moving objects, even under complex backgrounds, such as those consisting of illumination changes, long shadows, etc. in “Robust moving object detection under complex background”. They integrate the local binary pattern texture measure to extend the moving object detection work for light illumination changing, then introduce HSI color space measure for removing shadows for the background subtraction. Moreover, a novel fuzzy approach using the Choquet integral improves detection accuracy.

Since classification error accumulation in hierarchical methods impacts classification accuracy, in the paper “A novel hierarchical speech emotion recognition method based on improved DDAGSVM”, Qi-Rong Mao and Yong-Zhao Zhan propose a novel hierarchical method based on improved decision directed acyclic graph SVM for speech emotion recognition. The improved DDAGSVM is constructed according to the confusion degrees of emotion pairs. In addition, a geodesic distance-based testing algorithm is proposed for the improved DDAGSVM to give the differently distinguished test samples many decision chances.

Diagnosis strategy is a testing sequence of fault detection and isolation. For the distribution of electronic equipment, Wang Hongxia, Ye Xiaohui and Wang Liang in their paper “Research on optimizing the fault diagnosis strategy of complex electronic equipments” put forward a feasible engineering maintenance method based on the questions of test point selection and diagnosis strategy.
Xiaopeng Wei, Xiaoyong Fang, Qiang Zhang and Dongsheng Zhou propose a new method for matching two 3D point sets of identical cardinality with global similarity but local non-rigid deformations and distribution errors in their paper “3D point pattern matching based on spatial geometric flexibility”. To establish one-to-one identification, they introduce a forward 3D point pattern matching (PPM) method based on spatial geometric flexibility, which considers a non-rigid deformation between the two point-sets.

I would like to give my great thanks to the reviewers for their helpful comments and all of the authors for their contributions, efforts and enthusiasm. Thanks are also due to the ComSIS Consortium, and especially to the Editor-in-Chief of ComSIS, Mirjana Ivanović and other staff in the Editorial Office for their advice and help in making this special issue possible.
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Abstract. In Photometric stereo, the existence of specularities hampers to recover the normal map. To deal with this common reflective phenomenon, we introduce a novel representation for specular reflection with a set of specular basis functions with different roughness values. This representation is suitable for any intensively or weakly specular object, and is introduced into the photometric stereo algorithm to recover both the surface shape and its reflectance properties. The reconstructed shapes and re-rendered images validate the proposed algorithm.

Keywords: Photometric Stereo, Specular Reflection, Surface Reconstruction.

1. Introduction

Photometric stereo is an important research field in computer vision, which is used to recover the shape of a static object under varying illuminations. Its first application was proposed by Woodham \cite{1} in 1980’s. The underlying principle is very simple: the normal at a surface point can be deduced from its intensity values caused by illuminations from different directions. The surface reflection is assumed to coincide with Lambertian diffuse model and the light source to be parallel. Obviously, pixel intensities are dependent on unknown surface orientations and known lighting directions. The photometric algorithm has three advantages: (1) no surface smoothness is assumed; (2) only multiple light sources are needed when implemented; (3) diffuse parameters can also be obtained. Due to these benefits, photometric stereo is widely used to reconstruct surface shape.

In traditional photometric stereo algorithms, ideal imaging conditions are generally assumed, i.e., Lambertian surface, distant light sources and orthographic camera projection. These constraints, especially the first, limit
the practical use of photometric stereo. The specularities exhibited by most
real world objects violate the linear relationship between the pixel intensities
and the normals, therefore make the solution deviate from the ground truth.
The method coping with specular reflection can be classified into two
categories. The first one is to identify and remove specularities using image-
base techniques, while in the other group, specular pixels are directly used in
analytic or discrete BRDF models. Due to the close coupling of surface shape
and its reflectance properties, they are generally worked out simultaneously.

In this paper, an extended photometric stereo algorithm is proposed to
recover the shape of a surfaces with specularities, and moreover, to recover
its reflectance properties, thus falling into the second category dealing with
specular reflection. The distinct feature of this method (also the main
contribution of this paper) is to represent any possible specular reflection as a
linear combination of a set of specular terms with preset roughness values.
The actual specular reflection is projected onto such group of specular basis
functions, and the resulting coefficients can be considered to represent the
surface reflectance properties. Thus, all diffuse and specular pixels are
utilized to recover both the shape and reflectance properties.

2. Previous Works

There are a lot of works to handle specular reflection in photometric stereo.
Ikeuchi [2] first applied photometric stereo to specular surfaces. He used
three extended light sources and then the reflectance maps for each source
in the form of lookup tables. Nayar et al [3] used evenly distributed extended
light source to identify accurately the diffuse and specular reflection, and used
a so-called “photometric sampling” technique to calculate the surface
orientation as well as the component of two kind of reflection. Kay and Caelli
properties, and introduced the simulated annealing algorithm into photometric
stereo to simultaneously recover the normal map and the roughness
parameter. Georghiades [6] used Torrance-Sparrow model to eliminate the
ambiguity inherent in uncalibrated photometric stereo for diffuse objects. He
established a complicated objective function incorporating all unknowns
(reflection coefficients, surface normals, as well as light source intensities and
positions). These unknowns are solved by an iterative non-linear optimization
process. Shen et al [7] firstly recovered the specular reflectance parameters
of the surfaces by a novel optimization procedure, then these parameters are
used to estimate the diffuse reflectance and surface normal for each point.
Chung and Jia [8] used the Ward model [9] to represent the reflectance
properties, and calculated for shadow points their normals and BRDF
parameters by using cast shadow information. These parameters are then
taken into the Ward model for robustly estimating other points’ normals and
parameters using an iterative optimization.
Different from the aforementioned methods using analytic BRDF models, other works employed discrete, or data-driven models to replace non-linear BRDFs. Hertzmann and Seitz [10] proposed a smart and practical example-based solution to express reflectance properties, i.e., a purely diffuse ball and a snooker ball to respectively represent the diffuse and specular reflection. In order to calculate the normal at a surface point, all possible points on the two reference balls are searched to approximate its intensity using the linear combination of the two reference points’ intensities in least square sense. It is essentially a finite search on reference spheres, and no requirement for geometric and radiometric calibration for the camera and the light sources is its merit.

Alldrin et al [11] firstly analyzed the property of isotropic BRDF models, then express it as a bivariate discrete function in a closed form. After assuming that object materials are made of several “fundamental” materials, they constituted an iterative scheme to simultaneously solve the discrete BRDF, the material weight map and surface normals. Comparing Hertzmann and Alldrin’s works, we can find they are similar in spirit to each other, i.e., the idea of “finite fundamental materials” to represent any actual materials.

On the one hand, the existence of specularities makes shape recovery involved in time-consuming non-linear optimization; on the other hand, specularities strongly imply the symmetry between the light direction and view direction with respect to surface normals. Chen et al [12] proposed a photometric algorithm only using specularities. They firstly used the intensity histogram from multiple video frames to judge specular pixels, then computed the normals by using the calculated light position corresponding to that frame resulting in specular pixels. Because specularities are high frequency components in an image, a larger number of images are needed to judge their existence. To exceed this limitation, Francken et al [13] used a LCD monitor displaying binary black-white strip pattern as an array of light sources, instead of single point light source in Chen’s work. Usage of such kind of coded light actually increases the light sampling rate, as a result, the required images are cut down.

In the remainder of this paper, we will describe and implement our extended photometric stereo algorithm, which belongs to the discrete-BRDF-model class. Our method is close in principle to Hertzmann’s [10] and Alldrin’s [11]. In comparison with the former, we used virtual reference objects (instead of actual ones), and express any specular reflection using a few fixed specular basis functions, therefore breaking the constraint that uses reference objects of nearly same specular appearance as the test objects. Compared to the latter, we estimate only surface normals and reflectance coefficients (incorporating their reflectance coefficients and material weight map), while ignoring the roughness estimation because fundamental materials is fixed in advance.

Our algorithm is outlined as follows:

1. Render images of virtual reference spheres corresponding to selected specular basis functions;
For each test object point, carry out a search on the reference spheres to approximate its intensity using reference sphere points’ intensities in least square sense. The resulting normal and diffuse parameters are considered as accurate;

Cluster surface materials in terms of estimated diffuse parameters;

For each class of material, compute its specular coefficients according to an overdetermined linear equation system with inequation constraints while keeping each point’s diffuse parameter fixed.

Render target objects’ images under any illuminations and viewpoints.

The following assumptions are made: (1) isotropic reflection; (2) orthographic camera projection; (3) a single distant light source. The geometrical calibration of the light source (i.e., computing its directions) is needed, but the radiometric calibration (i.e., computing its absolute intensity) is not.

3. Principle

To express complex appearance of real world objects, Hertzmann and Seitz [10] suggest that all materials could be represent as a linear combination of a few fundamental materials. The mathematical expression is as follows:

\[ I_p(L) = \sum_j \lambda_{j,p} f_j(n_p, v, L) \]  

Here, \( I_p \) represents the point \( p \)'s pixel value, while its parameters \( L \) denotes the light directions. \( f_j(n_p, v, L) \) is the reflectance model for the \( j \)th material (whose core is BRDF). Its parameter \( n_p \) and \( v \) are respectively the point \( p \)'s normal and the view direction. \( \lambda_{j,p} \) represents the weight coefficient of the \( j \)th material. In the context of photometric stereo, \( L \) denotes different light directions, therefore \( I_p \) and \( f_j \) are all vectorial functions. If we see all \( f_j \) as independent basis functions, the pixel intensity is accordingly the consequence of their linear combination.

How to choose the basis functions \( \{ f_j \} \)? We start from the Ward BRDF mode [9] which comprises a diffuse and a specular term:

\[ \frac{BRDF_{\text{ward}}(n_p, v, l)}{\pi} = BRDF_{\text{ward}}(\theta_i, \theta_o, \sigma) = \frac{\rho_d}{\pi} + \frac{\rho_s}{\cos \theta_i \cos \theta_o} \exp\left[-\tan^2 \sigma / \beta^2\right] \]  

The parameters in Ward model are classified into two groups. The first group includes geometrical parameters \( \theta_i, \theta_o \) and \( \sigma \), denoting respectively the angle between \( l \) (incident direction) and \( n_p \), \( v \) and \( n_p \), as well as the angle between the halfway vector \( h \) and \( n_p \) (Fig. 1). The second group contains reflectance parameters \( \rho_d, \rho_s \) and \( \beta \), representing respectively the diffuse and specular coefficient, as well as the roughness.
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Fig. 1. Geometrical parameters in Ward BRDF

Taking into account the attenuation factor, the reflectance function $f$ can be expressed as follows by means of the Ward model:

$$f(n_p,v,l) = f(\theta_s,\theta_r,\sigma) = \frac{L_0}{r} \cos \theta_s \cos \theta_r \cos \beta_s \cos \beta_r$$

Here, $L_0$ is the absolute light intensity, and $r$ is the distance of target object from the light source. Because the parallel light is assumed, $r$ can be thought of as a constant. Let $\alpha_d = L_0 \rho_d / (r^2 \pi)$, $\alpha_s = L_0 \rho_s / r^2$, $f$ is then expanded as:

$$f(\theta_s,\theta_r,\sigma) = \alpha_d \cos \theta_r + \alpha_s \frac{\cos \theta_r \exp[-\tan^2 \sigma / \beta^2]}{4\pi\beta^2}$$

where the diffuse coefficient $\rho_d$ and the specular coefficient $\rho_s$ are replaced with $\alpha_d$ and $\alpha_s$ respectively, up to a factor $L_0 / (r^2 \pi)$ and $L_0 / r^2$. For the specular term in formula (4), let

$$G(\sigma,\beta) = \frac{\exp[-\tan^2 \sigma / \beta^2]}{4\pi\beta^2}$$

$$e(\theta_s,\theta_r) = \frac{\cos \theta_r}{\cos \theta_s}$$

and approximate $G(\sigma,\beta)$ with the linear combination of several Gaussians in the same form:

$$G(\sigma,\beta) = \sum_{j=1}^{\infty} \omega_j G(\sigma,\beta_j)$$

then substitute (6) and (7) into (4), we get

$$f(\theta_s,\theta_r,\sigma) = \alpha_d \cos \theta_r + \sum_{j=1}^{\infty} \omega_j e(\theta_s,\theta_r) G(\sigma,\beta_j)$$

From the above equation, we can see the reflectance function with a Ward model is transformed into a linear combination of a diffuse term and several specular terms with varying roughness. Comparing equation (8) and (1), we
can also find that they are equivalent in essence to each other (let \( \lambda_{\alpha, \lambda} = \alpha \), \( f_i(n_p, v, L) = \cos \theta_i \), at the same time let \( \lambda_{\alpha, \lambda} = \alpha \), \( f_i(n_p, v, L) = \cos \theta_i \)). In other words, all materials on target objects have been represented as a linear combination of a diffuse material and several “pure” specular materials.

Multiple specular materials differ only in their roughness values. In practice, we use \( B = \{ \beta_j \} = \{0.800, 0.640, 0.512, 0.410, 0.328, 0.262, 0.210, 0.168, 0.134, 0.107, 0.086, 0.069\} \) to cover any possible roughness. The following figure exhibits the appearances of spheres composed of these specular materials illuminated in a specified light direction (these spheres is called Virtual Reference Spheres, VRS):

Fig. 2. Twelve rendered specular spheres illuminated in the light direction \([0.4082, 0.4082, -0.8165]^T\). Their roughness correspond the preset roughness collection \( \{ \beta_j \} \).

The following two figures demonstrate that the Gaussian function \( G(\sigma, \beta) \) can be approximated by a collection of other Gaussian functions with various roughness values:

Fig. 3. Left: four Gaussian functions used as basis functions. \( \tan(\sigma) \) is used as the independent variable (see formula (5)) Right: the Gaussian function with roughness equal to 0.3000 is approximated by other four Gaussian functions. Their coefficients \( \omega_1, \omega_2, \omega_3 \) and \( \omega_4 \) are respectively 0.0003, 0.4843, 0.5768 and 0.0002.
3.1. Recovering the shape and diffuse parameter

After completing the representation for material appearances, estimating the normal per point becomes a search process on all virtual reference spheres. It is detailed as follows:

(1) Calculate all light directions \( \mathbf{L} = \{ \mathbf{l}_k \} \) in terms of the specular peak on a shiny steel ball in all test objects images;

(2) Render the image of the diffuse sphere \( f(n, \nu, l_k) \), and all images of specular spheres \( \{ f(n, \nu, l_j) \}, j = 2, 3, \ldots \) according to \( \mathbf{L} \). The light intensity \( L_0 \) is a preset positive integer (we use 500 in this paper);

(3) Take an object point \( \mathbf{p} \);

(4) Search all points on reference spheres for \( \mathbf{n}_p \) and \( \{ \lambda_j, \rho \} \), which minimizes the following objective function:

\[
\sum_{j=1}^n f_j(L) - \sum_{j=1}^n \lambda_j, \rho f_j(n_p, \nu, L) \]

For color images, equation (9) is actually the quantity accumulated on RGB channel. Also, \( \lambda_j, \rho \) is a RGB vector denoting three reflectance coefficients on color channels. The resulting \( \mathbf{n}_p \) and \( \lambda_p, \rho \) are respectively the accurate normal and the diffuse parameter, while the specular parameters are ambiguous. In implementation, we discarded several smallest pixel values for each point to deal with its potential shading (attached shadow or cast shadow);

(5) Repeat step (3)-(4), until all object points have been processed;

(6) Integrate the resulting normal field to construct the triangular mesh.

Executing step (4) is equivalent to solving an overdetermined linear equation system, fulfilled by a matrix pseudo-inverse operation. The resulting \( \mathbf{n}_p \) and \( \lambda_p, \rho \) are credible, while \( \{ \lambda_j, \rho, j = 2, 3, \ldots \} \) might be not because for quite a few of points they could not exhibit specular highlights at all under all illumination directions.

3.2. Estimating the specular parameters

In order to estimate specular coefficients reliably, we have made the following assumption (which is not an unreasonable one): points with the same or close diffuse coefficient are thought of as possessing the same material, therefore belonging to a same material category. Thus, estimation of specular parameters for each point evolves to that for each category of material. The diffuse parameter estimated before is naturally chosen as the evidence for clustering materials. In our experiments, the number of categories is predefined by observation, then a K-means algorithm is applied to all object points in terms of their diffuse parameter \( \lambda_p \).
For each category \(m\), solve its specular coefficients \(\{\lambda_j, j=2,3,\ldots\}\) by minimizing the following objective function while holding the diffuse parameter \(\lambda_i\) for each point:

\[
\sum_{\forall \text{pixel } p \text{ in class } s} \left\| f_i(L) - \sum_{j=1}^{\lambda_i} \lambda_j f_j(n_p, v, L) \right\| \quad \text{s.t. } \sum_{j=1}^{\lambda_i} \lambda_j f_j(n_p, v, L) \geq 255, \forall I_p(l_i) = 255
\]

The additional constraint in function (10) is used to simulate the saturation effect of a digital camera, i.e. the pixel value will be truncated to a maximum (usually 255) when exposure on that CCD cell location is beyond a physical threshold. The above optimization is actually a linear least square problem with inequation constraints. When implemented, the \texttt{lsqlin} function of Matlab is used.

4. Experimental Results

We have tested our algorithm on five real objects, named respectively as Bear, Horse, Rabbit, Heart and Peanut. The light source is a hand-held torch, illuminating these objects from 15-19 directions, and the same number of images was captured by a Canon EOS 5D digital camera. This camera was fixed on a tripod with its optic axis being roughly perpendicular to the base plane of the test objects. The capture was accomplished by an accessory remote-control switch attached to the camera, and the images were uploaded onto a computer connected to the camera via a USB line. The test objects were separated from the background by using edge detection, then were applied the algorithm depicted in section 2. Finally we obtained their surface shapes and reflectance parameters.

The recovering algorithm was written in Matlab code, exporting resultant triangular meshes with reflection parameters for each vertex, which were then imported into a rendering program written in Visual C++ 6.0 and OpenGL 1.2 for display.

Among the five test objects, all but Peanut have specular reflection. From these experimental results, we can see objects shapes are well recovered, and the rendered images are perceptually similar to those original ones, which validate the recovered reflectance parameters (see Fig. 4 and Table 1).

Table 1. The recovering time and relative mean error for five test objects. The relative mean error refers to intensity differences between original and rendered pixels

<table>
<thead>
<tr>
<th>Object name</th>
<th>Bear</th>
<th>Horse</th>
<th>Rabbit</th>
<th>Heart</th>
<th>Peanut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recovering time (min.)</td>
<td>45</td>
<td>29</td>
<td>24</td>
<td>17</td>
<td>23</td>
</tr>
<tr>
<td>Relative mean error</td>
<td>8.84%</td>
<td>8.02%</td>
<td>4.21%</td>
<td>7.53%</td>
<td>5.29%</td>
</tr>
</tbody>
</table>
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Fig. 4. (a) original test objects images (b) recovered normal maps, the x, y and z component of a normal are respectively encoded in RGB channels (c) reconstructed triangular meshes (d) images rendered according to the recovered shapes and reflection parameters, visually resembling those original ones

We also give rendered images of some objects under novel viewpoints. Because both their shapes and reflectance properties are in hand, the visual appearances under novel viewpoints and light directions can be predicted.
5. Conclusion

In this paper we proposed an extended photometric stereo algorithm for recover both shape and reflectance properties of a specular object without any removal of specularities. In terms of the recovered shape and reflectance parameters, the realistic rendering can be achieved. This algorithm can handle any isotropic reflection, no matter it contains intensively or weakly specular highlight. Slow computation is its main drawback, therefore our future work is to determine the roughness range using a Laplacian-based technique, and further, to reduce the number of basis functions.
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Extracting PCB components based on color distribution of highlight areas
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Abstract. This paper investigates methodologies for locating and identifying the components on a printed circuit board (PCB) used for surface mount device inspection. The proposed scheme consists of two stages: solder joint extraction and protective coating extraction. Solder joints are extracted by first detecting all the highlight areas, and then recognizing and removing the invalid highlight areas which are mainly markings and via-holes. We sum up three color distribution features. And the invalid highlight areas are recognized and removed by comparing the features of the target objects and the reference objects. The sequence of color distribution as a new clue has been applied to clustering solder joints. Each protective coating is extracted by the positions of the clustered solder joints. Experimental results show that the proposed method can extract most of components effectively.

Keywords: machine vision, component extraction, solder joints, protective coatings.

1. Introduction

With the fast development of surface mounting technology, the need for automatic inspection has been ever increasing. A portion of PCB surface defect inspection involves inspecting the solder joints on the PCB and many different inspection approaches have been developed (Teoh et al. [13], Bartlet et al. [1], Kim et al. [6] [7]). Because of the complexity of the board surface, the identification of solder joint locations is relatively difficult. Loh et al [3] use a slant map to extract the shape information of a solder joint, which is based on the slant angle of the solder joint surface. But to their approach, there exist a number of factors that can affect the solder joint shape, including the gravity, the solder ability of the solder pad and so on. For these reasons, their approach is limited. The histogram based methods are used extensively to extracting solder joints. Kim et al. [7] take three frames of images which are sequentially captured as three layers of LEDs and turned on, one after another. From these images, soldered regions are segmented by using x/y
projection and thresholding. This approach just works for the local areas where solder joints are concentrated. Wu and Wang [4] present an efficient approach for PCB components detection. The suggested method is based on multiple template matching and a modified species based particle swarm optimization (SPSO) with three specific acceleration strategies. This kind of approach has a high degree of accuracy for a specified object. But it needs to sample lots of templates for a complex PCB, which has many different components.

This paper explores automated object-recognition techniques for extracting multiple objects (e.g. IC, chip resistor, transistor, diode and etc.) in a PCB image. From the perspective of PCB image, a typical chip component consists of protective coating, markings and solder joints. The proposed approach detects solder joints based on their specular attribute and determines specular interval of gray levels by multilevel thresholding algorithm. The markings, via-holes and other invalid specular areas are recognized and removed by comparing color distribution features of them with those of reference object in \((u', v')\) chromaticity coordinates. The sequence of color distribution as a new clue has been applied to clustering solder joints. Each protective coating is extracted by the positions of the clustered solder joints. According to the experimental results, the developed algorithm can effectively recognize most of components without any restrictions.

2. Illuminant System

We capture images by PCB inspection device VT-RNS (Omron Corp.). Three layers of ring-shaped LEDs with the different illumination angles and input camera are controlled by the host computer. The illumination design is similar to the equipment that is used for Kim and Cho [6]. We acquire an image when all LEDs are turned on in order to get specular areas of solder joints as many as possible. Fig.1 (a) shows a typical chip component. From the perspective of PCB image, it consists of a protective coating, multiple markings and more than two solder joints. Fig.1 (b) shows the projected image under illuminant system. The highlight area of solder joints shows up as the 2D projection of R, B and G three LEDs, and the color distribution of highlight area shows regularity. The proposed algorithm consists of two parts: One is to extract

![Fig. 1. A typical component. (a) component structure; (b) image of the component under tree layers of ring shaped LEDs illuminant system.](image-url)
solder joints. That is, to locate solder joints and to evaluate their ranges (see red rectangles in Fig.1 (b)). This is discussed in section 3. Another is to extract protective coatings. That is, to locate protective coatings and to evaluate their ranges (see a yellow rectangle in Fig.1 (b)). This is discussed in section 4.

3. Extracting solder joints

In general, the algorithm of extracting solder joints is divided into two stages: one is to detect all highlight areas; another is to recognize and remove invalid highlight parts based on the color distribution features. Then the remained highlight areas only contain solder joints. In Sect.3.1, the specular detection algorithm is presented. In Sect.3.2, GMM based color distribution feature extraction and comparison approach is introduced. The implement details of extracting solder joints are described in Sect.3.3.

3.1. Specular detection

Many specular detection methods have been introduced in the past decade, such as [7][8][11][12]. Yen et al. [14] have proposed a new criterion for multilevel thresholding. We present a novel approach based on automatic multilevel thresholding for detecting specularity. Implementation details are described as follows: (1) Image preprocess. Decrease brightness and sharpen the contrast of input image by

\[ p' = [(p + (b + 100) \cdot 1.27) - 127] \cdot [(c + 100) \cdot 0.01] + 127 \] (1)
where \( p \) is an original pixel; brightness coefficient \( b \in (-100, 100) \) and contrast coefficient \( c \in [0, 100] \). This operation is favorable for minimizing disturbance from background and makes the specular areas more obvious. (2) Convert color space from RGB to CMYK. CMYK produces a lower level of color details than RGB does. This helps to decrease the discontinuity of specular areas. (3) Construct the histogram of K channel and evaluate the specularity interval by automatic multilevel thresholding approach[14]. By minimizing the cost function, the classification number that the gray-levels of K channel should be classified and the threshold values can be determined automatically. The last classification belongs to specularity. We select two typical PCB images \( I_a \) and \( I_b \) to illustrate the experiment results. Fig.2 (a1) and (a2) show specular detection results of \( I_a \) and \( I_b \) respectively.

3.2. GMM based color distribution features extraction and comparison

Color cues have been shown to offer several significant advantages for certain tasks in visual perception, such as [5][9]. The proposed approach also takes color as a cue for recognizing the specified components based on Gaussian Mixture Model (GMM). A framework is developed for recognizing the target objects according to the following procedures: First, project all highlight pixels into \( U'V' \) space and model the color distribution of them by GMM. And then, sample several reference objects and all target objects, and extract their color distribution features. Finally, recognize the target object with a comparison between features of the target object and features of some reference objects.

3.2.1. Modeling color distribution of highlight pixels in \( U'V' \) space

In order to keep color constant, first, we convert all recognized highlight pixels into LUV space, and then project them into \( (u', v') \) chromaticity coordinates with the following transformation

\[
u' = u / (13l) + u'_w, \quad v' = v / (13l) + v'_w
\]

where \( l, u, v \) are LUV channels; the quantities \( u'_w \) and \( v'_w \) are the \( (u', v') \) chromaticity coordinates of a specified white point. In our case, we set \( u'_w = 0.200331 \) and \( v'_w = 0.474959 \) with standard illuminant C.

Fig.3 (a) shows the visible gamut in \( (u', v') \) perceptually uniform coordinates. The color distribution is modeled based on GMM. First, all highlight pixels are classified into three areas \( A_b, A_g \) and \( A_s \). In Fig.3 (a), three black lines segment \( (u', v') \) space into above three areas. Each highlight pixel is assigned to the specified area according to the following rule.
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\[
\alpha = \arctan\left(\frac{v' - v}{|u' - u'|}\right) \cdot \frac{180}{\pi}, P_i \in A_\alpha, \alpha \leq 89' \cup \alpha \geq 304' \\
A_\alpha, \alpha \in (89',192')
\]

where \(v_{\text{max}}\) is the maximum value of coordinate axis \(v'\); chromaticity coordinates \((u',v')\) and \((u''',v''')\) locate highlight pixel \(P_i\) and white point \(P_w\) respectively; Angle \(\alpha\) between vector \(P_wP_i\) and horizontal line (see Fig.3 (a)).

Fig.3 (b1) and (b2) show color distributions of \(I_a\) and \(I_b\).

**Fig. 3.** Color distributions. (a) CIE 1976 uniform chromaticity scale diagram. (b1) and (b2) are color distributions in chromaticity coordinates of \(I_a\) and \(I_b\) respectively; (c1) and (c2) are evaluated Gaussian mixture distributions with five mixtures of \(I_a\) and \(I_b\) respectively. Each kind of color represents a mixture.

After that, color distribution of each area is modeled by Gaussian mixture distribution. The EM (Expectation-Maximization) algorithm estimates the parameters of the multivariate probability density function in a form of the Gaussian mixture distribution with a specified number of mixtures (Bishop [2] and Render [10]). Consider the set of the feature vector \(\{x_1,x_2,\ldots,x_n\} : n\) vectors from d-dimensional Euclidean space drawn from a Gaussian mixture

\[
\rho(x|\alpha_i,S_i,\pi_i) = \sum_{k=1}^{m} \pi_k p_k(x) \cdot \pi_i \geq 0, \sum_{i=1}^{n} \pi_i = 1
\]

\[
\rho_i(x) = \phi(x|\alpha_i,S_i) = \frac{1}{(2\pi)^{d/2}|S_i|^{1/2}} e^{-\frac{1}{2} (x-\alpha_i)^T S_i^{-1} (x-\alpha_i)}
\]

where \(m\) is the number of mixtures; \(\rho_i\) is the normal distribution density with the mean \(\alpha_i\) and covariance matrix \(S_i\); and \(\pi_i\) is the weight of the \(kth\) mixture. Given the number of mixtures \(m\) and the samples \(\{x_1,x_2,\ldots,x_n\}\) the algorithm finds the maximum-likelihood estimates (MLE) of the all the mixture parameters, i.e., \(\alpha_i, S_i, \text{ and } \pi_i\). Corresponding to pixels within \(A_\alpha, \alpha_i\), and \(A_\beta\), three groups of GMM parameters, \(\{a_{\alpha},S_{\alpha},\pi_{\alpha}\}, \{a_{\beta},S_{\beta},\pi_{\beta}\}\) and \(\{a_{\gamma},S_{\gamma},\pi_{\gamma}\}\) are evaluated for modeling color distribution of all highlight
pixels. For simplicity, the GMM parameters are denoted as \( \{a_{cker}, S_{cker}, \pi_{cker}\}, c \in \{r, g, b\}\). Fig.3 (c1) and (c2) show the modeling results of \( I_a \) and \( I_b \) respectively with \( m = 5 \).

### 3.2.2. Extracting distribution features of the specified object

Three color distribution features of each specified object are evaluated:

1. Mean distribution probability of each mixture. A \( 3 \times m \) matrix \( M_{prob} \) is defined to store \( 3m \) mean probabilities, and \( M_{prob}(i, j) \) denotes the mean probability of \( j \)th mixture in \( i \)th area.

2. Mean distance between pixels in each mixture and white point. A \( 3 \times m \) matrix \( M_{dist} \) is defined to store \( 3m \) mean distances, and \( M_{dist}(i, j) \) denotes the mean distance of \( j \)th mixture and in \( i \)th area.

3. The ratios of pixel number of three areas. A vector \( V_{ratio} \) is defined to store three ratios, and \( V_{ratio}(i) \) denotes the ratio of pixel number of \( i \)th area.

Some terms are used to describe the steps of evaluating color distribution features, they are defined as follows: \( \psi_{tar} \) and \( \psi_{ref} \) denote the color distributions of the target object and the reference object respectively; \( A_c \) denotes the area and \( c \in \{r, g, b\} \); \( r_{ci} \) denotes the \( i \)th mixture in \( c \); \( N_{ci} \) records pixel number of the \( i \)th mixture and in \( c \); \( \rho_{ci} \) denotes the normal distribution density of pixel \( kP \) in the \( i \)th mixture and in \( c \); \( d_k \) denotes the distance between \( kP \) and white point.

Suppose that there are \( n \) highlight pixels \( P = \{P_1, P_2, \ldots, P_n\} \) in an object. In order to evaluate three features, first, the \( 3 \times m \) matrix \( M_{dist} \), \( M_{prob} \) and a vector \( V_{ratio} \) are initialized as zero. And then, \( P_k \) is assigned to the specified area \( A_c \) by (3). For each pixel \( P_k \), computes its \( m \) probabilities \( \rho_{ci}(c, i) \) by (5) with evaluated parameters \( \{a_{cker}, S_{cker}, \pi_{cker}\}, i \in [1, m] \) and computes its distance \( d_k \). Finally, mean probabilities, mean distances and pixel number ratio are evaluated by:

\[
N_c = \sum_{i=1}^{m} N(c, i), c \in \{r, g, b\}, i \in [1, m]
\]

For all \( P_k \), and \( P_k \) within \( A_c \), \( M_{prob}(c, i) = \frac{\sum_{i=1}^{N(c,i)} \rho_{ci}(c, i)}{N_c} \)

(6)

For all \( P_k \), and \( P_k \) within \( r_{ci} \), \( M_{dist}(c, i) = \frac{\sum_{k=1}^{d_k} d_k}{N(c, i)} \)

\( V_{ratio}(c) = \frac{N_c}{n} \)
To summarize, we express differences between the color distributions of two objects in three levels. \( V_{\text{ratio}} \) describes the difference between areas, \( M_{\text{dist}} \) describes the difference between mixtures and \( M_{\text{prob}} \) describes the difference within single mixture. Only by working together, three features can effectively describe the color distribution. It’s likely to causing ambiguity just relying on one or two of features.

### 3.2.3. Recognizing the target object by feature comparison

In order to determine whether \( \psi_{\text{ref}} \) and \( \psi_{\text{tar}} \) are of the same type, there are three cases are considered: (1) \( \psi_{\text{tar}} \) and \( \psi_{\text{ref}} \) share the same mixtures; (2) All pixels of \( \psi_{\text{tar}} \) within the subset of the mixtures of \( \psi_{\text{ref}} \); (3) Some pixels of \( \psi_{\text{tar}} \) are outside the mixtures of \( \psi_{\text{ref}} \). The relative difference on mean distribution probability is evaluated according to formula

In case 1 and 2: if \( M_{\text{dist}}'(c,i) > 0 \),

\[
f_{\text{prob}}(c,i) = \frac{M_{\text{prob}}(c,i) - M_{\text{prob}}'(c,i)}{f_{\text{non_zero}}(M_{\text{prob}}(c,i), M_{\text{prob}}'(c,i))}
\]

In case 3: if \( M_{\text{dist}}'(c,i) = 0 \) and \( M_{\text{dist}}(c,i) > 0 \),

\[
f_{\text{prob}}(c,i) = \frac{M_{\text{prob}}(c,i) - M_{\text{prob}}'(c,i)}{f_{\text{non_zero}}(M_{\text{prob}}(c,i), M_{\text{prob}}'(c,i))} \cdot \mu , \mu > 1.0,
\]

\[
\lambda_{\text{prob}}(c) = \frac{\sum_{i=1}^{c} f_{\text{prob}}(c,i)}{m}
\]

where \( M_{\text{prob}}', M_{\text{dist}}' \) and \( V_{\text{ratio}}' \) are features of \( \psi_{\text{ref}} \), \( M_{\text{prob}}', M_{\text{dist}}' \) and \( V_{\text{ratio}}' \) are features of \( \psi_{\text{ref}} \); and \( \lambda_{\text{prob}}(c) \) denotes the relative difference on mean distribution probability in \( \Lambda_{\psi} \); function \( f_{\text{non_zero}} \) is used to select a nonzero variable; function \( f_{\text{prob}}(c,i) \) denotes a relative difference on mean distribution probability of the \( i \)th mixture and in \( \Lambda_{\psi} \). In general, we sample multiple reference objects simultaneously in order to maintain stability of reference features. It might lead to the distribution scope of \( \psi_{\text{tar}} \) that is less than or equal to the scope of \( \psi_{\text{ref}} \). So case 1 and case 2 are considered normal, but there is a huge variation between \( \psi_{\text{tar}} \) and \( \psi_{\text{ref}} \) in case 3. In order to show this variation, a penalty \( \mu \) is attached to enlarge the relative differences. After that, the relative differences on mean distances is evaluated in three areas according to formula

\[
\lambda_{\text{dist}}(c) = \frac{\sum_{i=1}^{c} \left| M_{\text{dist}}(c,i) - M_{\text{dist}}'(c,i) \right|}{f_{\text{non_zero}}(M_{\text{dist}}(c,i), M_{\text{dist}}'(c,i))} / m
\]

where \( \lambda_{\text{dist}}(c) \) denotes the relative difference on mean distance in \( \Lambda_{\psi} \). Finally, evaluate the total difference of three features between \( \psi_{\text{ref}} \) and \( \psi_{\text{tar}} \) by
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\[ f_{\text{ratio}}(c) = \frac{V'_{\text{ratio}}(c) - V_{\text{ratio}}(c)}{\sum_{c=1}^{C} (V'_{\text{ratio}}(c) - V_{\text{ratio}}(c))}, \quad \lambda = \sum_{c=1}^{C} (\alpha \cdot \lambda_{\text{prob}}(c) + (1 - \alpha) \cdot \lambda_{\text{dis}}(c)) \cdot f_{\text{ratio}}(c) \]  \hspace{1cm} (9)

where \( f_{\text{ratio}}(c) \) denotes a relative difference on ratio of pixel number in channel \( c \), \( \lambda \) denotes total difference, coefficient \( \alpha \) is used to adjust the ratio between difference of mean probability distribution and difference of mean distance, and \( \alpha \in [0, 1] \). Usually, we set \( \alpha = 0.6 \) . If \( \lambda < 0.5 \), then \( \psi_{\text{ref}} \) and \( \psi_{\text{tar}} \) are of the same type.

3.3. Implement details of extracting solder joints

Fig. 4. Recognize and remove results of PCB images \( I_a \) and \( I_b \). (a1) and (a2) show the results after removing the markings and merging the remaining clusters; (b1) and (b2) show the results after removing via-holes.

The five steps of extracting solder joints are described as follows:
First, project all highlight pixels in $u^\prime v^\prime$ chromaticity coordinate and model their color distribution based on GMM (refer to Sect. 3.2.1).

Second, cluster all highlight pixels. We traverse all highlight pixels and classify them into many clusters according to their differences in $K$ channel of CMYK color space by eight neighborhood search. We define $c$ is a single cluster of cluster set $\{C\}$.

Third, evaluate features $M_{\text{phrob}}$, $M_{\text{dist}}$ and $V_{\text{ratio}}$ of each cluster $c$ by (6).

Forth, remove markings. Sample multiple typical markings as a reference object $\psi_{\text{ref}}$, and evaluate distribution features $M_{\text{phrob}}'$, $M_{\text{dist}}'$ and $V_{\text{ratio}}'$ of $\psi_{\text{ref}}$ by (6). Make each cluster $c$ as the target object $\psi_{\text{tar}}$ and evaluate total difference $\lambda$ between $\psi_{\text{ref}}$ and $\psi_{\text{tar}}$ by (7), (8) and (9). If $\lambda < 0.5$, then $c$ is a marking and remove it from set $\{C\}$.

Fifth, merge the remaining clusters of $\{C\}$ according to their distances. The specular areas of a solder joint may be not continuous because of the changes in surface normal and light source position. It makes the highlight pixels of a solder joint are usually classified into multiple clusters, thus leads to recognition errors. We alleviate this problem by merging adjacent clusters before removing via-holes.

Finally, remove via-holes. Sample some typical via-holes as the reference object, and then remove via-holes from $\{C\}$ in the same way as step forth. Now the remaining clusters of $\{C\}$ only contain solder joints.

Fig.4 shows solder joints extraction results of PCB images $I_a$ and $I_b$. In Fig.4 (a1) and (a2), all markings of $I_a$ and $I_b$ have been removed and the merging clusters have been merged. Fig.4 (b1) and (b2) show the results that via-holes have been removed and the remaining clusters of $\{C\}$ only contain solder joints.

4. Clustering solder joints and extracting their protective coatings

We have found that the color distribution of solder joints shows regularity. The regularity can be summed up as follows: for each solder joint, the color distribution of a part or a whole highlight region of a solder joint is changed in a sequence of {R, B, G} in the direction from protective coating to solder joint. According to this principle, we can determine the direction from solder joint to the protective coating that it is connected to. The determined directions offer important clues for extracting protective coatings. The main procedure is as follows: first, determine the direction of each solder joint based on above regularity (see section 4.1). Second, cluster all solder joints of each component by directions of each component and the gray level interval of PCB’s background. Finally, the protective coating of each component is
extracted according to the positions of all connected solder joints (see section 4.2).

4.1. Determining the direction of each solder joint

The components mount to the PCB along a horizontal (U axis) or vertical (V axis) direction. So, first of all, we determine the axis of color distribution. And then, we determine the direction of axis.

4.1.1. Determining the axis of color distribution

The color distribution is changing with its axis. Therefore, the dispersion of color distribution along with axis is greater than the dispersion along a line perpendicular to the axis. We define the dispersion by the coefficient of variance. Suppose that the size of a solder joint is \( w \times h \), and \( \gamma_u \) and \( \gamma_v \) are defined as the mean coefficients of variance of data that sample along with the U and V axes respectively. Symbol \( \phi_{\text{axis}} \) denotes the direction of axis. In order to determine \( \phi_{\text{axis}} \), first, we sample \( h \) rows of data separately from U and V channels along with the U axis. The coefficient of variance of each row of data is evaluated by (10) and stored into arrays \( \rho_{uL} \) and \( \rho_{uU} \) respectively, and \( \rho_{uL} \) and \( \rho_{uU} \) with the length \( h \).

\[
\mu = \left( \frac{\sum_{i=1}^{h} (D(i) - \bar{D})^2 / n}{\bar{D}} \right) / D
\]  

(10)

where \( \mu \) denotes coefficient of variance; \( D \) and \( \bar{D} \) denote the sample data and its mean value respectively; \( n \) expresses the number of sample data. After that, we sample \( w \) columns of data separately from U and V channels along with the V axis. The coefficient of variance of each column of data is evaluated by (10) and stored into arrays \( \rho_{vL} \) and \( \rho_{vU} \) respectively with the length \( w \). \( \gamma_u \) and \( \gamma_v \) are evaluated by

\[
\gamma_u = \sum_{i=1}^{h} \sqrt{\rho_{uL}(i)^2 + \rho_{uU}(i)^2} / h, \quad \gamma_v = \sum_{i=1}^{w} \sqrt{\rho_{vL}(i)^2 + \rho_{vU}(i)^2} / w
\]  

(11)

If \( \gamma_v \geq \gamma_u \), \( \phi_{\text{axis}} = 0 \), else \( \phi_{\text{axis}} = 1 \). Where 0 and 1 denote the color distribution along with the U and V axes respectively.

4.1.2. Determining the direction of axis

According to the color distribution regularity mentioned above, we define the direction of axis by four steps: First of all, sample color distribution data along with the determined axis; Then, filter the useless data; After that, select some
valid data from the sample data along with the forward and reverse directions of axis respectively, and fit them by Dose-response curve; Finally, determine the direction of axis by analyzing the fitting parameters. Implementation details are described as follows:

Step 1: sample color distribution data. We decrease brightness and sharpen the contrast of original PCB image by (1) for enhancing the features of color distribution. At the same time, channels R, B and G are encoded in integer 3, 2, and 1 respectively. For each pixel included in \( w \times h \) region, we compare its three channels and store its channel code with maximal value into a \( w \times h \) matrix \( M_p \). Then, the color distribution data is evaluated and stored in a vector \( V_{\text{mean}} \). If \( \phi_{\text{axis}} = 0 \), then the length of \( V_{\text{mean}} \) is \( w \); otherwise, the length of \( V_{\text{mean}} \) is \( h \). Color distribution data is evaluated by the following rules:

\[
\text{If } \phi_{\text{axis}} = 0, \text{ for } i = 1 \text{ to } w, V_{\text{mean}}(i) = \frac{\sum_{j=1}^{h} M_p(i, j)}{h}.
\]

\[
\text{If } \phi_{\text{axis}} = 1, \text{ for } i = 1 \text{ to } h, V_{\text{mean}}(i) = \frac{\sum_{j=1}^{w} M_p(i, j)}{w}.
\]

Step 2: filter the useless data. In some cases, the color distributions of some solder joints become more complex and make their color distribution curves not smooth enough, because of the variances in surface normal and angle of illumination incidence. It may lead fitting to a failure in the next step. Therefore, we remove some useless data in order to smooth the curve effectively. First, we map each data \( V'_{\text{mean}}(i) \) to three intervals based on the following rules and save it into \( V''_{\text{mean}}(i) \).

\[
V''_{\text{mean}}(i) = \begin{cases} 
1, & \text{if } V_{\text{mean}}(i) \in [1, 1.5) \\
2, & \text{if } V_{\text{mean}}(i) \in [1.5, 2.3) \\
3, & \text{if } V_{\text{mean}}(i) \in [2.3, 3.0]\end{cases}.
\]

In Fig.5 (b1) to (b3), the red dotted line shows the mapped data. Furthermore, we check the contiguous data with the same value in \( V''_{\text{mean}} \). If the scale of contiguous data is less than 2, this kind of data is useless and ought to be removed. For example, in Fig.5, the 11th, 12th and 48th data in (b3) are useless. They are enclosed with blue ellipses.

Step 3: fit color distribution data. The color distribution curve can be fitted by some growth models, such as dose-response function. We define \( S_f \) and \( S_r \) as two data segments. Check data along with the forward direction of axis, if \( V'_{\text{mean}}(i) \geq V'_{\text{mean}}(i+1) \), add \( V_{\text{mean}}(i) \) into \( S_f \). Check data along with the reverse direction of axis, if \( V'_{\text{mean}}(i) \geq V'_{\text{mean}}(i-1) \), add \( V_{\text{mean}}(i) \) into \( S_r \). Data segment with length is less than four is invalid because dose-response function has four parameters. In Fig.5 (b1)-(b3), the picked data segments are marked by the
green lines. Where $S_{ij}$ of (b2) is invalid. After that, we fit $S_i$ and $S_j$ by dose-response function. A standard dose-response function is defined by four parameters

$$y = A_1 + (A_2 - A_1) / \left(1 + 10^{(\text{LOG}x_0 - 1)p}\right)$$

where $A_1$ is the baseline response (Bottom); $A_2$ is the maximum response (Top); $p$ is the slope and $\text{LOG}x_0$ is the drug concentration that provokes a response halfway between baseline and maximum. In Fig.5 (c1) to (c5), the red curve shows fitting result.

![Fig. 5. Color distributions of three typical solder joints. (a1) to (a3) are three typical solder joints; (b1) to (b3) are color distribution curves; (c1) and (c2) are fitting curve of (a1); (c3) is a fitting curve of (a2); (c4) and (c5) are fitting curves of (a3).](image)

**Step 4:** determine the direction of axis based on the fitted parameters. A variable $\phi_{dir}$ denotes the direction of axis. It uses 0 to indicate the reverse of
Extracting PCB components based on color distribution of highlight areas

axis, 1 for the forward of axis. The direction of axis is determined according to the following three cases:

In case 1: Only one of \( S_f \) and \( S_r \) is valid. If \( S_f \) is valid, \( \phi_{dir} = 0 \), otherwise, \( \phi_{dir} = 1 \). In (b2), only \( S_r \) is valid, so, \( \phi_{dir} = 1 \), the direction of (a2) is along the forward of axis (see black arrow in (a2)).

In case 2: Both \( S_f \) and \( S_r \) are invalid. \( \phi_{dir} \) is determined by comparison with the length of two data segments. If the length of \( S_f \) is larger than that of \( S_r \), then \( \phi_{dir} = 0 \), otherwise, \( \phi_{dir} = 1 \).

In case 3: Both \( S_f \) and \( S_r \) are valid. Over all, there are five kinds of colour sequence. Through observing and analyzing a great deal of color distributions, we set the priority for each sequence. \( \phi_{dir} \) is determined mainly through the priorities. Sequence is evaluated by the fitted parameters \( A_r \), \( A_s \) and some constraints. Table 1 shows five sequences and their corresponding priority and constraints.

**Table 1.** Sequence type, priority and constraints

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Priority</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>{R, B}</td>
<td>3</td>
<td>( A_r \in [1.5, 2.3) \land A_s \in [2.3, 3.0) )</td>
</tr>
<tr>
<td>{R, B, G}</td>
<td>3</td>
<td>( A_r \in [1.1, 1.5) \land A_s \in [2.3, 3.0) \land (\exists j)(V_{mean}(j) \in [1.5, 2.3)) )</td>
</tr>
<tr>
<td>{B, G}</td>
<td>2</td>
<td>( A_r \in [1.1, 1.5) \land A_s \in [1.5, 2.3) )</td>
</tr>
<tr>
<td>{R, G}</td>
<td>1</td>
<td>( A_r \in [1.1, 1.5) \land A_s \in [2.3, 3.0) \land (\forall j)(V_{mean}(j) \notin [1.5, 2.3)) )</td>
</tr>
<tr>
<td>others</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

We evaluate \( L_f \) and \( L_r \), the sequence priority of \( S_f \) and \( S_r \) respectively. If \( L_f > L_r \), then \( \phi_{dir} = 0 \). If \( L_f < L_r \), then \( \phi_{dir} = 1 \). If \( L_f = L_r \), \( \phi_{dir} \) is determined by comparison with the length of \( S_f \) and \( S_r \). For example, in the case of Fig.5 (b1), \( L_f = L_r = 2 \), but the length of \( S_f \) is less than \( S_r \). Therefore, \( \phi_{dir} = 1 \), the direction of (a1) is along the forward of axis (see black arrow in (a1)). In the case of Fig.5 (b3), \( L_f = 3 \) and \( L_r = 1 \). Therefore, \( \phi_{dir} = 0 \), the direction of (a3) is along the reverse of axis (see black arrow in (a3)). Fig.6 (a1) and (a2) show the results of determining the direction of solder joints of \( L_f \) and \( L_r \), the direction of solder joint is represented by the yellow arrow. Observing the results, we can know that many directions are determined legitimately, and there are still some minor mistakes (error directions are marked by the yellow ellipses). The errors are caused by two reasons: one is the highlight area of a solder joint is incomplete, and it's the main reason; another is the color distribution of some solder joints is so special that we cannot determine its color sequence correctly. However, this is rarely the case.
Fig. 6. Clustering and extracting results of $I_x$ and $I_y$. (a1) and (a2) show the results after determining the direction of solder joints. (b1) and (b2) show the results after clustering solder joints in the first step; (c1) and (c2) show the results after clustering solder joints in the second step and extracting protective coatings.
4.2. Implement details of clustering solder joints and extracting protective coatings

The clustering algorithm is divided into two steps: In the first step, we take all solder joints as nodes of a graph, and find all connections between nodes based on the direction of solder joints under some constraints. In the second step, some invalid connections are removed by using the thresholds of PCB background. Finally, the protective coatings are extracted based on the position of clustered solder joints. Some details of clustering algorithm are introduced as follows:

**Step 1:** Find all connections between solder joints. Suppose that there are two solder joints $J_i$ and $J_j$, their centers are $(u_i, v_i)$ and $(u_j, v_j)$ respectively, their sizes of highlight area are $(w_i, h_i)$ and $(w_j, h_j)$ respectively. $C(i, j)$ denotes a connection from $J_i$ to $J_j$. Then $C(i, j)$ is determined by the following constraints: (1) Angle constraint. Compute the angle between $J_i$ and $J_j$ along the direction of $J_i$, and the angle within $[-45^\circ, 45^\circ]$. (2) Size constraint. Observing many PCB images, we find that all solder joints, which belong to the same component, have the similar size of highlight area. As a result, the relative error $|w_i - w_j|/w_i$ and $|h_i - h_j|/h_i$ ought to less than $\varepsilon_i$. In our experiment, we set $\varepsilon_i = 0.35$. (3) Shortest distance constraint. There are two kinds of the shortest distances. One is along the direction of $J_i$, we denotes it as $D_{\text{axis}}$. Another is satisfy constraint (1) but isn’t along the direction of $J_i$, we denote it as $D_{\text{normal}}$. If all solder joints of a component are distributed symmetrically, then each solder joint of this component has $D_{\text{axis}}$. Otherwise, each solder joint of this component has $D_{\text{normal}}$. For example, in Fig.7, all solder joints of components A, B and C have $D_{\text{axis}}$, all solder joints of component D have $D_{\text{normal}}$. Consequently, the distance between $J_i$ and $J_j$, $\sqrt{(u_i - u_j)^2 + (v_i - v_j)^2}$ must be less than $D_{\text{axis}}$ or $D_{\text{normal}}$.

Furthermore, because of the wrong direction of solder joints, not all determined connections are valid. Consequently, we define that if there is a connection $C(i, j)$, and $J_j$ is located along the direction of $J_i$, and the
direction of \( J_i \) is opposite to that of \( J_j \), then \( C(i,j) \) is valid, otherwise, the validity of \( C(i,j) \) needs further verifying.

For example, Fig.7 shows the connection between \( J_i \) and eight solder joints. Where \( C(1,3) \) is invalid according to constraint (1); \( C(1,8) \) and \( C(1,9) \) are invalid according to constraint (2); \( C(1,5), C(1,6) \) and \( C(1,7) \) are invalid according to constraint (3); \( C(1,2) \) is valid and \( C(1,4) \) needs further verifying. Fig.6 (b1) and (b2) show results of clustering solder joints of \( I_a \) and \( I_b \) in the first step. The valid connections are marked with red lines, and the connections, which need further verifying are marked with yellow lines.

**Fig. 8.** Obtain back ground thresholds of \( I_a \) and \( I_b \). (a1) and (a2) are gray scale images of PCB background.

**Step 2: Remove invalid connections.** From the perspective of PCB image, most of invalid connections are within the PCB background and most of valid connections with protective coatings. Therefore, we can use thresholds of PCB background to verify the validity of connections. In order to obtain thresholds of PCB background, we get histogram of gray-scale image of PCB image first, and then automatically determine multilevel thresholdings by Yen's approach [14]. The bin value of background is the biggest. Therefore, thresholds of PCB background are obtained by picking the interval with the biggest bin value. Fig.8 (a1) and (a2) show the gray scale images of PCB background of \( I_a \) and \( I_b \). For each connection \( C(i,j) \), which needs to be further verified, we compute the connection area between \( J_i \) and \( J_j \), and the area is represented by its top-left point \((u_a, v_a)\) and bottom-right point \((u_b, v_b)\). After that, we evaluate a proportion \( k \) by

\[
k = \frac{N}{
\left| \begin{array}{c} u_i - u_a \\ v_i - v_a 
\end{array} \right|}
\]

(15)
where $N$ is the number of pixels, which are within the connection area and also within PCB background. If $N \leq \varepsilon_1$, then $C(i, j)$ is valid. In our experiment, we set $\varepsilon_1 = 0.35$.

Finally, we extract protective coatings. Clustering solder joints according to the valid connections. Each cluster contains all solder joints of one of components. So, the approximate position of a protective coating is evaluated according to the positions of all solder joints in a cluster. Fig.6 (c1) and (c2) show results of clustering solder joints in the second step (see red lines) and extracting protective coatings (see yellow rectangles).

Based on the experimental results, we regard that the introduced algorithm can extract most of the electronic components accurately, except for a few special cases: (1) some components at the sides of image may be incomplete because of the image real-estate constraints. (2) specular area of some solder joints cannot be correctly detected.

5. Conclusion

We present an effective method for extracting components of PCB. The advantages of this method are as follows: First, in order to extract solder joints, we detect all highlight areas first, and then recognize and remove invalid highlight areas which are mainly markings and via-holes. Because the color distribution of markings and via-holes is much simpler than that of solder joints, the proposed approach has higher extraction accuracy in most PCB images. Second, recognizing color object is always a bottleneck, particularly the variation of color within a certain range. We summarize three fundamental features to describe the color distributions of reference object and target object in $(u', v')$ chromaticity coordinate. So, invalid specular areas can be correctly recognized by comparing the distribution features. Finally, the sequence of the color distribution as a new clue has been applied to clustering solder joints. This improves the speed and accuracy of clustering. According to the experimental results, the developed algorithm can effectively recognize most of the chip components. The process of modeling all highlight pixels by GMM is time consuming. Therefore, future research may focus on improving the efficiency of algorithm.
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Abstract. How to enhance interoperability between stakeholders and improve efficiency of supply chain management is the key issue that needs to be addressed in automobile industry. Existing interoperability solutions are suitable only for large enterprises, however, small and medium-sized enterprises (SMEs) lack cheap, easy to integrate and easy to customize solutions. This paper proposes a methodology that provides a guide on how to establish interoperability between enterprises through a federated approach. An interoperability service platform is designed and delivered in the form of Software as a Service (SaaS). This paper introduces the specifications of the service platform and proposes an interactive framework which is used to establish interoperability between the service platform and other on-premise applications.
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1. Introduction

Today an enterprise’s competitiveness is to a large extent determined by its ability to seamlessly interoperate with others. Enterprise Interoperability (EI) has therefore become an important area of research to ensure the competitiveness and growth of enterprises [1].

In modern manufacturing field, such as automobile industry, an entire manufacturing process often cooperated by assembly factory and part suppliers. Agile supply chain management increasingly becomes an effective and important measure to enhance competitive advantage of enterprises that needs the support of agile information system to integrate their supply chain more effectively and quickly [2]. As auto manufacturers inexorably move their sourcing of components and low value-added operations offshore, to lower cost countries, so their supply chains increase in both distance and complexity. Many companies are faced with the challenge of providing an agile
response to customers and yet operating a lean operation across an extended global supply chain. This is a challenge that needs a solution beyond the abilities of simply judgment, the telephone and spreadsheets [3].

Enterprise interoperability issues in the automotive industry are important because the complexity of product, the design process, and the industry magnifies the impact of interoperability problems while obscuring their solutions. However, existing interoperability solutions are suitable only for large enterprises and SMEs lack cheap, easy to integrate and easy to customize solutions. Therefore, SMEs are still far behind in the reform of supply chain management due to their small IT budgets, crude process standards with little visibility data to enable them to share and compare with trading partners.

According to [13] and ISO 14258 [11], three categories of interoperability barriers are identified: conceptual barriers, technological barriers, and organizational barriers. What’s more, there are three basic ways to relate systems together to establish interoperations: integrated approach, unified approach, and federated approach.

In this paper, our research work aims at developing a methodology that provides a guide on how to implement an interoperability solution in automobile supply chain management through a service-oriented and federated approach. More precisely the methodology allows establishing interoperability by: (a) constructing a virtual enterprise by identifying and involving various actors and stakeholders in an interoperability service platform; (b) dynamically configuring and composing available interoperability services according to identified requirements; (c) evaluating and improving the interoperability solution in practice.

To enhance interoperability among stakeholders and build agile supply chain for automobile industry, under the guiding of this methodology, an application platform named Supply Business Management (SBM) was designed and delivered in Software as a Service (SaaS) [5] business model, which is cheap, fast, reliable, and without major integration efforts, so they can be invoked by enterprises on the fly in support of their business activities.

In contrast to traditional on-premise software that is deployed and run in a data center at the customer’s premise, SaaS software is run at a SaaS hosting provider and can be accessed via the Internet. SaaS offers many advantages for software customers. Instead of software licenses, maintenance and operational costs that occur in the traditional on-premise model, companies consume IT-services in the SaaS model can use the software on demand, just like they would use any other utility such as electricity or water. SaaS user pays only for the usage of the software for example in a pay-per-usage model.

The goal of SBM service platform is to provide a holistic solution enabling the collaborative supply chain management in a flexible and dynamic environment and especially to facilitate SMEs’ participation to collaborative supply chain management processes. In SBM service platform, interoperability is considered to be a utility-like capability and delivered in the form of SaaS. This paper introduces the detailed architecture of the platform and proposes an interactive framework which is used to establish interoperability between SBM service and other applications.
2. Related Work

Since the beginning of 2000s, research on enterprise interoperability has been emerging. Most related work is concerned with the elaboration of an enterprise interoperability framework, such as LISI, IDEAS, AIF, EIF, etc. This paper followed the enterprise interoperability framework developed within the frame of INTEROP Network of Excellence (NoE). The purpose of this framework is to define the research domain of enterprise interoperability and help to identify and structure the knowledge of the domain. It has been considered that enterprises systems are not interoperable because there are barriers to interoperability.

In the NoE interoperability framework, there are many research challenges, interoperability service utility is just one of them. The delivery model of interoperability service is a key problem to be considered. On the other hand, Software as a Service (SaaS) is a new delivery model for software, which lowers the cost of development, customization, deployment and operation of a software application to support multiple tenants over the Internet. The SaaS vision focuses on separating the possession and ownership of software from its use. Delivering software’s functionality as a set of distributed services that can be configured and bound at delivery time can overcome many current limitations constraining software use, deployment, and evolution.

A well designed SaaS application is generally distinguished by mainly three qualities: scalability, configurability, and multi-tenant efficiency [8] [9]. In [8] four maturity levels for SaaS applications are presented. [15] introduces an electronic contract management application which uses the third level of SaaS maturity model, so the scalability and deployment architecture are not mentioned. However, this paper introduces a SaaS application designed and delivered with the final level of maturity model; both loader balancer and fail over problems are solved.

Variation points have been introduced in [4] [6] [12] and it is one of the key concepts for software product lines to express variability. Variation points, often also called variability points or points of variability, allow the specification of points in a software design that can be customized in order to create new product line members. Similar to software product lines, SaaS applications have variability points where individual customers can customize the application to their needs.

In a SaaS application, the variability points exist in several layers, like UI layer, process layer, data layer, etc. [7] describes how these variability descriptors can be transformed into a WS-BPEL process model that can then be used to guide a customer through the customization of the SaaS application. [4] shows how the service component architecture (SCA) can be extended with variability descriptors and SaaS multi-tenancy patterns to package and deploy multi-tenant aware configurable composite SaaS applications. While in this paper, in order to realize the configurability, metadata is used to define all the variability points of the application. Meanwhile, JMX is used to manage the metadata so that changed metadata can be hot deployed immediately during runtime.
As far as integration is concerned, in [12] the need for integration of SaaS applications with existing backend systems is motivated and a framework is proposed. [10] uses executable EAI patterns as the solution for EAI problems thus leveraging on the work done in the EAI community for the integration of traditional applications. Our work differs from them as middleware, such as data synchronization toolkit and message engine are designed and developed to address the integration issues in business process layer and data layer.

3. Construction of Virtual Enterprises

The virtual enterprise (V.E.) concept is one of the most important ways to raise the agility and competitiveness of a manufacturing enterprise [13]. Under this concept a master company develops its products by using the manufacturing resources of external partners.

Fig. 1. Typical structure of the supply chain in automotive industry

In the process of designing and manufacturing an automobile, many individuals and organizations exchange product data. The design and manufacturing process involves many divisions within the original equipment manufacturer (OEM), many first-tier suppliers, a number of second-tier and sub-tier suppliers. This exchange of data supports the process of concurrent engineering and design, allowing these organizations to work together to improve the performance and manufacturability of a product and to advance the competitiveness of the industry.

Figure 1 shows a typical structure of the supply chain in automotive industry. As shown in Figure 1, the automotive supply chain consists of four
primary elements: original equipment manufacturers (OEMs), first-tier suppliers, sub-tier suppliers, raw and processed materials suppliers. However, individual companies may operate in several different positions in the supply chain. A company may work for many customers and functions as a first-tier supplier on one project and a sub-tier supplier on other projects.

Members of the auto industry generally acknowledge that imperfect interoperability is an important and expensive problem. In order to resolve this problem, the SBM service platform is designed, and the construction of virtual enterprises is a prerequisite to use SBM service. All the stakeholders have to register to be users of the platform, if they want to use the interoperability service utility to support their business activities. After finishing the registration, the OEM users have authorization to create a virtual enterprise. They can choose appropriate suppliers from all the registered users to supply the parts/materials they need for normal production. After the OEM gathering all the suppliers it needs, a virtual enterprise is formally constructed. Then, master of the V.E. could apply for services such as SBM service and APO service. After been approved by the platform, the master could use SBM service with the other members of V.E. to establish interoperability easily and quickly.

It must be addressed that, there exists three different kinds of virtual enterprises in the platform, and the platform can serve all of them well. The first kind of V.E. is the most common and standard one. In this kind of V.E., an OEM is the unique master, and a number of suppliers serve it. The relationship among them is very simple because there is no intersection in the organization. However, in the second kind of V.E., the relationship is more complicated, because intersections appear among V.E.’s boundaries. One supplier may serve several masters. As a result, they will exchange information with different OEMs. The third kind of V.E., is the most complicated one. In the service platform, all the enterprise users could apply for SBM service, so it potentially allows a “double-role” situation. In other words, the master of a V.E., may be a supplier of another V.E.. Just take an engine manufacture enterprise for example, it can be master of a V.E., and get outsourcing parts to produce engines; meanwhile, it may play the role of a supplier to serve other OEMs. According to the analysis of these possible cases, we design and develop the service platform in a flexible way to deal with various possible requirements.

4. Enterprise Interoperability Service Platform

4.1. A Brief Introduction

SBM service platform provides a cooperative environment of supply business between OEMs and their suppliers. With the help of SBM, OEMs can share
production related information easily with their hundreds of suppliers. SBM provides several services to support the daily supply business activities, such as plan service, order service, finance service, quality service, notice service, inventory service etc.

Using the plan service, OEMs could publish their procurement plans to suppliers to guide their production and delivering of materials. There are mainly three kinds of purchase plans, including monthly plans, weekly plans, and daily plans.

Order service may be the most important function of SBM service. OEMs allocate orders to the suppliers according to the pre-defined quota standard. With the help of order service, the decomposed orders are published immediately to corresponding suppliers. Then, the suppliers will print orders online and ship the materials directly to OEMs’ warehouses.

In the same way, finance service publishes all the financial information to suppliers, such as general ledger arrearages, quality compensation; inventory service allows suppliers to get the accurate inventory in assembly factory; quality service gives all the quality related data, such as quality inspection, sampling inspection, etc.

However, in order to serve all kinds of OEMs, the SBM service is designed and implemented flexibly, which provides the function of customization. That is to say, users of SBM could customize the service and use it in a DIY way. In order to solve the heterogeneous data integration problems, a data synchronization toolkit, one of the enabling services provided in SBM, is used to synchronize important data from inner systems of an OEM to the database of SBM service. The detailed structure of the synchronization toolkit will be introduced later.

4.2. Architecture Framework

Figure 2 shows the logical architectural framework of SBM service platform designed in SaaS model. This framework provides the capability of hosting multi-tenants using a single application instance supported by the same set of backend servers. In this framework, the presentation and customization modules of the application are deployed in web server, and the Security Service, Metadata Services and Business Services etc, are deployed in application server.

In the framework, business services play an important role in offering the basic functions mentioned above; presentation module deals with the user interface; with the help of metadata services, customization module allows the OEMs to configure the application according to their business needs; security services control the access to OEMs’ business data and also ensure its security; shared services such as monitoring service and billing service are used by all the OEMs.

As is shown in Figure 2, a centralized UserInfor database is used to store all the information of users. That’s to say, SBM service manages a central user account database that serves all of the application's end users. Each
OEM’s administrator is granted permission to create, manage, and delete user accounts in the user account directory. In this way, there’s no need to change the OEM’s own user infrastructure. As a result, the OEMs could use SBM service more independently. Furthermore, in order to enhance security, besides the traditional username and password, an USB key is required when accessing to the SBM service.

As to the configurability, metadata is used to define all the variation points of SBM. Each of the OEMs has its corresponding metadata files, such as UI.xml, Role.xml, Menu.xml, DBconnection.xml, etc. Moreover, each OEM also has a dedicated metadata file folders to store these metadata files.

![Architecture framework of SBM service](image)

In fact, metadata services are the most important part in a SaaS application, because: (a) all the variation points of SBM service are customized by OEMs throw metadata services; (b) nearly all the business services should use metadata services to parse corresponding metadata files, so as to perform in a desired way; (c) the changes of metadata should be hot deployed and be loaded into the application immediately by metadata services.

Generally speaking, a SaaS application primarily involves three types of data architecture [9]. You will find in Figure 2 that we use the shared database and different schemas to store OEMs’ business data. Considering the hardware cost and the security of data, we finally choose this kind of data architecture. With the support of SBM service, assembly factory could
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enhance and improve interoperability with its suppliers with little IT investment and operational cost, instead of developing a new solution from scratch.

4.3. JMX-based Metadata Management

As is mentioned above, all the variation points of SBM service are defined with metadata and stored in the form of XML. As a result, each OEM has a corresponding file folder to store its metadata files.

In order to realize the configurability of SBM, Metadata Services are used to parse these metadata files and load the customized information into the application. At present, there are mainly two ways to load metadata files: (a) load the metadata files when the application is initialized; (b) load the metadata files when they’re required. Because almost all the functions of SBM service could be customized by OEMs, if the metadata files are loaded when they’re required, the performance of SBM will be severely affected. Therefore, we load all the metadata files at startup, and all needed information is stored in memory, and the performance will be higher.

In practice, OEMs may often change some of the metadata files during runtime. Because this application is critical to the business, it needs to be configurable without causing a shutdown of operations. That’s to say, you cannot restart the application to reload the changed metadata files, because multi-tenants are using the same instance. OEM A’s customization of metadata files must be transparent to OEM B. A general way to solve this problem is to reread and reload the changed metadata files after they’re modified and saved. The advantage of this way is that, you need not restart the application. However, the disadvantage is that, the changes of metadata cannot work immediately until the changed metadata files are reread and reloaded. What’s more, even if a single line of the metadata file is changed, the whole metadata file must be reloaded. As a result, the users will get a bad performance.

In order to thoroughly solve this problem, we used the JMX[14] to realize the hot deployment of metadata. With the help of JMX, only the changed metadata will be reloaded immediately to the memory, and won’t have to reload the whole metadata files.
As is shown in Figure 3, the JMX architecture has three layers: instrumentation layer, agent layer, and distributed layer. JMX uses Java classes called managed beans (MBeans for short) to expose predefined portions of one application. In SBM service, every metadata file has a dedicated MBean defined and used to manage it. For example, the MenuServiceMBean is used to manage MenuCfg.xml. Furthermore, MenuServiceMBean can be defined to control all the elements and attributes of MenuCfg.xml, such as 'menu_id', 'menu_name', etc. Consequently, only the changed elements or attributes in MenuCfg.xml will be hot deployed directly into memory, the whole file won’t be reloaded.

In JMX, all the MBeans have to be registered to the MBean Server in agent layer. Management tools access these MBeans by interacting with JMX agents that make the MBeans available to any number of protocols and technologies such as SNMP, Java RMI, and HTTP. It is clear that in Figure 3, some of the MBeans are used by the OEMs users to customize metadata files. These MBeans are connected with RMI connector by Metadata Configure Component. On the other hand, the rest of MBeans are used by the SBM managers to manage the runtime behavior, for instance, dynamically modifying the size of database connection pool. These kinds of MBeans are connected by HTML adapter, and can be managed directly through a web browser.
5. **Scalable Deployment Architecture**

A well designed SaaS application can be scalable to an arbitrarily large number of customers, and the number of servers and instances on the back end can be increased or decreased as necessary to match demand, without requiring additional re-architecting of the application, and all the changes can be rolled out to thousands of tenants as easily as a single tenant. Scalability is one of the key problems that need to be addressed. Generally speaking, the scalability of a SaaS application is often discussed in application layer and database layer.

5.1. **Scalability in Application Layer**

SBM service is designed to be scalable, fast, reliable and able to handle fail-over behavior. However, with an increased number of end users, the performance of SBM degrades and it is necessary to distribute client requests to different servers in order to perform parallel processing. Client requests towards web servers are distributed using a common front-end load balancer and high availability is achieved using a set of clustered servers with the same set of files and similar configuration.

In the construction of server cluster, the use of session must be solved. Generally speaking, two ways are widely used to deal with session: session replication and session sticky. Session reception is time-consuming and may block the network. On the other hand, session sticky is simple to implement, but it cannot solve the fail over problem.

Shared nothing architecture [16] (SN) is a distributed computing architecture in which each node is independent and self-sufficient, and there is no single point of contention across the system.

As is indicated in Figure 4, according to SN architecture, the SBM service is designed to run in a stateless fashion, all the session data is stored in a central session sever which is accessible to any application instance. In this way, each transaction can be handled by one instance as well as any other; all the instances are equal with each other. So if one of the instances is down, the requests of users will be forward to another instance and the process is transparent to users. Both the load balance and the fail over requirements are addressed.

5.2. **Scalability in Data Architecture**

Data architecture is an area in which the optimal degree of isolation for a SaaS application can vary significantly depending on technical and business considerations. [9] introduces three approaches to managing multi-tenant data: separate databases; shared database, separate schemas; and shared database, shared schema.
Considering hardware and maintenance costs and data isolation requirements, the data architecture of SBM service follows the approach of shared database and separate schemas. The separate-schema approach is relatively easy to implement, and OEMs can extend the data model easily. This approach offers a moderate degree of logical data isolation for security-conscious OEMs, and can typically accommodate more OEMs at a lower cost.

As databases serve more users concurrently and grow in size, the amount of time it takes to perform operations such as querying and searching increases significantly. Therefore, a shared database should be scaled to accommodate more tenants or heavier usage when it can no longer meet baseline performance metrics. However, the separate-schema approach is well-suited to the tenant-based horizontal partitioning pattern because each OEM has its own set of data, so the managers can easily target individual tenant data and move it to another server. You can also find in Figure 4 that in order to ensure the high availability in data layer, we used a real time backup DB server to backup the production server.

5.3. Business Cluster-based Deployment Architecture

In general, in order to improve the scalability of a SaaS application, both the application server layer and the database layer should be scaled out. Assume that, if there are M application servers and N database servers in SBM service, the connections among them will be M multiple N. On the other hand, the database connections are very precious resources, when the operations
such as querying and searching increases significantly, the processing ability of the application will be in danger.

So we propose a business cluster based deployment architecture to solve this problem, as is indicated in Figure 4. In a business cluster, an application server cluster is bound with a concrete database server, and all the owners of the data stored in the database are bound with the application server cluster. As a result, an application server cluster is dedicated with a number of end users and their shared database server.

As is shown in Figure 4, requests from all the users are processed by the Login Server Cluster, which contains a centralized authentication system. In the UserInfor DB, each OEM is bound with a dedicated business cluster. As a result, all the requests from end users will be first dispatched to corresponding business clusters, so the Login Server Cluster works as the first layer loader balancer. However, within a business cluster, the requests will be dispatched by the web server which works as the second layer loader balancer.

As we can see from Figure 4, the SBM service can scale out almost infinitely simply by adding nodes in the form of inexpensive computers, since there is no single bottleneck to slow the system down. When the number of users is increasing rapidly, the deployment architecture can also meet the requirement of scalability. The business cluster based deployment architecture has been proved to be flexible and efficient.

6. Interoperability Challenges and Solutions

6.1. Integration Requirements

Most of the time, SaaS applications are only one small part of the overall IT-landscape of an enterprise. As far as it goes, most medium and large OEMs have certain applications already deployed on their premises. There’s no question SaaS integration problems do exist: all the OEMs expect that SBM service can be integrated with their legacy applications. However, these kinds of integration requirements must be resolved; otherwise, the customers will leave and find another service provider. In the operation of our application, we also met the problem of integration. The integration requirements mainly exit in the process layer and data layer.

A business process supported by SBM service usually can trigger business process supported by another on-premise application. For example, an order process from SBM service would trigger an order fulfillment process managed by an ERP application. Therefore process integration can automate the end to end business process transaction spanned across SBM service and on-premise applications.
There are two types of data in SBM service: master data and transactional data. These data should be synchronized from SBM services to OEM’s on-premise applications and vice versa.

Figure 5 illustrates the integration roadmap we adopt to meet these integration requirements. In order to address the issues of data integration, we designed and developed a data synchronization toolkit to synchronize the important data between the SBM service and the heterogeneous data sources within OEMs. Furthermore, service surrogate extended from SCA is used to connect SBM service with the of inner systems, and in order to ensure the interoperability between them, a tool named Message Engine is used to provide coordination functions.

### 6.2. Data Synchronization Toolkit

As is shown in Figure 6, a data synchronization toolkit is used to synchronize the important data between the SBM service and the heterogeneous data sources. The synchronization toolkit has two parts: the client side is deployed within OEMs, and the server side is deployed in SBM service. The client side is used to extract the needed data from heterogeneous data sources and send them to the server side. On the other hand, the server side is used to receive and load the data into SBM service.
It must be pointed out that, the data synchronization toolkit also works in a SaaS way. Because OEM’s data may be stored in different databases and in different structures, the synchronization requirements must be different. So the data synchronization toolkit is designed and delivered with configurability: both the client and the server side provide a set of configure files which can be customized by OEMs according to their individual situation.

The client side deployed within OEMs will first extract the needed data from heterogeneous data sources according to the configure files. Then, all the data will be transformed into XML files. As a result, the difference among heterogeneous data sources is shielded. After that, a dedicated XML processor component is used to split and compress these XML files. Finally, the processed XML files will be transferred through internet.

On the server side, the received XML files will first be stored in a temporary file folder and then be parsed and loaded into dedicated schemas according to the configure files. The whole process will be monitored, in order to deal with some unpredictable situations.

6.3. Service Connection

In order to ensure the interoperability in process layer, several technological issues have to be addressed: (a) how to connect the web services exposed by SBM service and on-premise applications to execute business process and
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get the needed data; (b) how to coordinate these services and make them cooperate correctly.

Generally speaking, there are various services in a heterogeneous environment; web service is just one of them. How to identify them and make them work together is an issue need to be addressed. This paper provides solutions including service authentication, service authorization and service connection according to different business requirements.

Service surrogate extended from SCA [18] provides a programming model which is used to construct applications and solutions based on SOA. SCA (Service Component Architecture) is a model that aims to encompass a wide range of technologies for service components and for the access methods used to connect them.

As to access methods, SCA compositions support various communication and service access technologies such as web service, messaging system and RPC (Remote Procedure Call). The original definition of SCA Component defines the implementation, exposure and invoking mechanism of services. However, it cannot fulfill our requirements for interoperability, such as service authorization and service authentication.

SCA provides service flow definition mechanism to carry out complicated business processes automatically. It is the same as the extended SCA component. SCA describes the content and linkage of an application called composites. Composites can contain components, services, references, property declarations, plus the wiring that describes the connections among these elements. Composites can group and link components built from different implementation technologies, allowing appropriate technologies to be used for each business task [9].

This paper extends SCA Component by adding the Identity Module to monitor and process SOAP messages based on WS-Security. As is revealed in Figure 7, the extended SCA Component is named “surrogate”. In general, SBM service and on-premise applications manage their users separately. So the detailed solution of service connection is:

---

**Fig.7. Definition of surrogate based on SCA component**

ComSIS Vol. 7, No. 1, Special Issue, February 2010 45
1) Encapsulating the related web services with SCA Component.  
2) Process the authentication information in the identity module.  
A mapping table for users should be maintained in SBM service. The table stores the mapping relationship of SBM users and on-premise application users. The role and authorization will not be changed and still be managed separately. When an authorized user, such as Bob logs in SBM service and invokes services provided by on-premise application, the authentication process will be activated. Firstly, Identity Module will insert Bob's identity information into SOAP head; then the gateway will capture the message and find the corresponding user of Bob in the mapping table. If succeeds, the new user_id certified will be inserted into SOAP head to invoke the services exposed by on-premise application. The return process is carried out in the same way.

6.4. Service Coordination

Service coordination is often used to support a number of applications, including those that need to reach consistent agreement on the outcome of distributed transactions. In order to ensure the interoperability between SBM service and on-premise application, this paper proposes a Message Notification based service coordination technology, which is driven by business rules. We design and implement a tool named Message Engine in dependence on Apache Kandula2 [17] project, which provides an open-source implementation of WS-Coordination, WS-Atomic Transaction, and WS-Business Activity.

The Message Engine not only enables SBM service to create a context needed to propagate an activity to on-premise application, but also enables the coordination of transactions among them.

As is shown in Figure 5, with the help of the Message Engine, the whole process of service coordination based on Message Notification is carried out by the following steps:

1) Configuring the Message Queue of SBM service and on-premise application;
2) Registering the Message Queue of SBM service to Message Engine;
3) Users log in SBM service and then activate a business process;
4) Web services involved in the process are invoked and Message Queue of on-premise application is registered to Message Engine;
5) Message Queue in on-premise application invokes the completed() function automatically after the execution;
6) Message Engine invokes the complete() function of SBM to notify the end of the process;
7) On receiving the notification, the whole process ends;
8) Notifying on-premise application the whole process ends.

With the help of these technologies, interoperability between SBM and on-premise application can be established to fulfill the requirement of making them work together.
7. Conclusions and Future Work

This paper proposed a methodology that provides a guide on how to establish interoperability between enterprises through a federated approach. Under the guide of this methodology, the paper designed and realized an interoperability service platform to enhance the interoperability and efficiency of the supply chain management in automobile industry. The architecture framework of SBM is introduced, and metadata is used to define all the variability points. In this paper, JMX is used to manage all the metadata files. In addition, shared nothing architecture is used to design the business cluster based deployment architecture. Data synchronization toolkit and message engine are implemented to address the integration issues in business process layer and data layer.

As far as it goes, the SBM service has been used by more than 1,200 suppliers, and the number is increasing. With the help of SBM service, interoperability between OEMs and suppliers is constructed and enhanced. On average, nearly 10,000 orders are transported by the data synchronization toolkit every day. However, there are also several problems need to be addressed in the future. For example, the data synchronization toolkit needs to be improved, because it'll be influenced easily by the condition of network. Meanwhile, we should do more research in the security aspect to ensure the security of tenant's data. Besides, more work will be done in the research of SLAs and QoS of services.
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Abstract. Spherical mobile robot (SMR) has been studied analytically and experimentally in this paper, a novel design with an internal propulsion mechanism and mathematical models of the robot’s dynamics and kinematics are introduced. A 3D model of robot is built by SOLIDWORKS and then exported to ADAMS2007 for simulation. The results of simulation by combining MATLAB / SIMULINK with ADAMS are presented. It is shown experimentally that the behavior of actual model consist well with the prediction of simulation.

Keywords: spherical mobile robot (SMR), simulation, ADAMS, virtual prototype, kinematics and dynamic, mathematical model.

1. Introduction

Spherical mobile robot (SMR) is a new type of robot [1]-[4], which has a ball-shaped outer shell to accommodate all its mechanism, control devices and energy sources in it. Spherical robot is characterized as simple, compact, well-sealed structure and agile motion and it has attracted the interest of many researchers. The spherical structure offers extraordinary motion properties in cases where turning over or falling down will bring risks during motion. A spherical mobile robot which has full capability to recover from collisions with obstacles can be used to survey unstructured hostile industrial environment or explore other planets [9]. In addition, a spherical mobile robot can quickly move as a wheeled robot and also can easily detour obstacles as a legged robot.

This paper presents a novel robot that can achieve many kinds of unique motion, such as all-direction driving on rough ground, without great loss of stability. The structure of the robot presented in this paper is one of spherical mobile robots, which can be seen in Fig. 1.
2. Related Works

The spherical mobile robots have been studied by using a variety of mechanisms [1-8]. In other words, several omnidirectional platforms have been known to be realized by developing a specialized wheel or mobile mechanism. Mobile robots of spherical shape have been described by only a few authors. The first spherical robot was developed by Halme et al. [1]. They proposed a spherical robot with a single wheel resting on the bottom of a sphere. Bicchi et al. [3] developed a spherical vehicle consisting of a hollow sphere with a small car resting on the bottom. Bhattacharya et al. [10] proposed a driving mechanism that is a set of two mutually perpendicular rotors attached to the inside of the sphere. Ferriere et al. [7] developed a universal wheel to actuate a spherical ball to move the system, and in their mechanism, the actuation system is out of the sphere. It is, however, obvious that the autonomous spherical rolling robot, described in this paper, glory, differs from the previous designs. The driving mechanism is a set of four spokes distributing weights radially along them inside the sphere, in contrast to a wheel resting at the bottom of the sphere or, two mutually perpendicular rotors attached to the inside of the sphere, in previous works. Mukherjee et al. [11] studied the feasibility of moving a spherical robot to an arbitrary point and orientation. They had presented two strategies for reconfiguration. Glory is the only implemented spherical robot which can traverse omni-directionally [4].

The review papers discussing constructional details of available spherical mobile robots are [10, 11] and a concise review on the existing path planning algorithms and feedback algorithms for the system can be obtained from [12,
In this paper, we present a systematic study of a spherical mobile robot, designed, fabricated and analyzed in our laboratory.

The organization of this paper is as follows. Related work is reviewed in section 2. Section 3 describes the construction and design in detail. Section 4 describes the mathematical modeling of the system using quaternion. In Section 5, the trajectory of the robot is discussed in the quaternion space. The simulation and experimental setup along with the discussion on the experimental results is reported in section 6. Section 7 provides concluding remarks.

3. Design

The spherical mobile robot presented in this paper has an external spherical shape. It is composed of a spherical shell, a Propulsion Mechanism and a stable tetrahedron. Fig.1 shows its 3D model and Fig.2 shows the structure of the spherical mobile robot.

The spherical shell is made up of acrylic material having 4 mm thickness. The inner radius of the robot is 360 mm. The transparent acrylic spherical shell enables researchers to monitor the state of internal mechanism while in motion. The spherical robots work on the principle of change in the center of gravity. A crucial aspect of the design is to place the internal components to make the center of mass of the robot exactly at the geometric center of the sphere. This is very important so that the robot will not tip over on its own. The easiest way to achieve this is to place all the internal components symmetrically [18, 19]. It is absolutely vital that there be no relative motion...
between the two hemispheres in motion. This can be achieved screwing a connecting rod along the axis of the sphere.

The propulsion mechanism consists of four power screwed spokes, connected in 109.47° inside a tetrahedral shape [4]. There are four heavy objects (heavy shortly or weight), placed through spokes, which are elevated upward and downward using four stepper motors, with 200 steps per revolution, connected directly to the spokes. The motor that is driving the heavy is also fixed on the hollow shaft and tied to the heavy by a link.

4. Mathematical Modeling

![Fig. 3. Coordinates setup of the spherical mobile robot](image)

This section describes the development of an analytical model of the spherical rolling robot using quaternion. Considering a spherical robot, rolls on a horizontal plane as shown in Fig. 3, an inertial coordinate frame is attached to the ground and denoted as $X_Y_Z$ with its origin at the point $O$. The body coordinate axes $X_sY_sZ_s$, parallel to $X_Y_Z$, are attached to the sphere and have their origin at the center of the sphere $O_s$. The set of generalized coordinates describing the sphere consists of 1) Coordinates of the contact point $O_c$ on the plane, and 2) any set of variables describing the orientation of the sphere [14]-[17].

We use Euler parameters (instead of Euler angles) which is a set of 4 parameters to describe the orientation of the sphere. Euler parameters have the advantage of being a nonsingular two to one mapping with the rotation. In addition, Euler parameters form a unit quaternion and can be manipulated using quaternion algebra [20, 21].

Because the spherical robot cannot move in $Y$ direction, five variables $(X, Z, \alpha, \beta, \gamma)$ are enough to describe its space state. $x$ and $z$ are the
coordinates of the contact point Oc between the sphere and the plane and 
\((\alpha, \beta, \gamma)\) are the generalized Euler angles used to describe the sphere 
orientation. We have adopted a Newton formulation for propulsion 
mechanism since the acceleration of the sphere appears explicitly in the 
equation. These equations have the form:

\[ \sum \vec{M} = (\sum(I)\vec{\omega}) + \sum \vec{\omega}_{\text{rot}} \quad (1) \]

Where \((\sum(I))\) is the moment due to the weights of the individual unbalanced 
masses, \(I\) is the moment of inertia of the robot and \(\vec{\omega}\) is the angular 
acceleration of the sphere. The vector \(\vec{\rho}\) represents the position vector of ith 
weight with respect to the relative spoke. The vectors represented by \(\vec{\rho}\) are 
equivalent to the absolute accelerations of individual weights.

In our implementation, due to discrete nature of stepper motors, we can 
suppose, for each step of simulation, each heavy is temporarily fixed in its 
position related to the geometry. Thus we can neglect the second term on the 
right hand of the equation in a good rate of approximation. It helps calculating 
angular acceleration. A static analysis only considers the moments due to the 
weights of the unbalanced masses and has the following form:

\[ \sum \vec{M} = (\sum(I)\vec{\omega}) \quad (2) \]

Let \(i, j, k\) be the unit vectors of the body frame and \(\omega_j\) be the angular 
velocity of the sphere given by

\[ \omega_j = (\dot{a} c \beta c \gamma + \dot{b} s \gamma)i + (-\dot{a} c \beta s \gamma + \dot{b} c \gamma)j + \dot{a} s \beta + \dot{\gamma}k \quad (3) \]

Where \(c\beta\) and \(s\beta\) are short for \(\cos \beta\) and \(\sin \beta\) respectively.

Let \(\xi, \eta, \zeta\) be the unit vectors of inertial coordinate frame, and the projection 
of the angular velocity vector on the body axes can be derived and expressed 
in the following form.

\[ \omega_j = \omega_x + \omega_y + \omega_z = (\dot{a} + \dot{\gamma} s \beta)\xi + (\dot{b} c \alpha - \dot{\gamma} s \alpha c \beta)\eta + (\dot{b} s \alpha + \dot{\gamma} c \alpha c \beta)\zeta \quad (4) \]

We assume that the robot rolls without slipping. Hence, the velocity of the 
contact point Oc, with respect to the inertial coordinates is zero, i.e. \(v_{oc} = 0\).
The constraint equations reduce to

\[ v_j = \dot{x} + \omega_x r = \dot{x} + (\dot{b} s \alpha + \dot{\gamma} c \alpha c \beta)r \quad (5) \]

\[ v_j = \dot{z} - \omega_z r = \dot{z} - (\dot{a} + \dot{\gamma} \sin \beta)r \quad (6) \]

Where \(r\) is distance vector.
Due to the symmetric design of the ball, the gravity force acts vertically through the center of the spherical robot and the contact point Oc. Both the ground reaction force and frictional force act through the contact point. Hence, the sum of the external moment at the contact point Oc is zero. And the angular moment of the robot at Oc is a conservative quantity. Hence, weights are the only bodies that cause moment and define the movement direction with their inter-relation. Therefore, the resultant moment vector is as following.

\[
\begin{bmatrix}
z_1 + z_2 + z_3 + z_4 \\
0 \\
-x_1 - x_2 - x_3 - x_4
\end{bmatrix}
\]

Where \(x_j\) and \(z_j\) are the position of the \(j^{th}\) weight (1<\(j\)<4).

## 5. Trajectory Planning

Because of omnidirectional property of the robot, direct path is proposed and the traveling path is very close to the shortest path to the target. For calculating the moment of inertia we use three 3X3 matrixes as below:

\[
I_j^w = \begin{bmatrix}
I_{jxx}^w & I_{jxy}^w & I_{jxz}^w \\
I_{jyx}^w & I_{jyy}^w & I_{jyz}^w \\
I_{jzx}^w & I_{jzy}^w & I_{jzz}^w
\end{bmatrix}, I_j^p = \begin{bmatrix}
I_{jxx}^p & I_{jxy}^p & I_{jxz}^p \\
I_{jyx}^p & I_{jyy}^p & I_{jyz}^p \\
I_{jzx}^p & I_{jzy}^p & I_{jzz}^p
\end{bmatrix}, I_j^s = \begin{bmatrix}
0 & 0 & 0 \\
0 & I_j^w & I_j^w \\
0 & 0 & I_j^w
\end{bmatrix}
\]

Where \(I_j^w\) and \(I_j^s\) are the moment vector caused by the weight, the propulsion mechanism and the spherical shell respectively, and \(I_j^p\) are both constant. In Eq. (8), \(I_{jxx}^p\) and \(I_{jxy}^p\) are as follows:

\[
I_{jxx}^p = I_{jxx}^p + mdx^i, \\
I_{jxy}^p = I_{jxy}^p + mdy^i, \\
I_{jzz}^p = I_{jzz}^p + mdz^i
\]

Equation (9) is transfer-of-axis relations for transferring \(I\) from the center of mass to Os. Also, in Eq. (9), due to symmetrical design of the robot \(I_{xx} = I_{yy}\), and the other parameters are calculated likewise.

Let X, Y and Z be the projection of the weight on the body coordinate axes be the angular velocity of the sphere, the relational equation can be expressed by
\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} = \left( \prod_{k=1}^{n} A_k \right) \begin{bmatrix}
0 \\
-mg \\
0
\end{bmatrix}
\] (10)

In the above equation, the elements of the ration matrix \(A_k\) is given by

\[
A_k = \begin{bmatrix}
c \beta \gamma_s & c \alpha_s \gamma_c + s \beta \gamma_s & s \alpha \gamma_c - c \alpha_s \beta \gamma_s \\
-s \beta \gamma_s & c \alpha_s \gamma_c - s \beta \gamma_s & s \alpha \gamma_c + c \alpha_s \beta \gamma_s \\
s \beta_c & -s \alpha_c \beta_c & c \alpha_c \beta_c
\end{bmatrix}
\] (11)

We assume that \(\epsilon^x, \epsilon^y\) and \(\epsilon^z\) are the projection of the angular velocity of the sphere in the \((n-1)\)" step, given by

\[
\begin{bmatrix}
\epsilon^x \\
\epsilon^y \\
\epsilon^z
\end{bmatrix} = \begin{bmatrix}
\phi^x \\
\phi^y \\
\phi^z
\end{bmatrix} = \begin{bmatrix}
1 & 0 & s \beta_j \\
0 & c \alpha_s & -s \alpha_c \beta_s \\
0 & s \alpha_c & c \alpha_c \beta_s
\end{bmatrix} \begin{bmatrix}
\dot{\alpha}_s \\
\dot{\beta}_s \\
\dot{\gamma}_s
\end{bmatrix} + \begin{bmatrix}
0 & 0 & \beta_j \gamma_s \\
0 & -\dot{\alpha} \alpha \gamma_s & -\dot{\alpha} \alpha \gamma_s + \dot{\beta} \gamma_s \beta_j \\
0 & \dot{\alpha} \gamma_s & -\dot{\alpha} \gamma_s \beta_j - \dot{\beta} \gamma_s \beta_j
\end{bmatrix} \begin{bmatrix}
\dot{\alpha}_s \\
\dot{\beta}_s \\
\dot{\gamma}_s
\end{bmatrix}
\] (12)

From Eq. (8), Eq. (10) and Eq. (12) the resultant moment Equation in the \(n\)" step is as following

\[
\begin{bmatrix}
2 \sum_{k=1}^{4} y_{k,\text{step} - 4} - Y \sum_{k=1}^{4} z_{k,\text{step} - 4} \\
X \sum_{k=1}^{4} z_{k,\text{step} - 4} - Z \sum_{k=1}^{4} x_{k,\text{step} - 4} \\
Y \sum_{k=1}^{4} x_{k,\text{step} - 4} - X \sum_{k=1}^{4} y_{k,\text{step} - 4}
\end{bmatrix} = \sum_{k=1}^{4} \left( I_{p,k} \gamma + I_{v,k} \right) + I' \begin{bmatrix}
\epsilon_x' \\
\epsilon_y' \\
\epsilon_z'
\end{bmatrix}
\] (13)

Therefore, by Eq. (5), Eq. (6) and Eq. (13), the next position of weights can be calculated as below:

\[
\begin{bmatrix}
2 \sum_{k=1}^{4} y_{k,\text{step} - 4} - Y \sum_{k=1}^{4} z_{k,\text{step} - 4} \\
X \sum_{k=1}^{4} z_{k,\text{step} - 4} - Z \sum_{k=1}^{4} x_{k,\text{step} - 4} \\
Y \sum_{k=1}^{4} x_{k,\text{step} - 4} - X \sum_{k=1}^{4} y_{k,\text{step} - 4}
\end{bmatrix} = \sum_{k=1}^{4} \left( I_{p,k} \gamma + I_{v,k} \right) + I' \begin{bmatrix}
\epsilon_x' \\
\epsilon_y' \\
\epsilon_z'
\end{bmatrix}
\] (14)

\[
\dot{x}_s + \left( \dot{\beta}_s s \alpha_s + \dot{\gamma}_s c \alpha_s c \beta_s \right) r = 0 \\
\dot{z}_s - \left( \dot{\alpha}_s + s \alpha_s + \dot{\gamma}_s s \beta_s \right) r = 0
\]
With the Eq. (14), we can calculate all possible positions of weights.

6. Simulation and Experiments

ADAMS is the most widely used multi-body dynamics and motion analysis software in the world. Traditional “build and test” design methods are now too expensive, too time consuming, and sometimes even impossible to do. ADAMS multi-body dynamics software enables engineers to easily create and test virtual prototypes of mechanical systems in a fraction of the time and cost required for physical build and test. Unlike most CAD embedded tools, ADAMS incorporates real physics by simultaneously solving equations for kinematics, static, quasi-static, and dynamics.

Due to the 3D solid modeling ability of ADAMS is not very strong, we employed the SOLIDWORKS2007 software to set up the 3D model, and then export to ADAMS2007 for simulation, the model is shown in Figure 4. Also, because the ADAMS’ controllers are not ones for professional modeling tool, so its control capabilities are limited, however, interfaces between ADAMS and other soft wares such as MATLAB, EASY and so on allow ADAMS complete fine system simulation.

In this section, simulation results on the spherical robot by ADAMS using a time step 0.01s are presented to demonstrate the effectiveness of the design and verify the path following performance. The system parameters are given in Table 1, and the experiment results shown in Fig. 5 and Fig. 6.

The evolutions of the variables for tracking the desired curve are shown in Fig.5 (a, b). The reference linear velocity of the weight $v$ is 100mm/s. Fig. 5 (a, b) indicate that the robot starts roll in the x-z plane at t=0.75s, in contrast with Fig.5 (c, d) where the robot starts at t=0.5s. This corresponds to a pure rolling motion. Simulation indicates that the angular velocities generated oscillatory and chattering behavior with these assumptions.
Fig. 5. The performance of SMR at $v_s = 100\text{mm/s}$

Table 1. The experimental setup configuration of SMR

<table>
<thead>
<tr>
<th>Variable</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holding torque of motors</td>
<td>3.250</td>
<td>kg/m</td>
</tr>
<tr>
<td>Weight of motor (each)</td>
<td>0.550</td>
<td>m</td>
</tr>
<tr>
<td>Radius of spokes</td>
<td>0.040</td>
<td>m</td>
</tr>
<tr>
<td>Pitch of power screw</td>
<td>0.060</td>
<td>m</td>
</tr>
<tr>
<td>Weight of power screw (each)</td>
<td>0.206</td>
<td>kg</td>
</tr>
<tr>
<td>Weight of unbalanced masses (each)</td>
<td>1.125</td>
<td>kg</td>
</tr>
<tr>
<td>Radius of spherical shell</td>
<td>0.300</td>
<td>m</td>
</tr>
<tr>
<td>Weight of spherical shell</td>
<td>3.779</td>
<td>kg</td>
</tr>
</tbody>
</table>
Fig. 6 shows the results of the robot in tracking a straight line in x-z plane, in contrast with reference line (red). As expected, simulations reveal that the spherical robot converges globally uniformly to the desired point with acceptable dynamic performances.

Fig. 6. The trajectories of SMR on the x-z plane

For several missions, the experimental results agree well with those of the simulations. In each case, the experimental trajectory follows the predicted one with a reasonable accuracy. Some factors contribute to these inaccuracies are:

1) the center of mass of the robot is not exactly at the geometric center of the robot;
2) imperfections on the surface of the sphere;
3) open-loop nature of the robot control.

The following are several issues of experimental results. The figures are in three parts; figure in the top-left shows the distance between the robot's center and origin, where the robot has began its travel, figure in bottom-left shows the absolute velocity of robot and figure on the right shows the movement of robot in x-z plane, predicted by dynamic model.

7. Conclusions

A mathematical model of omnidirectional spherical mobile robot motion was established using the no-slip rolling constraint and conservation of angular momentum, and an algorithmic motion planning was developed. The model was validated through a set of simulations. Results of simulations and experimental trajectories of the robot on the plane were found consistent with a reasonable accuracy and the methods are effective. Trajectories are quite accurate despite lack of on-board feedback control. Comparing with existing motion plans, most of which require intensive numerical calculations, strategies in this paper involve simple algorithmic iteration and provide the scope for easy implementation. However, experiments also show that the
spherical robot has a strong tendency to oscillate and the uneven ground could make the robot oscillate for a long time. So the control problem of spherical robot couldn't be solved by open-loop control strategy and a robust closed-loop controller and suitable stabilization method are necessary. Study in this paper demonstrates the feasibility of the approaches and a better controlled robot is expected to be improved in the future.
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Abstract. Skeleton of 3D mesh is a fundamental shape feature, and is useful for shape description and other many applications in 3D Digital Geometry Processing. This paper presents a novel skeleton extraction algorithm based on feature point and core extraction by the Multi-dimensional scaling (MDS) transformation. The algorithm first straightens the folded prominent branch up, as well as the prominent shape feature points of mesh are computed, a meaningful segmentation is applied under the direction of feature points. The Node-ring of all segmented components is defined by discrete geodesic path on mesh surface, and then the skeleton of every segmented component is defined as the link of the Node-ring’s center. As to the core component without prominent feature points, principal curve is used to fit its skeleton. Our algorithm is simple, and invariant both to the pose of the mesh and to the different proportions of model’s components.

Keywords: Skeleton, MDS, Discrete geodesic path, Node-ring.

1. Introduction

In recent years, how to design a simple and robust algorithm to extract the skeleton of object with less memory cost and shape information loss has become a fundamental problem of information visualization and pattern recognition [1] et al.

Most existing algorithms were developed for 3D medical image analysis with volumetric data as input, and little work on the 3D mesh models, which are represented as a polygonal list. But because of the property of reducing the dimension of the problem, skeleton has shown its promising advantage in the application of geometry and topology description with its simplicity in region of 3D Digital Geometry Processing (DGP), such as deformation[2][3],
shape recognition and retrieval\cite{4}\cite{5}, mesh editing\cite{6}, simplification\cite{7}, motion control and collision detection\cite{8}, segmentation\cite{9} et al. 

Meaningful mesh segmentation is another fundamental problem in DGP, which decompose 3D surface meshes into functional shape components, not only provides semantic information about the underlying mesh, but also could be used to guide several mesh processing algorithms, including skeleton extraction, modeling, morphing, shape-based 3D shape retrieval, and texture mapping\cite{9} et al. All of these applications benefit from mesh meaningful segmentations that obey human intuition. Good 3D mesh segmentation will result in high quality skeleton.

In this paper, we introduce a novel skeleton extraction algorithm based on meaningful shape decomposition, which segment the 3D mesh under the direction of the prominent feature point and core. The challenge of this algorithm is that, the triangle patch size should be uniform in general level to keep a high precision, because the Node-ring is defined by the length of discrete geodesic path, or subdivision must be applied firstly. And to those meshes with 5,000 vertices or more, efficient memory management should be considered to improve computing speed of shortest path between all pair vertices of mesh, or simplification must be applied as a preprocessing. Due to the transformation of MDS and the direction of prominent feature points, we decompose the mesh into several prominent meaningful branch components and a core component, and then compute the skeleton of meaningful components respectively, so our algorithm is robust, simple, and pose-invariance.

2. Related works

Cornea et al. presented a comprehensive overview on curve-skeleton properties, applications and algorithms\cite{1}. In recent decades, hundreds research works have been published in very extensive application regions.

The skeleton model is initially defined as a collection of the centre of the largest inscribed sphere\cite{10}, and is used extensively in virtual navigation, traditional computer graphics, medical image segmentation and quantification, registration, matching, 3D mesh morphing, segmentation, and analysis of scientific data et al.

And the various applications required their own desired properties of the skeleton; for example, the skeleton should be topologically equivalent to the original object in shape recognition, and must be invariant under isometric transformations\cite{4}\cite{11}. In the application of shape compression and volume animation, the skeleton should provide enough information to reconstruct a 3D object completely from its medial skeleton representation by computing the union of maximal inscribed balls\cite{12}. And the skeleton should be its centeredness within the 3D object\cite{13}; the logical components of the object should have a one-to-one correspondence with the logical components of the skeleton\cite{14}\cite{15}; be not very sensitive to little noise in the boundary;
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approximate to the complex components of an object, and reflect the natural hierarchy of these complexities, et al.

Commonly, the curve-skeleton algorithms can be divided into three classes: topological thinning (grassfire propagation), distance transform based (ridge detection) and Voronoi diagram based[16][17]. More recently in 2007, Cornea et al. initially categorize the algorithms into four new classes: thinning and boundary propagation, using a distance field, geometric methods, general field functions[1]. Our algorithm is a geometric method.

The basic idea of the thinning algorithm to extract the skeleton of voxel model is: from outside to inside, layer upon layer strips[18]. To judge one voxel whether needed to be stripped off is comparatively time-consuming work, therefore, G. Bertrand proposes a parallel thinning algorithm[19]. However, many problems are still not solved well at present, such as some skeletons are not continuous and affected by noise, often contain some invalid branches. And skeleton with a higher topology and centrality is very hard to extract et al.

Skeleton extraction based on the distance transformation algorithm can ensure the centrality of skeleton points, but is weak in keeping original topology. The algorithm based on the Level Set[20] has a better stability and higher topology independency, can effectively overcome cusp and skeleton fracture, but even Fast Marching Method is used, its computational complexity is still very high. A snake model could adjust skeleton position, to improve skeleton’s centrality, but increased complexity as well.

Compared with the distance transform and thinning algorithms, the algorithm based on shape classification or segmentation has a more remarkable superiority [21][22]. Based on the topological connection information, segmentation is applied firstly; then the skeleton is extracted from the segmentation results, to reduce the complexity and enhance skeleton’s precision.

On the other hand, the 3D skeleton can be used to guide segmentation in turn, to get a more meaningful segmentation and obey the Minimal Rule better[9][23]. Most skeleton extraction works involved with segmentation are sensitive to the pose of the model. For instance, very different segmentations will be produced when the models of human have their arms folded or not, due to the vital difference of curvature (or dihedral angles). By decomposing a 3D model into approximate convex components, Lien etc calculated the vertices convexity-concavity firstly, and then extracted the skeleton by iteration, but the obtained skeleton had a worse centricity, and hard to establish the level relations[24].

Segmentation is a classical problem in processing of 3D mesh surfaces, and other types of multimedia data, and most of these methods have been evaluated only by visual inspection of results, reference [23] provide four quantitative metrics for evaluation of mesh segmentation algorithms, that are cut discrepancy, Hamming distance, rand index, and consistency error. The focus of the segmentation in this paper is to find the prominent branch and improve the speed, so we neglect the above four quantitative metrics, and leave the jaggy boundaries to the feature.
3. Overview

Inspired by the work of Sagi Katz etc [25], we proposed a novel skeleton extract algorithm, which based on segmentation of prominent branches and geodesic path.

Given an 3D mesh in Euclid space, its vertices set is \( \{ v_i | 1 \leq i \leq n \} \), and \( \delta_{ij} = \text{GeoDist}(v_i, v_j) \) is defined as the weighted discrete geodesic distance between every two adjacent vertex \((v_i, v_j)\) on S [14]. Based on Fast Marching method in [26], to every pair of vertices \((v_i, v_j)\) on S, the discrete geodesic distance \( \delta_{ij} = \text{GeoDist}(v_i, v_j) \) and the shortest path \( \text{ShortPath}(v_i, v_j) \) can be obtained.

Our algorithm has the following steps:

Based on the theory of multi-dimensional scaling (MDS), the mesh S is transformed from Euclid space into its pose-invariant representation \( S_{MDS} \) in MDS space, and the folded organs branches are prominently straightened.

Robust prominent feature points \( PFi, i = 1, 2, ..., k \) can be located on the convex-hull in MDS space, and then S is segmented into several prominent meaningful branch components \( S_1, S_2, ..., S_k \) and a core component \( S_0 \).

Define the points located on the boundary between the components as connecting ring \( \text{LOOP}_i \).

Compute the discrete geodesic path from \( PFi \) to every point on \( \text{LOOP}_i \), the space structure of there shortest paths can be represented by a tree with its root on the feature point.

From the root \( PFi \) to the \( \text{LOOP}_i \), we define 20-30 level sets of mesh points, called node ring.

Fitting the connect line of the center of node ring with KS principal curve, skeletons of branches are computed. And the skeleton of core is computed specially.

Finally, joint the branch skeleton of every component together in a simple way, the single connected skeleton of S obtained.

Every sub-mesh’s node ring is defined by the discrete geodesic distance on mesh surface, and the skeleton of each sub-mesh is extracted, our algorithm can deal with bending posture and overcome of noise, and is simple, robust, and pose-invariant.

4. Segmentation of prominent branches

Due to noise, it is difficult to extract feature points on mesh model S directly. The MDS (Multi-dimensional scaling) is used to transform S into the mesh \( S_{MDS} \) in MDS space, and let \( d_{ij} \) be the Euclidean distance between the corresponding points of \((v_i, v_j)\) on \( S_{MDS} \), and then the distances matrix is obtained.

After 30-50 iteration optimizations by the stress function in [25], the topology information of model S is kept, but the position of every vertex is
changed, every folded prominent components of a model are straightened, we denoted the optimization process by $S \rightarrow S_{MDS}$.

Based on MDS transformation, $S \rightarrow S_{MDS}$ can filter the noise on model $S$ globally, and obtained a new mesh $S_{MDS}$ with every folded prominent branch straightened. We extract the prominent feature points on $S_{MDS}$ to overcome the interference of noise.

In other words, if a vertex be a prominent feature point on $S$, it should reside on a tip of $S_{MDS}$, i.e. on the convex-hull of $S_{MDS}$, and it is a local maximum of the sum of the geodesic distance to any other vertex[25].

We denote the $k$ prominent feature points on $S_{MDS}$ by $PF_i, i=1,2,...,k$ (e.g. the red points in Fig. 1)

![Feature points (in red).](image)

Then we define a mirror sphere on $S_{MDS}$, so every vertex $v$ of $S_{MDS}$ has a image $v_{mirror}$ outside the mirror sphere[25]. Define the core of mesh $S_{MDS}$ as a set of the vertices reside on the convex-hull, and denoted it by $SC_{MDS}$. Obviously, the prominent branches and feature points of $S_{MDS}$ become the internal of the convex-hull.

Let the number of feature points $PF_i$ on $S_{MDS}$ be $k$, so its corresponding prominent branches number is $k$ too. After the mirror transformation, the prominent branches will be cut by the core component extraction, then we obtain $k+1$ meaningful segmentation components $S_0, S_1, S_2,...S_k$ of mesh $S$, where $S_0$ is the core component corresponding to $SC_{MDS}$ (e.g. the green component in Fig. 2-(e)), and $S_i, i=1,2,...,k$ is sub-mesh composed of $k$ prominent branches (e.g. the white, pink, red and yellow components in Fig. 2-(e)).

![Spherical mirroring segmentation](image)

Fig. 2. Spherical mirroring segmentation
5. Construction of shortest path and skeleton

5.1. Connecting ring

Let $S_0, S_1, S_2, \ldots, S_k$ be the $k+1$ segmentation of model $S$, and denoted the vertex set on the common boundary between sub-mesh $S_i$, $i=1,2,\ldots,k$ and $S_0$ by $\text{LOOP}_i=\delta S_i \cap \delta S_0$ (e.g. the red points in Fig. 3-(a)), then named this vertex set as a connecting ring between every sub-mesh $S_i$ and the core component $S_0$.

For every shortest path between prominent feature point $PF_i$ and the vertex in the corresponding connecting link $\text{LOOP}_i$, obviously the number of such shortest path is more than one, and the space structure of these shortest paths can be represented by a tree whose root is the feature point $PF_i$, we denote this tree as $\text{Tree}_i$.

(a) Connecting Ring  (b) shortest path         (c) Node ring             (d) Skeleton

Fig. 3. Connecting Ring and skeleton of branch

5.2. Node ring of $S_i$ and skeleton computing

For the shortest path tree $\text{Tree}_i$ with the feature point $PF_i$ as root in the sub-mesh $S_i$, the depth from the root node $PF_i$ to each leaf node on corresponding connecting link $\text{LOOP}_i$ is different, and corresponding discrete geodesic distances is different too.

The shortest path set of feature point $PF_i$ on sub-mesh $S_i$ to any $v_j$ on $\text{LOOP}_i$ is denoted by $\text{ShortPath}(PF_i,v_j)$ (e.g. Fig. 3-(b)), the geodesic length of corresponding shortest path is denoted by $sp(v_j)=||\text{ShortPath}(PF_i,v_j)||$, and the maximum and the minimum length of all the discrete geodesic distance on this set are denoted by $sp_{\text{max}}=\max(||\text{ShortPath}(PF_i,v_j)||)$ and $sp_{\text{min}}=\min(||\text{ShortPath}(PF_i,v_j)||)$ respectively.

Let $\angle sp= sp_{\text{max}} / m$, $\delta sp= sp_{\text{min}} / m$, then define the $m$ node rings (e.g. the level ring within the right leg in Fig. 3-(c)) of sub-mesh $S_i$ as its $m$ subsets of vertex set $H(v)=\cup \{v \in S_i|\delta sp \cdot t \leq sp(v) \leq \angle sp \cdot t \}$, where $m$ is a nonnegative constant integer, let $t=1,2,\ldots, m$, and $C=||H(v)||$, then the center coordinates of node ring $H_i(v)$ be defined as:
Connect the centroid $\text{Center}(H_t(v))$ of successive level sets on sub-mesh $S_i$ and the center of LOOP$_t$, then the skeleton curve of sub-mesh $S_i$ be constructed by the connected $m+1$ points (e.g. the red line within the right leg in Fig. 3-(d)).

Do the same processing to all sub-mesh $S_1$, $S_2$,...,$S_k$, we will get the skeleton of each prominent branch except $S_0$, which corresponds with the core component.

5.3. Skeleton of core components $S_0$

Due to the core component $S_0$ has no feature points, so a special consideration is needed to extract its skeleton.

For the core component $S_0$ with its gravity center located in internal, the KS principal curve algorithm in [27] is used to fit $k$ lines which connected the central point of LOOP$_t$ and the center of core component $S_0$, the new skeleton $S_0^{\text{ks}}$ is represented by principal curve. Connect the central point of LOOP$_t$ and relative nearer endpoint of $S_0^{\text{ks}}$ by turn, the complete skeleton of model $S$ is obtained.

For the core component $S_0$ with gravity center located in exterior, its skeleton could be obtained by following method:

For given $S$ and its vertex set $\{v_i|1 \leq i \leq n\}$ with coordinate set $\{x_i, y_i, z_i\}_{i=1}^n$, the moment $(p, q, r)$-th of discrete definition can be approximated by

$$m_{pqr} = \frac{1}{n} \sum_{i=1}^{n} x_i^p y_i^q z_i^r$$

According to its definition, the set of moments $\{m_{pqr}\}$ are uniquely, and are uniquely determined by the object, the first moments and second moments respectively represent the mesh’s center of the mass and the three PCA axles [28]. Then, based on the first moment and second moment of the core component $S_0$, the gravity center, the PCA axles and three axis planes of core component $S_0$ can be obtained.

Let $O$ be the gravity center of $S_0$, and sort the three main axles according to the axial length in descending order as $A$, $B$, $C$, let the base plane be $OBC$ where the two shorter axis lie in , a constant $h_0$ is suitably chosen along $OA$, i.e. the longest axis direction. Horizontally cut the vertex set $S_0$ into $m$ subsets with thickness $h_0$, denote the vertex subsets of $S_0$ by $H^i(v)$, $t=1,2,\ldots,m$, named $H^i(v)$ by the central ring of the core component $S_0$, with the central coordinate as
\[ \text{Coordinate}(H_t^v(v)) = \sum_{i=1}^{c} \frac{\text{Coordinate}(H_t^v(v))}{C^0} \]

Where \( C^0 = ||H_t^v(v)|| \). Connect \( \text{Center}(H_t^v(v)) \) sequentially; the skeletal curve of core component \( S_0 \) will be a ks principal curve fitting of the lines by the \( m \) connecting points.

Our algorithm requests core component has the better convexity, then \( \text{Center}(H_t^v(v)) \) should locate within the projecting polygon of the vertex subset \( H_t^v(v) \) on base plane \( OBC \), otherwise, the skeleton will go out the core component \( S_0 \), and be not located in the internal of model \( S \) completely, this algorithm expiration.

6. Results and discussion

We use the Shape Benchmark database at Princeton university (Fig. 4-(h) exceptions) to test our algorithm. All data are recorded on an 2.20GHz Intel Core(TM) 2 Duo CPU E4500 machine with 2GB RAM and 128M GM, using a single thread implementation.

Table 1 shows the running time of computing the prominent feature point and skeleton for various 3D models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Vertices</th>
<th>Faces</th>
<th>Feature Points</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0235</td>
<td>408</td>
<td>812</td>
<td>5</td>
<td>0.311</td>
</tr>
<tr>
<td>M0336</td>
<td>1,557</td>
<td>3,110</td>
<td>6</td>
<td>3.813</td>
</tr>
<tr>
<td>M0324</td>
<td>1,564</td>
<td>3,124</td>
<td>6</td>
<td>4.001</td>
</tr>
<tr>
<td>M0031</td>
<td>1,802</td>
<td>3,548</td>
<td>5</td>
<td>4.876</td>
</tr>
<tr>
<td>M0178</td>
<td>914</td>
<td>1,824</td>
<td>5</td>
<td>1.871</td>
</tr>
<tr>
<td>M0071</td>
<td>420</td>
<td>836</td>
<td>6</td>
<td>0.345</td>
</tr>
<tr>
<td>M0095</td>
<td>956</td>
<td>1,908</td>
<td>6</td>
<td>2.062</td>
</tr>
<tr>
<td>M0000</td>
<td>3,117</td>
<td>6,250</td>
<td>9</td>
<td>14.794</td>
</tr>
<tr>
<td>M0050</td>
<td>1,455</td>
<td>2,906</td>
<td>3</td>
<td>3.304</td>
</tr>
<tr>
<td>M0058</td>
<td>477</td>
<td>950</td>
<td>5</td>
<td>0.502</td>
</tr>
<tr>
<td>M0104</td>
<td>906</td>
<td>1,808</td>
<td>7</td>
<td>1.831</td>
</tr>
</tbody>
</table>

In Fig. 4, the green dots are the prominent feature points, yellow points are two endpoints of the core component skeleton, and red lines are the skeletons of its core and branches.
Although the optimization process $S \rightarrow S_{MDS}$ stretching the mesh $S$, to help the extraction of prominent feature points on the pose-invariant model $S_{MDS}$, can overcome the interference of noise, but on the other hand, some slight partial characteristic be shielded, as shown by owl’s beak in Fig. 4-(d), and ears in Fig. 4-(g) and Fig. 4-(k) etc, where the smaller feature points are shielded by the more prominent neighboring extreme points. In addition, to those models without prominent branches, the obtained skeleton does not have clear meaning, just as Fig. 4-(h) ellipsoid part shows.

The skeleton of the prominent branch start not from the feature point $PF_i$, but from the centroids $Center(H_l(v))$ of successive level sets of $S$, until arrive the center of $LOOP_i$, as Fig. 4-(b) and Fig. 4-(c) shows, skeleton starts away from the green feature points at the bottom of the wrist; and as a fact, the
green feature point and the prominent branch skeleton's red endpoint are also separate in other results.

Fig. 5 shows the results of our algorithm and the algorithm of thinning distance field, geometric, potential field method. The left column is produced by our algorithm, and other four columns are provided by [1]. Obviously, the comparison shows that our algorithm is more effective than others.

Let \( N \) be the number of faces in the original model \( S \), then the computational complexity of MDS is bounded by \( O(N^2) \); the prominent feature point extraction takes \( O(N \log N) \); the \( k+1 \) segmentation costs \( O(N \log N) \); connecting ring, node ring and center ring costs \( O(\log N + N) \); skeleton fitting costs \( O(N) \); thus the overall time complexity is \( O(N^2 + N \log N + N + \log N) = O(N^2) \).

In addition, our algorithm can extract the skeleton of simply connected and complex topology 3D model with its genus<1. For constructing by connecting prominent feature points \( PF_i \) and the points on connecting ring \( LOOP_i \), the pyramidal shortest path set guarantees the skeleton to locate in the internal of sub-mesh \( S_i \), and enhances the centricity of skeleton.

7. Conclusion and feature work

We proposed a novel algorithm for 3D mesh skeleton extraction. The advantage of this approach is that: Our algorithm does not involve complicated mathematical tools. Compared with snake and level set[20], our algorithm has a lower complexity. It obtains the prominent feature points by the preprocessing of MDS transformation, and then extracts the local skeleton under the guidance of the prominent feature points and the strategy of segmentation, reduces the influence of noise, and improves the efficiency. The skeleton obtained is topology-invariant and pose-invariant. The shortest path's search is carried on the sub-mesh, overcomes the difficulty to judge branches and select feature points; our algorithm requires neither prior-knowledge of the number of feature points nor any interactive user parameters; and our skeleton is invariant to the pose of the mesh model.

The limitations of our algorithm are: When the core component has prominent concavity, its gravity center located outside the projection of core component on base plane \( OBC \), skeleton will go out the surface. In addition, we connected the skeleton of core component and that of other prominent branches without trimming strategy, then the skeleton was not guaranteed to be smoothing in any case. And obviously, the prominent feature points of sub-mesh \( S_i \) used as the root of shortest path tree can be used to roughly determine skeleton line shape and trends on the consideration of its relative position to connecting ring, this potential information was not fully used for now.
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A Dynamic Alignment Algorithm for Imperfect Speech and Transcript
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Abstract. This paper presents a novel alignment approach for imperfect speech and the corresponding transcription. The algorithm gets started with multi-stage sentence boundary detection in audio, followed by a dynamic programming based search, to find the optimal alignment and detect the mismatches at sentence level. Experiments show promising performance, compared to the traditional forced alignment approach. The proposed algorithm has already been applied in preparing multimedia content for an online English training platform.
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1. Introduction

The motivation of this research comes from a content producing module of an English tutor platform \cite{1}, which tests and evaluates learners' spoken English level as a foreign language. To perform pronunciation analysis, it is necessary to have the time-aligned word/phoneme transcriptions with audio data. In fact, time-aligned labels can be used not only in the area of language training \cite{11} \cite{3}, they are also required by audio/video indexing techniques applied in search engines \cite{15} \cite{4} \cite{5}. Moreover, as a fundamental task in speech processing, it could be useful in model training for Automatic Speech Recognition (ASR) systems \cite{21}. Though aligning speech with its corresponding text might seem a solved problem \cite{8}, situation could be difficult if the transcription does not match the media, as the decoder is forced to accept the input transcription. Unfortunately, audio files and their transcriptions are not fully-matched in many cases. Alignment of audio and text with imperfections has applications in subtitling, spoken books and etc. For example, a dialogue script often includes speaker names which are not uttered in audio to make it more readable, and broadcast/TV news scripts sometimes skip speech from interviewees. Manually scanning the discrepancies is a tedious and time-consuming work that requires skill.

Recently, alternate approaches have been investigated to align the speech with its approximate text. Moreno et al \cite{10} developed a recursive method to progressively reduce the forced alignment process with a gradually restricting
dictionary and language model. A similar approach has been presented in [7] for human generated transcriptions of audio files. These techniques are based on the methodology of comparing ASR result with the approximate transcript. However, the recognition quality highly depends on the acoustic model, and thus could be severely degraded without speaker adaption and appropriate model training. In contrast, most Viterbi-based forced alignment algorithms give satisfactory result, even the acoustic environment of the input speech is quite different from the one used for model training. Another limitation of Moreno’s approach is that the anchor selector is difficult to handle repeated words, phrases and sentences, which are widely used in language tutor. In this case, some recognized anchors can become ambiguous in the original text, and cause alignment errors. Experiment in section 4 indicates that the performance of this approach is relatively low on teaching materials and online courses, even for perfect matched audio and text.

Other authors have included HMM garbage models to allow for text/speech skips and substitutions [12], which works well in discovering and correcting low level (word/phrase) errors, where most parts are matched. The approach presented in this paper focuses more on detecting the insertion and deletion errors at sentence/paragraph level. We convert the alignment problem into a series of overlapping sub-problems, which are solved recursively by a dynamic programming algorithm. The algorithm has been implemented in a content producing system, processing speeches from varied sources, such as news, online courses, lectures and etc.

The rest of the paper is organized as follows. Section 2 introduces the methodology of sentence boundary detection. Section 3 focuses on the dynamic alignment algorithm and the pruning policy. Section 4 gives some preliminary experiment results and section 5 concludes the paper.

2. Pre-processing

Input audio and text are required to be segmented into small (e.g. sentence) unit. Transcript can be segmented by using the maximum entropy approach [2], which is one of the state-of-the-art natural language processing techniques. Speech sentence boundary detection is much more challenging, since typical cues in text (e.g. headers, paragraphs, punctuation and etc.) are absent in utterances [17]. Quite a few jobs have been done in automatic detection of prosodic boundaries in speech [20] [16]. We use a multi-stage pre-processing approach to find the approximate sentential boundaries, as shown in Fig. 1.

1. The source audio file provided by user often contains non-speech parts, e.g. lectures with prelude and epilogue music are very common in multimedia courses. Firstly, these non-speech clips are separated and removed. Different strategies have been investigated for speech/non-speech detection during the last decade [9]. And our previous research [19]
also proposed a fuzzy logic based approach that combines different features to label the boundaries of voice segments.

2. Pauses detection on speech can typically be done with a high accuracy off-line VAD algorithm. Numerous solutions have been reported to achieve precise detection results [13]. The method we used in this system is based on the Order Statistics Filtering Sub-Band Spectral Entropy [6], which measures the sub-band spectrum divergence between speech and background noise. Long-term speech features [14] can also be considered as contextual information to estimate the threshold more precisely and benefits for detecting speech presence in noisy environments.

3. Finally, boundaries detected by the VAD algorithm need to be filtered to get the prosodic boundaries. It has been studied in previous research that a sentence boundary is often marked by some combination of a long pause, a preceding final low boundary tone, and a pitch range reset [18]. Therefore, pause information can be important cues to eliminate inner-sentence boundaries.

Sentence segmentation is a very difficult problem in spontaneous speech such as lectures, and thus addressed by many works recently. It is easily possible that sentential boundary detection based on prosodic cues can produce errors causing split or concatenated sentences within this pre-processing stage. An algorithm designed for correcting these errors (including false alarms and missed alarms) is presented in the following section.
3. Dynamic Alignment

Let \( s(i,j) \) and \( t(m,n) \) denote the utterance and transcript whose boundaries are positioned at \( i, j \) and \( m, n \), where \( i \leq j \) and \( m \leq n \). We are going to find the most feasible sentential matches between the text and audio, i.e.

\[
\arg \max_{1 \leq i \leq j \leq \text{speech}, 1 \leq m \leq n \leq \text{text}} \sum_{s(i,j) \leftrightarrow t(m,n)},
\]

where \( \text{speech} \) and \( \text{text} \) are the number of segments in speech and text, \( s(i,j) \leftrightarrow t(m,n) \) measures the likelihood of the alignment.

3.1. Dynamic programming

If the audio and text are presented in order, the problem can be broken up into stages with an alignment required at each stage. Let the ordered pair \((h,k)\) denotes a hypothetic alignment for \( s(0,h) \leftrightarrow t(0,k) \). To find the best solution at stage \((h,k)\), it is necessary to go through all the possible matches in previous stages, and see how to make an alignment for the remainder. Denoted by \( F(h,k) \) as the maximum similarity accumulation at stage \((h,k)\), we have the following induction:

\[
F(h,k) = \max_{t_s \leq t_e} F(h-t_s,k-t_e) + P(h-t_s,h,k-t_e,k),
\]

\[
\{ 0 < h < N, 0 < k < M, t_s \in [0, \epsilon], t_e \in [0, \epsilon], t_s + t_e \neq 0 \}
\]

where \( \epsilon \) is the width of search beam. \( P(i,j,m,n) \) computes the acoustic likelihood of the alignment for \( s(i,j) \leftrightarrow t(m,n) \), which indicates the strength of belief that how much they are matched.

3.2. Alignment function

Fig. 2 presents the alignment result of an utterance and its corresponding transcript, where the value of \( P \) is computed as follows:

\[
P(i,j,m,n) = \left\{ \sum_{[t_s,t_e]} \omega_b \times \text{Acc} + \sum_{[t_s,t_e]} \omega_c \times \text{Acc} \right\} l(f_j - f_i),
\]

\[
(i < j, m < n)
\]

where \( f_i \) and \( f_j \) are the start/end frame indices of the utterance \( s(i,j) \), \( t_{bs} \) and \( t_{be} \) define the boundaries frame indices, \( \omega_b \) and \( \omega_c \) specify the weights of the boundaries and internal parts respectively, and \( \text{Acc} \) is the normalized acoustic score.
Acoustic score value indicates the likelihood that a speech segment represents a particular symbol according to the statistical models. However, the value depends on the length of the segment, and thus needs to be normalized for a particular segment, which simply entails dividing the score by the number of frames contained in the segment. Acc thus represents the average log likelihood per frame for the given segment, and can be used to compare speech segments of different lengths (typically different phones) to determine which segments fit better. In addition, \( P \) needs to be distinguishable between the fully-matched (e.g. \( s(1,2)\leftrightarrow t(0,1) \)) and partially-matched pairs (e.g. \( s(0,2)\leftrightarrow t(0,1) \)), and thus weights are at boundaries to guide the solver towards the global optimal solution.

![Fig. 2. An example of dynamic alignment.](image)

\( s(0,1) \) is unuttered and \( t(1,2) \) is untranscribed.

### 3.3. Sentential Boundary Correction

As discussed earlier, speeches (e.g., unprepared speech or conversational speech) often contain pauses due to speech errors, false starts, train-of-thought gaps and etc, which causes false and missed alarms in sentential boundaries detection in pre-processing stage. However, it is possible to correct most of these errors by scanning and comparing the forced alignment results.

#### False alarm

We compare the alignment results of successive speeches upon the same text \((w_1, ..., w_n)\), i.e. from \( P(i, i+1, m, n) \) to \( P(i, i+L, m, n) \), where \( L \) is a pre-defined value to control the size of the search window, as shown in Fig. 3(a). When a monotonically increasing is detected, i.e.

\[
P(i, i+1, m, n) < \cdots < P(i, i+L, m, n)
\]

which indicates that alignments are stably improved by extending the speech, we then remove the last \( L \)inner boundaries, where \( 0 \leq L < L \) is a threshold.
Missed alarm

Fig. 3(b) shows an example of the missed alarm detection. Our forced alignment engine uses a generic speech model (garbage model) to absorb the out-of-vocabulary words, thus the notable detected silence at the end of the utterance indicates the existence of a text-skip, and in this case, a new sentence boundary should be inserted at the end of word $w_n$.

Fig. 3. Sentential boundary correction. (a) false alarm. (b) missed alarm

3.4. Pruning strategy

Pruning strategies are applied to eliminate most unlikely search hypotheses. A letter-to-sound algorithm can be used to predict the length of a sentence, by simply counting the number of words and phones. This could be helpful to avoid attempts on most impossible alignments. If continuous confidence score descents are detected on two utterances upon the same text, e.g. $P(1,2,0,1)$ and $P(1,3,0,1)$ in Fig. 2, we then eliminate any successor, by setting $P$ to 0. Due to the antithesis of this problem, another pruning rule can be applied in text domain, as stated below, where $\gamma^*$ are pre-defined thresholds.

$$
\begin{align*}
  P(i, j, m, n) - P(i, j-1, m, n) &\leq \gamma_1 \rightarrow P(i, x, m, n) = 0, \\
  P(i, j, m, n) - P(i, j, m, n-1) &\leq \gamma_2 \rightarrow P(i, j, m, y) = 0, \\
  (0 < i < j < N, 0 < m < n < M, x \in [j+1, M], y \in [n+1, N]).
\end{align*}
$$

Moreover, to accelerate the solving speed, we save those $P$ and $F$ we have already computed. If we need to solve the same problem later, we then retrieve and reuse our already-computed values.

4. Experiment and Discussion

Alignment performance was evaluated on a data set collected from lectures (15%, speeches and interviews), multimedia courses (65%, English teaching
materials for K-12 students), broadcasting/television news (20%, live news
and BBC/VOA special programs). Table. 1 summarizes the experimental data
set, where each type of data is a composition of clips that are fully-matched
(CP), and clips that contains mismatched parts (CI), to test the robustness
and compatibility of the proposed algorithm.

Table 1. Data set and comparison experiment results.

<table>
<thead>
<tr>
<th>types</th>
<th>clips</th>
<th>sentences</th>
<th>length</th>
<th>F.A.</th>
<th>A.A.</th>
<th>D.A.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ε = 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>F.A.</td>
<td>A.A.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>37/7</td>
<td>7</td>
<td>37(100%)</td>
<td>30(81%)</td>
<td>33(90%)</td>
</tr>
<tr>
<td>lectures</td>
<td>I</td>
<td>38/14</td>
<td>9</td>
<td>33(63%)</td>
<td>39(75%)</td>
<td>45(86%)</td>
</tr>
<tr>
<td>news</td>
<td>P</td>
<td>32/10</td>
<td>10</td>
<td>32(100%)</td>
<td>28(88%)</td>
<td>26(81%)</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>39/16</td>
<td>11</td>
<td>28(50%)</td>
<td>39(71%)</td>
<td>47(74%)</td>
</tr>
<tr>
<td>courses</td>
<td>P</td>
<td>80/29</td>
<td>29</td>
<td>80(100%)</td>
<td>61(76%)</td>
<td>69(86%)</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>49/44</td>
<td>37</td>
<td>54(58%)</td>
<td>69(74%)</td>
<td>73(78%)</td>
</tr>
</tbody>
</table>

Fig. 4 shows the sentence boundary detection results, where false alerts
were the major source of errors for the pure VAD algorithm (stage 1).
Richness of such errors is related to the corpus we chose, as many of the
speeches are designed for teaching and thus contains long inner-sentence
pauses. The existence of missed boundary error often related to the variability
in the user speaking state, e.s.p. when the user tends to speed up the speech
at the end of a sentence. Pause (stage 2) and pitch (stage 3) information are
helpful to reduce the false alarm rate. And the VAD correction algorithm
(Section 3.3) also provides a sustained improvement in both sentence
boundary hit rate and false alarm rate over the 3-stage sentence boundary
detection algorithm.

Fig. 4. Results of sentence boundary detection

The acoustic score in \( P \) is achieved with a basic speaker independent
recognizer tuned to run in the forced alignment mode. An alignment of a
speech-text pair \( s(i,j) \leftrightarrow t(m,n) \) is defined as successful, when the normalized confidence score of exceeds a threshold, i.e. \( P(i,j,m,n) > T \), where \( T \) is a pre-defined value to guarantee that there is no alignment flaws.

As shown in Table 1, we found that the anchor-based algorithm (A.A) may fail to give the expected result for fully-matched test cases, when the news and lectures are recorded in a noisy environment. In particular, the performance of A.A. degrades seriously on those clips designed for teaching and learning, due to a large amount of repeat words and phrases. For speech and text that are not well-matched, our approach significantly increases the ratio of successful alignment, compared to the traditional forced alignment.

An examination of the results shows that most failures are caused by the consecutive mismatches. Performance highly depends on the quality of the sources, e.g. the ratio of the mismatched parts, and \( \varepsilon \) a trade-off between accuracy and speed. Better results can be achieved by setting a wider search beam, e.g. changing \( \varepsilon \) from 1 to 2 will increase the correct alignment ratio, it will however direct the algorithm to try more possibilities and slow down the alignment process. In general, on each stage, the number of search paths \( C \) and width of search beam follows:

\[
C = \varepsilon^3 + 2\varepsilon
\]

Pruning policies limits the range of alignments and removes most infeasible searches, and it can reduce the amount of computation, as shown in Fig 5.

![Fig 5. Results of pruning, \( \varepsilon = 1 \), evaluated on a P4 2.4GHz computer with 2G RAM installed](image)

5. Conclusion

We introduced an approach for the temporal alignment of speech with imperfect transcripts, based on the acoustic likelihood marked chunks of
speech signals, that are associated with partitioned audio segments, and a word level symbol sequence given in the erroneous transcription. In this paper, speech and text are first segmented into units, which are then aligned with a dynamic alignment algorithm. The proposed algorithm has been implemented and validated by an easy-to-use content producing tool for preparing multimedia content for English training. The experiment result shows an increase of the correct matching ratio, in particular for those clips whose speech and transcription are not well-matched, compared to the traditional forced alignment approach.

Though most speech and text are presented in order, a limitation of the algorithm is it is not efficient for the re-ordering of phrases or sentences in transcription. Future investigations also include launching ASR on only the mismatched parts, using the idea described in [10] in conjunction to correct the errors and accelerate the detection speed.
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Abstract. Multi-video summarization is a great theoretical and technical challenge due to the wider diversity of topics in multi-video than single-video as well as the multi-modality nature of multi-video over multi-document. In this paper, we propose an approach to analyze both visual and textual features across a set of videos and to create a so-called circular storyboard composed of topic-representative keyframes and keywords. We formulate the generation of circular storyboard as a problem of complex graph clustering and mining, in which each separated shot from visual data and each extracted keyword from speech transcripts are first structured into a complex graph and grouped into clusters; hidden topics in the representative keyframes and keywords are then mined from clustered complex graph while at the same time maximizing the coverage of the summary over the original video set. We also design experiments to evaluate the effectiveness of our approach and the proposed approach shows a better performance than two other storyboard baselines.

Keywords: multi-video summarization, complex graph clustering and mining, circular storyboard.

1. Introduction

Multi-video summarization aims to create a summary for a set of topic-related videos having several sub-themes or sub-events around a main topic. Imagine a scenario that a news aggregator gathers various sets of topic-related news videos and provides summaries to represent each video set, such that the users can easily understand the topics after taking a look at the summaries and decide whether to go through watching their interested video set.

Despite that a lot of approaches of automatic video summarization [1-5] and some of multi-document summarization [6] have been proposed in literature, little work has focused on multi-video [7]. In general, multi-video summarization faces two difficult challenges. One is due to the inevitable
thematic diversity and overlaps within multi-video than single-video, and hence we need study effective summarization methods to extract the globally main topic information while removing redundancy among different videos as more as possible. The other is due to the multi-modality nature of multi-video over multi-document. Using both text and imagery during summarization is more effective than either modality alone [5, 8], and hence we need effective summarization methods to integrate both textual and visual content in summary creation and visualization.

An intuitive approach for summarization of multi-video with text transcripts is to summarize visual modality and textual modality separately and to visualize as an image-plus-text list storyboard together — employ a shot clustering and mining algorithm to select a list of most representative keyframes from shot clusters to reflect the visual topics, employ multi-document summarization approaches to select a list of most representative keywords to reflect the textual topics, generate a list storyboard by placing a list of keyframes in upper half and a list of keywords in lower half. However, despite that this list storyboard gives brief summaries of both visual content and textual content, it hardly makes use of the relations of visual content and textual content. Actually, given a video set, there usually exist a number of sub-themes, and each sub-theme can be represented as a collection of shots and keywords which have thematic relations with each other. Discovering the relations between shots and keywords will not only offer benefits to find more reasonable topic structure, but also make it possible to further remove redundancy in theme level.

To take advantage of both visual and textural information during summary generation, we propose a novel approach to summarize visual modality and textual modality simultaneously and to visualize as an image-plus-text circular storyboard in this paper. We first build a complex graph consisting of shot nodes and keyword nodes. Shots are linked to each other by visual similarity, while shots and keywords are linked to each other by co-occurrences. In such a way, rather than one-way clustering, i.e., either shot clustering or keyword clustering, we can perform co-clustering of shots and keywords on complex graph to make use of the benefits of shot-keyword relations [9]. Next, we mine representative keyframes and keywords for hidden topics from clustered complex graph with highest importance score while at the same time maximizing the coverage of the summary over the original video set by deeply exploiting the node-level relations and the cluster-level relations. And finally, we design a circular storyboard to present the visual and textual topics and their relations — resize the keyframes and keywords according to their importance and arrange resized keyframes and keywords around or inside a circle according to their relation strength. Experiments carried out on video news demonstrate the effectiveness of our proposed approach.

We summarize our main contributions as follows: 1) The novel utilization of complex graph clustering for multi-video summarization; 2) The scheme of mining representative keyframes and keywords for hidden topics by integrating both node-level and cluster-level information in clustered complex
Multi-Video Summarization Using Complex Graph Clustering and Mining

graph; 3) the visual presentation of a summary as an image-plus-text circular storyboard.

The remainder of this paper is organized as follows. Section 2 describes our complex graph clustering and mining based multi-video summarization approach. Section 3 describes the data set and experimental results. Finally, we conclude this paper in Section 4.

2. The Multi-Video Summarization Approach by Complex Graph Clustering and Mining

Fig. 1. Proposed multi-video summarization approach

Our proposed multi-video summarization approach is shown in Fig. 1, where the input is multiple video documents with their corresponding speech transcripts, and the output is so-called circular storyboard, an image-plus-text static summary composed of representative keyframes and keywords of hidden topics. There are four stages to generate the summary, of which the first one is to analyze visual content to extract a pool of shots and to analyze textual content of speech transcripts to extract a list of keywords across multiple video documents; the second is to perform complex graph building and clustering on extracted shots and keywords; the third is to mine the representative keyframes and keywords of hidden topics from clustered complex graph; and the last is to use a circle space to present the topic-representative keyframes and keywords as circular storyboard.

2.1. Video Content Analysis

Assume that we have a set of video documents with their speech transcripts, \( D = \{ d_1, \ldots, d_m \} \). To analyze the visual content of given videos, we employ a robust shot boundary detection algorithm in [10] to divide video sequences into a pool of shots denoted as \( U = \{ u_1, \ldots, u_i, \ldots, u_M \} \), where \( u_i \) is a shot and \( i \) denotes the number of shots in video set. For further visual content processing, we select the middle frame of a shot as the keyframe and represent it as a 423-dimentional vector of 6 features: 256-dim color
histogram, 6-dim color moments, 128-dim color coherence, 15-dim texture
MSRSAR, 10-dim texture Tamura coarseness, and 8-dim texture Tamura
directionality.

In addition, in order to analyze the textual content of given videos, a three-
step process is conducted to extract meaningful keywords from speech
transcripts. First, a part of speech tagger is used to label out nouns in speech
transcript. Next, stop-words are used to further filter unnecessary nouns. And
finally, we propose a modified tf-idf formula to score the remaining keywords
and select the keywords with highest importance score. Suppose that the
selected keywords are denoted as \( W = \{w_1, ..., w_j, ..., w_j\} \), the importance score
\( I( w_j) \) of keyword \( w_j \) based on the modified tf-idf formula is given by

\[
I( w_j) = \text{mod}_j \cdot tf( w_j, D) \times idf( w_j)
\]  
(1)

where \( idf( w_j) \) represents the inverse document frequency and can be
deefined as \( idf( w_j) = \log(N / df( w_j)) \), where \( N \) is the total number of videos in
training corpus, and \( df( w_j) \) is the number of videos involving the keyword
of \( w_j \). \( \text{mod}_j \cdot tf( w_j, D) \) represents the modified term frequency of word \( w_j \) in
video set \( D \), it is defined by

\[
\text{mod}_j \cdot tf( w_j, D) = \sum_{m=1}^{M} tf( w_j, d_m) \times \left( \frac{tf( w_j, d_m)}{tf( w_j, D)} + \alpha \times \left( 1 - \frac{tf( w_j, d_m)}{tf( w_j, D)} \right) \right)
\]  
(2)

where \( tf( w_j, d_m) \), \( tf( w_j, D) \) represents the frequencies of word \( w_j \) in
video \( d_m \), in video set \( D \) respectively, \( \alpha \) is weighting factor. Note that in
contrast with \( tf( w_j, D) \), \( \text{mod}_j \cdot tf( w_j, D) \) takes the keyword distribution of video
set into account. By setting \( \alpha > 1 \), the more disperse the keyword distribution
of video set is, the larger the \( \text{mod}_j \cdot tf( w_j, D) \) is, and correspondingly the more
important the keyword is.

2.2. Complex Graph Building and Clustering

Considering the task of learning cluster structure from a pool of shots \( U \) and
a list of keywords \( W \) that are extracted from video set \( D \), we can use most
one-way existing clustering algorithm to cluster shots and keywords separately \[11\], or employ co-clustering algorithm \[9, 12\] to cluster shots and
keywords simultaneously. In this paper, we adopt the complex graph
clustering algorithm in \[9\] to simultaneously derive the shot clusters and
keyword clusters as well as their relations.
We first organize extracted shots $U$ and keywords $W$ to build a complex graph of shot nodes and keyword nodes. Suppose the instantiated complex graph is denoted as $G=(V^{(1)}, V^{(2)}, E^{(1,1)}, E^{(1,2)})$, where $V^{(1)} = \{v^{(1)}_1, ..., v^{(1)}_i, ..., v^{(1)}_n\}$ represents the shot node set, $v^{(1)}_i$ is the $i$th node in $V^{(1)}$ corresponding to the $i$th shot in $U$; $V^{(2)} = \{v^{(2)}_1, ..., v^{(2)}_j, ..., v^{(2)}_m\}$ represents the keyword node set, $v^{(2)}_j$ is the $j$th node in $V^{(2)}$ corresponding to the $j$th keyword in $W$; $E^{(1,1)}$ represents the homogeneous edges within shot nodes; $E^{(1,2)}$ represents the heterogeneous edges between shot nodes and keyword nodes. We use affinity matrix $S \in \mathbb{R}^{n \times n}$ to represent the weights of $E^{(1,1)}$ and use $A \in \mathbb{R}^{n \times m}$ to represent the weights of $E^{(1,2)}$. Cosine similarity metric is employed to realize matrix $S$. That is, the edge weight $S_{ij}$ between node $v^{(1)}_i$ and node $v^{(2)}_j$ is given by

$$S_{ij} = \frac{\langle fe(u_i), fe(u_j) \rangle}{|fe(u_i)| |fe(u_j)|}$$

where $fe(u_i)$ denotes the keyframe feature vector of shot $u_i$. In addition, The co-occurrence between shots and keywords is employed to realize matrix $A$. That is, the edge weight $A_{ij}$ between shot node $v^{(1)}_i$ and keyword node $v^{(2)}_j$ is given by

$$A_{ij} = \sum_{k=1}^{\text{occ}} \text{sim}_s(t(u_i), t(w^k_j))$$

Note that word $w_j$ may occur several times $tf(w_j)$ in a video which contains shot $u_i$, so every occurrence is indexed by $k$. Timing similarity $\text{sim}_s(t(u_i), t(w^k_j))$, between $t(u_i)$, the mid-point timing of shot $u_i$, and $t(w^k_j)$, the mid-point timing of the $k$th occurrence of word $w_j$, is defined as follows:

$$\text{sim}_s(u_i, w^k_j) = \begin{cases} \exp\left(-\frac{(t(u_i)_{\text{start}} - t(w^k_j))^2}{2\sigma_i^2}\right) & (t(w^k_j) < t(u_i)_{\text{start}}) \\ 1 & (t(u_i)_{\text{start}} \leq t(w^k_j) \leq t(u_i)_{\text{end}}) \\ \exp\left(-\frac{(t(w^k_j) - t(u_i)_{\text{end}})^2}{2\sigma_i^2}\right) & (t(w^k_j) > t(u_i)_{\text{end}}) \end{cases}$$

This $\text{sim}_s(\cdot, \cdot)$ function is a step function having 1 when $t(w^k_j)$ falls in the range between $t(u_i)_{\text{start}}$, the start-point timing of shot $u_i$, and $t(u_i)_{\text{end}}$, the end-point timing of shot $u_i$, but its edges are dispersed using a Gaussian filter with standard deviation $\sigma_i$ to compensate for the time delay between the shot and keyword occurrence.
We then perform a hard clustering algorithm described in [9] to derive the shot clusters and keyword clusters as well as their relations between clusters. Suppose that we have grouped the shot nodes \( V^{(1)} \) into \( K \) clusters \( C_U = \{c^{(1)}_1, c^{(1)}_2, ..., c^{(1)}_K\} \) and grouped the keyword nodes \( V^{(2)} \) into \( L \) clusters \( C_W = \{c^{(2)}_1, c^{(2)}_2, ..., c^{(2)}_L\} \). Let \( C^{(1)} \in (0,1)^{K \times K} \) denote the cluster membership matrix for shot nodes \( V^{(1)} \) such that \( C^{(1)}_{ik} \) denote the weight that the \( i \)th shot node in \( V^{(1)} \) is associated with the \( k \)th cluster, and \( C^{(2)} \in (0,1)^{L \times L} \) denotes the cluster membership matrix for keyword nodes \( V^{(2)} \) such that \( C^{(2)}_{jl} \) denote the weight that the \( j \)th keyword node in \( V^{(2)} \) is associated with the \( l \)th cluster. The intra-type cluster relation matrix \( D \in R^{K \times K} \) denotes cluster relations within the same type of nodes such that \( D_{kj} \) denotes the link strength between the \( k \)th shot cluster \( c^{(1)}_k \) and the \( r \)th shot cluster \( c^{(1)}_r \). The inter-type relation matrix \( B \in R^{K \times L} \) denotes the cluster relations between the different types of nodes such that \( B_{kl} \) denotes the link strength between the \( k \)th shot cluster \( c^{(1)}_k \) and the \( l \)th keyword cluster \( c^{(2)}_l \).

### 2.3. Topic-Representative Keyframes and Keywords Mining

This step aims to mine the most representative keyframes and keywords of hidden topics from clustered complex graph. We propose a three-stage mining scheme.

First of all, we define measures to compute the importance of shot nodes and keyword nodes. We employ the modified tf-idf formula described in Sub-Section 2.1 to calculate the importance of keyword nodes. While for computing the importance of shot nodes, we take both the visual and related textual features into consideration. Given a shot \( u_i \) in node \( V^{(1)} \), its importance score \( I(u_i) \) is modeled as a combination of its visual informativeness \( \text{inf}_{\text{visual}}(u_i) \) and related textual informativeness \( \text{inf}_{\text{text}}(u_i) \) with a weight parameter \( \beta \) specified by users:

\[
I(u_i) = \beta \times \text{inf}_{\text{visual}}(u_i) + (1 - \beta) \times \text{inf}_{\text{text}}(u_i)
\]

(6)

The computation of textual informativeness of a shot is based on the following intuitions:
- the more important a shot’s related keywords are, the more informative it is;
- the more heavily a shot is linked with related words, the more informative it is.

Based on above heuristic intuitions, \( \text{inf}_{\text{text}}(u_i) \) can be expressed by the following formula:
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\[ \text{inf}_{\text{vis}}(u_i) = \sum_{j=1}^{J} l(w_j) \times A_{i,j} \]  

(7)

On the other hand, the computation of the visual informativeness of a shot is based on the following intuitions:
- the more a shot’s similar shots are, the more informative it is;
- the more a shot’s similar shots in other videos are, the more informative it is.

Given above heuristic intuitions, \( \text{inf}_{\text{vis}}(u_i) \) can be expressed by the following formula:

\[
\begin{align*}
\text{inf}_{\text{vis}}(u_i) &= \sum_{r \in R} S_{i,p} \times \delta(u_i, u_p, D) \\
\delta(u_i, u_j, D) &= \left\{ \begin{array}{ll}
1 & \text{if } D(u_i) = D(u_j) \\
\gamma & \text{otherwise}
\end{array} \right.
\end{align*}
\]

(8)

where \( \delta(u_i, u_p, D) \) is a weight function, and we set \( \gamma > 1 \) to differentiate the shot edges within one video or across two videos.

Next, we define measures to compute the informativeness of shot clusters and keyword clusters. Different from single-video, multi-video usually contains several sub-themes or sub-events and each sub-theme of sub-event can be viewed by a cluster of theme-related keywords or a cluster of event-related shots. Thus, the computation of the importance of a keyword cluster is based on the following intuitions:
- The more complex a cluster is, the more important it is
- The more important a cluster’s contained keywords are, the more important it is.

Based on above intuitions, \( I(c_{w_l}) \), the importance of \( l_{th} \) keyword cluster \( c_{w_l} \) is given by

\[ I(c_{w_l}) = \sum_{j=1}^{J} C_{j,l} \times I(w_j) \]

(9)

While for computing the importance score of a shot cluster, we take both the shot nodes inside cluster and the relations with other clusters into consideration. Given a shot cluster \( c_{u_k} \), its importance score \( I(c_{u_k}) \) is modeled as a combination of its node-level informativeness \( \text{inf}_{\text{node}}(c_{u_k}) \) and cluster-level informativeness \( \text{inf}_{\text{clust}}(c_{u_k}) \) with a weighting factor \( \xi \):

\[ I(c_{u_k}) = \xi \cdot \text{inf}_{\text{node}}(c_{u_k}) + (1 - \xi) \cdot \text{inf}_{\text{clust}}(c_{u_k}) \]

(10)

\[ \text{inf}_{\text{node}}(c_{u_k}) = \sum_{r \in R} C_{i,k} \times I(u_i) \]

\[ \text{inf}_{\text{clust}}(c_{u_k}) = \sum_{q \neq k} D_{k,q} + \psi \sum_{i=1}^{L} B_{k,l} \]
where the node-level informativeness $\text{inf}_{\text{node}}(cu_k)$ is directly calculated by summing up the importance of the shots that belong to the cluster; the cluster-level informativeness $\text{inf}_{\text{clust}}(cu)$ is defined as a combination of its intra-type relations with other shot clusters and its inter-type relations with keyword clusters with a weighting factor $\psi$.

Finally, we select representative keyframes and keywords of hidden topics. Each cluster indicates a hidden sub-theme or sub-event. Therefore, we propose a two-step selection procedure to maximize the coverage of the topics while at the same time removing redundancy as more as possible.

- Select a number of shot clusters with highest importance score, and only choose the keyframe of the most important shot in each cluster as its representation.
- Select a number of keyword clusters with highest importance score, and only choose the most important keyword in each cluster as its representation.

\section{Circular Storyboard Presentation}

After mining topic-representative keyframes and keywords, we use a circle space to present the topic-representative keyframes and keywords as circular storyboard. The representative keyframes of visual topics are averagely placed at regular intervals on the boundary of the circle. The representative keywords of textual topics are displayed inside the circle at a position which is determined to their relevance with the shot cluster.

\begin{equation}
po_{\text{int}}(cw_i) = \sum_{k=1}^{K} po_{\text{int}}(cu_k) \times B_{k,i}
\end{equation}

In order to guide user’s attention to important topics, keyframes and keywords are resized according to their importance score, so that higher importance shot clusters are represented with larger keyframes, higher importance keyword cluster are represented with larger font size.

\begin{equation}
\text{size}(cw_i) = I(cw_i)/I(cw_i)_{\text{max}}
\end{equation}

\begin{equation}
\text{size}(cu_k) = 0.5 + 0.5 \times I(cu_k)/I(cu_k)_{\text{max}}
\end{equation}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
No. & Category & Video num. & Shot num. & Total length \\
\hline
I-1 & Sci-Tech & 3 & 27 & 2:33 \\
I-2 & Sci-Tech & 9 & 105 & 7:05 \\
II-1 & Business & 10 & 117 & 9:02 \\
II-2 & Business & 15 & 226 & 15:22 \\
\hline
\end{tabular}
\caption{Test video set}
\end{table}
3. Experiments

3.1. Data set

We have collected a corpus of CCTV Broadcast News during January 1, 2008 and May 31, 2008 from CCTV News Broadcasting Program website (http://news.cctv.com/program/xwlb). Speech transcript for each video was also collected using a large vocabulary continuous speech recognition engine [13]. The corpus contains a total of 2080 video clips with wide diversity in topics. Following the news classification scheme of Baidu News site (http://news.baidu.com/), we use transcript text to classify videos into 13 categories: world, China, sports, entertainment, society, business, internet, science & technology (Sci-Tech), house, auto, culture, education, health and game. And then we employ an affinity propagation clustering algorithm [14] to group videos in each category into clusters. Each cluster contains a set of videos having a main topic. Four clusters from Sci-Tech and Business categories are chosen as our test set. Table 2 shows the cluster information including: the category, the number of videos, the total number of shots and the total length of each cluster.

3.2. Results and Evaluations

In our proposed approach, we formulated multi-video summarization as a complex graph clustering and mining problem and represented the selected representative keyframes and keywords as an image-plus-text circular storyboard. To compare the performance with our proposed method, we implement two storyboard approaches as the baselines. As for one of them, baseline-I, we simplify the complex graph clustering and mining algorithm into an extremely special case by setting all elements of affinity matrix $A$ described in Sub-Section 3.2 as zero to ignore the relations of shots and keywords. The representative keywords with highest importance score are directly selected; the representative keyframes with most visual informativeness are selected from clusters grouped from a simplified homogeneous graph clustering. And the finally selected keyframes and keywords are visualized as a list storyboard by placing keyframes in upper half and keywords in lower half. The goal of baseline-I is to evaluate the effectiveness of our proposed complex graph clustering and mining algorithm.

As for another storyboard system, baseline-II, we just replace circular storyboard presentation in our proposed approach as a list storyboard presentation while keeping the others not changed. The goal of baseline-II is to evaluate the presentation quality of circular storyboard.

In order to quantitatively evaluate the effectiveness of our proposed approach, we evaluate informativeness between the two baselines and our
proposed one. The criterion informativeness measures whether the summary can bring users as much as the original video set do or not. We invited 12 graduate students, including 8 males and 4 females, to give subjective scores ranging from 1 (worst) to 100 (best) to the criterion. After browsing the three types of video summaries, they can watch the original video and write down their decisions.

Table 2 lists the results. Compared to baseline-I with an average score of 69.5, baseline-II achieves an average score of 74.1 with a relative improvement of 6.6%. These results demonstrate the effectiveness of proposed complex-graph clustering and mining algorithm. In addition, compared to baseline-II with an average score of 74.1, our proposed approach obtain an average score of 77.6 with a relative improvement of 4.7% which indicates that the presentation of summary as circular storyboard can offer more information to users.

Table 2. Evaluation results

<table>
<thead>
<tr>
<th>Video set</th>
<th>Baseline-I</th>
<th>Baseline-II</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-1</td>
<td>82.3</td>
<td>84.8</td>
<td>86.8</td>
</tr>
<tr>
<td>I-2</td>
<td>66.0</td>
<td>73.1</td>
<td>77.4</td>
</tr>
<tr>
<td>II-1</td>
<td>71.6</td>
<td>78.7</td>
<td>83.3</td>
</tr>
<tr>
<td>II-2</td>
<td>58.1</td>
<td>59.8</td>
<td>62.7</td>
</tr>
<tr>
<td>Avg.</td>
<td>69.5</td>
<td>74.1</td>
<td>77.6</td>
</tr>
</tbody>
</table>

Fig. 2. Circular storyboard based on complex graph clustering and mining

Figure 2 illustrate the example of the summarized results using our approach, in video set 1-1 which has a main topic “science expedition in
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Antarctic” (Note that the original Chinese keywords have been mapped into English keywords for illustration and explanation).

4. Conclusions

Multi-video summarization faces technical challenges due to the wider diversity of topics in multi-video than single-video as well as the multi-modality nature of multi-video over multi-document. We propose techniques to analyze both visual and textual content across a set of videos and to create a circular storyboard composed of topic-representative keyframes and keywords. We formulate the generation of circular storyboard as a complex graph clustering and mining problem, in which the divided shots from visual data and the extracted keywords from speech transcripts are first structured into a complex graph and grouped into clusters; the representative keyframes and keywords of hidden topics are then mined from clustered complex graph to maximize the coverage in topics while at the same time removing redundancy as more as possible. Experiments carried out on four video clusters of CCTV Broadcast News videos show the effectiveness of our proposed approach.
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A Retrieval Method for Human Mocap Data Based on Biomimetic Pattern Recognition

Xiaopeng Wei¹, Boxiang Xiao¹, and Qiang Zhang¹

¹Key Laboratory of Advanced Design and Intelligent Computing(Dalian University), Ministry of Education, Dalian, 116622, China
zhangq26@126.com

Abstract. A retrieval method for human Mocap (Motion Capture) data based on biomimetic pattern recognition is presented in this paper. BVH rotation channels are extracted as features of motion for both the retrieval instance and the motion data. Several hyper sausage neurons are constructed according to the retrieval instance, and the trained domain covered by these hyper sausage neurons can be considered as the distribution range of a same kind of motions. By use of CMU free motion database, the retrieval algorithm has been implemented and examined, and the experimental results are illustrated. At the same time, the main contributions and limitations are discussed.

Keywords: MoCap (Motion Capture) Data, Retrieval, Biomimetic Pattern Recognition, HSN (Hyper Sausage Neurons).

1. Introduction

In past decades, with the development and popularity of motion capture device, human motion capture including motion data processing and retrieval has attracted increasing attention from many researchers [1-15]. There is a rapidly growing data of human motion, and the reuse of human motion capture data is becoming a practical task. However, because of the lack of general and efficient motion retrieval systems, the reuse of the motion data is limited by many problems and the investigation of motion data retrieval approaches is still a hot issue.

In this paper, we present a retrieval method for human Mocap data based on biomimetic pattern recognition [16], and the method constructs a set of the HSN (Hyper Sausage Neurons) for each kind of motion. Biomimetic pattern recognition also called topological pattern recognition is a novel pattern recognition principles proposed by Wang and colleagues [17] which is based on “matter cognition” instead of “matter classification” in traditional statistical pattern recognition. This recognition model is better closer to the function of human being rather than traditional statistical pattern recognition using “optimal separating” as its main principle. Biomimetic pattern recognition covers the distribution of a feature vectors exactly in high-dimensional space,
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and has been widely used in face recognition [18], speaker identify [19] and other feature recognition fields.

The aim of this work is to implement an effective retrieval approach for human motion capture data. The flowchart of method in this paper is shown in Fig1. The remainder of the paper is organized as follows: We introduce the feature extraction of motion data in Section 3 and describe our retrieval algorithm based on biomimetic pattern recognition in Section 4. Moreover, in Section 5, the part of experimental results and comparison to other methods are presented and illustrated. Finally, we conclude and explain the main advantages and limitations of this method and discuss the future works in Section 6.

Fig. 1. The flowchart of method in this work.

2. Related Works

Many works in human motion data retrieval have been developed in past decades. In previous studies, one of developed techniques is motion templates based methods for human motion retrieval and classification. Muller and his colleagues [3] proposed a method for automatic classification and retrieval of motion capture data facilitating the identification of logically related motions scattered in some database. Roder introduced templates methods systematically in his doctoral dissertation [4]. Another technique is content-based or index-based methods. For instance, Chiu et.al [2] put forward to a framework for constructing a content-based human motion retrieval system including two major components: indexing and matching. Muller et al [5] presented automated methods for efficient indexing and content-based retrieval of motion capture data. Yamasaki and his colleagues [6] described a content-based cross search scheme for two kinds of three-dimensional (3D) human motion data: time-varying mesh (TVM) and motion capture data. Chao and colleagues [7] presented a simple and effective approach for motion retrieval and synthesis based on posture feature indexing, and posture features of each frame data was extracted by an index function. A 3D motion retrieval method with motion index tree was presented by Liu and colleagues [8]. Feature analysis is also a common used approach by many researchers. A set of relational motion features was been defined in Demuth’s work [1]. Xiang and Zhu [9] extracted 3D temporal-spatial features of motion data and
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automatically constructed data driven decision trees. Lin [10] also defined a kind of motion features in his work. Many researchers used dynamic time warping (DTW) for different extent motion sequences [1,2]. Furthermore, there are several other methods such as probabilistic principal component analysis (PPCA) proposed by Wang [11], movement notation language presented by Yu et.al [12], Ensemble HMM Learning based approach developed by Xiang and Zhu [13], energy morphing based method proposed by Tam et.al [14] and semantic matching based method [15].

3. Feature Extraction of Motion Data

BVH rotation channels are used as features of motion for both the retrieval instance and the motion data in this work. The BVH file format for motion capture is originally developed by Biovision [20], a motion capture services company, as a way to provide motion capture data to their customers. A BVH file has two parts, a header section which describes the hierarchy and initial pose of the skeleton; and a data section which contains the motion data [21]. In BVH format, all joints’ position can be calculated by their all parents’ local rotation channels and root’s translation. The BVH format doesn’t account for scales so it isn't necessary to worry about including a scale factor calculation.

Fig. 2. 8 selected joints including Hips, Knees, Shoulders and Elbows

The BVH conversion of CMU motion data [22] we used in experiments is a standard database and all motions are represented by uniform BVH tree and scales. Here we select 8 joints including Hips, Knees, Shoulders and Elbows as the main feature of motion and extract their correlative values of local rotation channels in Motion sections of BVH files, as shown in Fig.2. Then, we define a 24 dimensional feature vector

\[ M^{24} = (Zrot_{J1}, Yrot_{J1}, Xrot_{J1}, Zrot_{J2}, \ldots, Xrot_{J8}) \]

by the selected 8 joints’ channel values, and all motions and retrieval instances are simplified by feature vectors.
4. Biomimetic Pattern Recognition-Based Retrieval Method

4.1. The Retrieval Instance

The retrieval instance in this work is a set of short query motion clips. Several frames of key pose in query clips are selected by manual operation, and all key pose frames' feature vectors mentioned in Section 3 are subsequently extracted. And then, a Remark Sequence of retrieval instance is constructed at the same time. Fig.3 shows an example of one motion clip of walk, in that the 4 heavy black frames are key poses of a walk clip with Remark Sequence [1,2,3,4], and others are general data.

![Fig. 3. Key poses of walk (heavy black)](image)

4.2. HSN Covering in High-Dimensional Space

Biomimetic pattern recognition is a novel pattern recognition principles [17][18] which is based on “matter cognition” instead of “matter classification” in traditional statistical pattern recognition. Fig.4 shows the main principle of HSN chains based BPR and the comparison with traditional BP and RBF networks. The triangles represent samples to be recognized, and the circles and crosses represent samples to be distinguished from triangles. Polygonal line denotes the classification boundaries of traditional BP networks. Big circle denotes Radial basis function (RBF) networks.

A hyper sausage neuron can be expressed by topological product of a hyper-sphere and a line segment in high-dimensional space, as shown in Fig.5. For biomimetic pattern recognition, the task of geometrical learning is to cover a given sample set by a chain of hyper sausage units with a minimum sum of volumes via determining the end points of each line segment and the radius of each hyper-sphere.
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Fig. 4. HSN chains based BPR and comparison with BP and RBF networks.

Fig. 5. A hyper sausage neuron schematic diagram in some 2D section.

And a hyper sausage neuron can be approximately expressed by Eq. 4.1-4.3:

\[ f_{\text{HSN}}(X) = \text{sgn} \left( \frac{d(x,X_1,X_2)}{r} - 0.5 \right) \quad 4.1 \]

which contains a radius parameter \( r \) and the distance \( d \) between \( X \) and the line segment \( X_1X_2 \) as follows:

\[
\begin{align*}
    d^2(X, X_1, X_2) &= \begin{cases} 
    \|X - X_1\|^2, & q(X, X_1, X_2) < 0, \\
    \|X - X_2\|^2, & q(X, X_1, X_2) > \|X_1 - X_2\|, \\
    \|X - X\|^2 - q^2(X, X_1, X_2), & \text{otherwise}
    \end{cases} \\
    q(X, X_1, X_2) &= (X - X_1) \frac{(X_1 - X_2)}{\|X_1 - X_2\|}.
\end{align*} \quad 4.2\]

In motion retrieval, we consider a feature vector of a frame of motion clip in motion database as \( X \), and calculate the distances between \( X \) and all
feature vectors of a kind of key pose with same mark. And then, we note the two nearest objects in retrieval instance as $X_1$ and $X_2$ respectively. Finally, we apply the construction algorithm of hyper sausage neuron with the parameters $X$, $X_1$, $X_2$ and a threshold $r$ by Eq4.1-4.3. If the sign of calculating result $f_{HSN}(X)$ is plus, the feature vector $X$ can be considered as a similar object to the kind of key pose, and be remarked by same mark of the key pose.

4.3. The Evaluation of Similarity

For motion retrieval, hyper sausage neurons covering in high-dimensional space is used to estimate the distribution of every motion data in the space. If a frame’s feature vector in a motion clip have a same mark to pose $P_k$, it can be considered as a similar object to $P_k$ and be noted as $k$ in Cover Sequence, or else it is noted as $0$. Cover Sequence noted as $C$ is an integer array to record the similar status of a motion sequence, for example in Eq4.4, and it can be simplified. In sequence, zero elements are removed, and continuous same elements are denoted by one element.

$$C = [0, 0, 0, 1, 0, 2, 2, 2, 0, 3, 4, 4]$$

$$C_{\text{simple}} = [1, 2, 3, 4]$$

The Cover Sequence of a motion sequence is the unique evaluation for retrieval. If a motion’s the Cover Sequence continuously cover the Remark Sequence in order, it is considered as the similar object. Furthermore, part sequence of a sequence is defined to evaluate main similarity, and it is actually the sub sequence of a sequence with one element absent. For example, sequences $[1, 2, 3]$, $[2, 3, 4]$, $[1, 2, 4]$, $[1, 3, 4]$ are all part sequences of sequence $[1, 2, 3, 4]$.

For instance, if in a Cover Sequence $C_{\text{walk}}$ of a walk sequence, a sub sequence equal to the Remark Sequence of retrieval instance such as $[1, 2, 3, 4]$ in Fig.3 exists, the motion can be considered as the similar object to walk and it can be retrieved. If the Cover Sequence of a motion contains part but whole Remark Sequence of retrieval instance, we can consider it as the main similar object which can also be recalled.

5. Experimental Results

To examine our algorithm, we developed a motion retrieval system by C++ program language and OpenGL (Open Graphic Library), and all experimental
results were obtained on a 3.0 GHz Pentium 4 with 2 GB of main memory. We evaluated the system on a subset of BVH conversion of the CMU motion database [22], which contains 184 motions about 105 thousands frames sampled at 120 Hz of motion capture data including walk, run, jump, cartwheel, swing and their blends.

The retrieval accuracy of the proposed framework is evaluated by the precision and recall which are commonly adopted by many researchers.

\[
\text{precision} = \frac{\#\text{relevant} \cap \text{retrieved}}{\#\text{retrieved}}
\]

\[
\text{recall} = \frac{\#\text{relevant} \cap \text{retrieved}}{\#\text{relevant}}
\]

where \#retrieved is the number of retrieved clips and \#relevant is the number of relevant clips. Table 1 shows the part of retrieval results for walk and jump.

**Table 1.** Part of retrieval results for walk and jump

<table>
<thead>
<tr>
<th>threshold</th>
<th>precision</th>
<th>recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>30.0</td>
<td>1.000</td>
<td>0.862</td>
</tr>
<tr>
<td>40.0</td>
<td>0.930</td>
<td>0.914</td>
</tr>
<tr>
<td>45.0</td>
<td>0.688</td>
<td>0.914</td>
</tr>
<tr>
<td>50.0</td>
<td>0.578</td>
<td>0.948</td>
</tr>
<tr>
<td>55.0</td>
<td>0.586</td>
<td>1.000</td>
</tr>
<tr>
<td>50.0</td>
<td>1.000</td>
<td>0.562</td>
</tr>
<tr>
<td>55.0</td>
<td>0.983</td>
<td>0.795</td>
</tr>
<tr>
<td>60.0</td>
<td>0.848</td>
<td>0.918</td>
</tr>
<tr>
<td>70.0</td>
<td>0.634</td>
<td>0.973</td>
</tr>
<tr>
<td>75.0</td>
<td>0.598</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Fig. 6. Part results of retrieval accuracy of proposed approach and the comparison to Content-based Indexing method.

The part results are also shown in Fig. 6, and Fig. 7 shows part visual retrieval results. In experiments, some motions such as cartwheel and swing achieve results with accuracies at 1.0, because the numbers of samples in
database are few respectively at 9 and 10. To evaluate the performance of our method, we compare our accuracy with the referenced Content-based Indexing method [2], shown in Fig 6.

Fig. 7. part visual retrieval results including walk, run, jump, cartwheel, swing from upper to lower.

On the other hand, time cost of approach is evaluated in ours work. The time cost includes two main parts: feature vectors extraction and computation of HSN covering. A main time-consuming operation is feature vectors extraction for the whole database (about 2 minutes) and the operation needs to be executed only one time in all experiments because the structures of feature vectors are same and uniform for different retrieval instances. Moreover, the time cost of covering computation traversing the whole database about for a retrieval instance is about 25 seconds.

6. Conclusion

In this paper, we presented a retrieval method for human Mocap (Motion Capture) data based on biomimetic pattern recognition is presented in this paper. The retrieval instance in this work is a set of short query motion clips. BVH rotation channels are extracted as features of motion for both the
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retrieval instance and the motion data. Several hyper sausage neurons are constructed according to the retrieval instance, and the trained domain covered by these hyper sausage neurons can be considered as the distribution range of a same kind of motions. By computation of hyper sausage neurons covering based on biomimetic pattern recognition, relevant motions to the retrieval instance are recalled, and experimental results are illustrated.

The advantage of this work is twofold. Firstly, the proposed algorithm is based on the distribution of similar motions in high-dimensional space, and avoids the influences by differences in extent and velocity of motion sequences. Furthermore, the use of BVH rotation channels of motion data eliminates the differences in geometric parameters including coordinates, position, direction and scales of motions, and the uniform structure of feature vectors ensure the feasibility and efficiency of retrieval in large database.

One limitation of our approach is that the covering domains of hyper sausage neurons of some similar motions such as walk and run may be intersectant in few scenes which can reduce the retrieval accuracy. Another shortage is that some complex freeform motion can not be expressed by distribution in multidimensional space well and it is a difficult task for future work. Moreover, we are also focus on the dynamic distribution of motions in high-dimensional space.
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Generative 3D Images in a visual evolutionary computing system
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Abstract. This paper presents a novel computer-aided design system which uses a computational approach to producing 3D images for stimulating creativity of designers. It introduces the genetic algorithm first. Then a binary tree based genetic algorithm is presented. This approach is illustrated by a 3D image generative example, which uses complex function expressions as chromosomes to form a binary tree, and all genetic operations are performed on the binary tree. Corresponding complex functions are processed by MATLAB software to form 3D images of artistic flowers. This generative design is integrated with a visualization interface, which allows designers to interact and select from instances for design evolution. It shows the system is able to enhance the possibility of discovering various potential design solutions.

KeyWords: Evolutionary computation, computer-aided design, generative design, complex function

1. Introduction

To date, more and more computers have been used in design offices. The CAD (computer-aided drafting or computer-aided design) tools frequently used in these design offices provide two types of support. These tools are for two-dimensional (2D) drafting and three-dimensional (3D) modeling tasks. The drafting tools replace traditional tools such as pencils and rulers to produce detailed design drawings, while modeling tools take over the functions to allow the visualization of new designs. These tools assist designers in the final production and presentation of the design products.

However, few of those CAD tools have been used to assist designers in the early phases, such as the conceptual design process. During the early phases, designers explore many design alternatives. Current CAD tools do not provide sufficient design support to innovative design.

In cognitive psychology, design activities are described as specific problem-solving situations, since design problems are both ill defined and open-ended. Design activities, especially in ‘non-routine activities’, designers involve a special thinking process. This process includes not only thinking with logic, but also thinking with mental imagery and sudden inspiration.
Designers have called new ideas in their mind as idea sketches. In contrast to presentation sketches, idea sketches are made in the early phases of design. They function as a tool to interact with imagery and are predominantly for private use. Because of their early appearance in the design process, idea sketching will have an important role in creative processes. This is the reason why many computer tools aim at supporting and improving idea sketching.

Creative ideas occur in a particular medium. Most of the researchers in the field of creativity agree that designers who are engaged in creative design tasks use external resources extensively. Such external resources include a variety of physical and logical information. For instance, reading books, browsing photographic images, talking to other people, listening to music, looking at the sea or taking a walk in the mountains. Sketches and other forms of external representations produced in the course of design are also a type of external resources that designers depend on. When designers discover a new or previously hidden association between a certain piece of information and what they want to design, the moment of creative brainwave emerges. Designers then apply the association to their design and produce an innovative design.

Visual images are particularly for activating creativity. In product design, visual expression, especially in the form of sketching, is a key activity in the process of originating new ideas. This approach suffers from the fact that most creative processes extensively make use of visual thinking, or, in other words, there is a strong contribution of visual imagery. These processes are not accessible to direct verbalization.

The design research community has spent much of its effort in recent years developing design systems for supporting innovative design. Generative design systems - systems for specifying, generating and exploring spaces of designs and design alternatives - have been proposed and studied as a topic of design research for many years.

Generative design is an excellent snapshot of the innovative process from conceptual framework through to specific production techniques and methods. It is ideal for aspiring designers and artists working in the field of computational media, especially those who are interested in the potential of generative, algorithmic, combinational, emergent and visual methods as well as the exploration of active images.

This paper presents a novel computer supported design system that uses the evolutionary approach to generate 3D images. The tree structure based genetic algorithms and complex functions are used in this system. This generative design is integrated with a visualization interface, which allows designers to interact and select from instances for design evolution. Programs are implemented by using Visual C++6.0 and mathematical software MATLAB.

The remainder of this paper is organized as follows. Section 2 is concerned with related work on generative design. Section 3 introduces genetic algorithms and genetic programming. In section 4, a binary tree based genetic algorithm is presented. Section 5 illustrates an artwork design example for showing how to use the tree structure based genetic algorithm and complex
functions to generate 3D images. Finally, these results are briefly analyzed, followed by a discussion of possible future improvements.

2. Related work

Generative systems are relevant to contemporary design practice in a variety of ways. Their integration into the design process allows the development of novel design solutions, difficult or impossible to achieve via other methods. Grammar-based techniques exploit the principle of database amplification, generating complex forms and patterns from simple specifications. Evolutionary systems may be used in combination with aesthetic selection to breed design solutions under the direction of a designer. Interface design and other sign systems may be defined in terms of adaptive procedures to create communication that adapts to its interpretation and use by an audience [1].

The key properties of generative systems can be summarized as [2]:

• The ability to generate complexity, many orders of magnitude greater than their specification. This is commonly referred to as database amplification, whereby interacting components of a given complexity generate aggregates of far greater behavioral and/or structural complexity. Such aggregates may in turn generate their own interactions forming new aggregates of even higher sophistication and complexity. This is referred to as a dynamic hierarchy, a poignant example being complex multi-cellular organisms, whose hierarchy can be summarized: atom; molecule; organelle; cell; organ; organism; ecosystem.

• The ability to generate novel structures, behaviors, outcomes or relationships. Novelty used in this sense means the quality of being new, original and different from anything else before it. There are of course, different degrees of novelty. RNA and DNA was novel in that they introduced a completely new mechanism for replication and encoding of protein synthesis. Artists and designers are always seeking novelty (the opposite of which is mimicry or copying, something depreciated in the art and design world). Artistic novelty may not have such a significant impact as, for example, DNA, but the key concept is that of the new — generative systems have the potential to give rise to genuinely new properties. This is why they are often referred to as emergent systems. These new properties typically fall outside the designer’s expectations or conceptualizations for the design, resulting in functionality or outcomes that were not anticipated. This of course raises the issue of control, a problematic issue for generative design, particularly if the designer is accustomed to organizing outcomes in a predictable way.

Generative design describes a broad class of design where the design instances are created automatically from a high-level specification. Most often, the underlying mechanisms for generating the design instances in some way model biological processes: evolutionary genetics, cellular growth, etc. These artificial simulations of life processes provide a good conceptual basis for designing products.
Evolutionary systems are based on simulating the process of natural selection and reproduction on a computer. This technique has found wide application in design for computer animation and graphics, but also in architectural, industrial and engineering design [3]. The technique depends on the specification of a parameterized model that is general enough to allow a wide variety of possible outcomes of interest to the designer. In cases where a very specific goal is sought, the parameter space must also be sufficiently broad to encapsulate an answer to the problem that meets the specified design constraints.

Initially a population of potential designs is generated with a random set of parameters. This random population may be displayed visually to the designer. The designer’s aesthetic sense then determines the ‘fittest’ designs of those displayed, and these are ‘bred’ with one another to produce a new population of designs that inherit the traits of their successful parents. This process is akin to selective breeding of apple trees for the taste and color of their fruit – both subjective qualities assessed by humans [4].

An alternative means of utilizing this evolutionary process exists where a fitness function may be explicitly coded by the designer. For example, perhaps a designer seeks the lightest, cheapest set of automobile wheels. This fitness function is coded into the evolutionary system and the computer evolves populations of wheels towards a successful structure independently of further human input. Where creative designs are sought with some aesthetic value, the former technique of interactive evolution is more practical. This requires constant human interaction, a necessary bottleneck as long as it remains difficult to encode subjective qualities like ‘beauty’, ‘ugliness’ etc. in such a way that a computer can operate with them.

Some of the evolutionary design work was performed by Professor John Frazer, who spent many years developing evolutionary architecture systems with his students. He showed how evolution could generate many surprising and inspirational architectural forms, and how novel and useful structures could be evolved [5]. In Australia, the work of Professor John Gero and his colleagues also investigated the use of evolution to generate new architectural forms. This work concentrates on the use of evolution of new floor plans for buildings, showing over many years of research how explorative evolution can create novel floor plans that satisfy many fuzzy constraints and objectives [6]. They even show how evolution can learn to create buildings in the style of well-known architects.

In Argenia, a system for architectural design by Soddu, the three-dimensional models produced can be directly utilized by industrial manufacturing equipment like numerically controlled machines and robots, which already represent the present technologies of industrial production. This generative and automatic reprogramming device of robots makes it possible to produce unique objects with the same equipment and with costs comparable to those of objects that are identical; like a printer that can produce pages that are all the same or all different, at precisely the same cost [7].

Many artists and designers have turned to generative systems to form their design basis. Dextro (www.dextro.org) has developed a diverse range of
interactive drawing systems in which simple design elements such as points and lines replicate and self-organize to create illustrations and animations. Digital artists Meta use generative processes to create streams of abstract video (www.meta.am), expressive of the multi-layered, fluid mutable nature of electronic space. Jared Tarbell (www.levitated.net) has experimented with the intersection of generative systems, typography and graphic patterns in his experimental web design projects. Software such as Auto-Illustrator (www.auto-illustrator.com) and Autoshop (www.signwave.co.uk) combine generative systems with the image composition and editing functions of popular computer drawing programs to ‘automatically’ create new designs ready for use in projects. Groboto (www.groboto.com), a program that allows users to develop their own systems for growing 3D forms, makes these systems accessible to a wider audience by placing a GUI in front of the lines of code usually required to work with generative systems.

However, the development of generative design tools is still at its early stage. The research and development of design support tools using evolutionary computing technology are still in process and have huge potential for the development of new design technology.

3. Genetic algorithms and genetic programming

General GA (genetic algorithm) is a search algorithm based on the mechanisms of natural selection. They lie on one of the most important principles of Darwin: survival of the fittest. John Holland, in the 1970s, thought that he could incorporate in a computer algorithm such a technique, to solve different problems through evolution [8].

Given a specific problem to solve, the input to the GA is a set of potential solutions to that problem, encoded in some fashion, and a metric called a fitness function that allows each candidate to be quantitatively evaluated. These candidates may be solutions already known to work, with the aim of the GA being to improve them, but more often they are generated at random.

The GA then evaluates each candidate according to the fitness function. In a pool of randomly generated candidates, of course, most will not work at all, and these will be deleted. However, purely by chance, a few may hold promise - they may show activity, even if only weak and imperfect activity, toward solving the problem.

These promising candidates are kept and allowed to reproduce. Multiple copies are made of them, but the copies are not perfect; random changes are introduced during the copying process. These digital offspring then go on to the next generation, forming a new pool of candidate solutions, and are subjected to a second round of fitness evaluation. Those candidate solutions which were worsened, or made no better, by the changes to their code are again deleted; but again, purely by chance, the random variations introduced into the population may have improved some individuals, making them into better, more complete or more efficient solutions to the problem at hand. Again
these winning individuals are selected and copied over into the next generation with random changes, and the process repeats. The expectation is that the average fitness of the population will increase each round, and so by repeating this process for hundreds or thousands of rounds, very good solutions to the problem can be discovered.

Genetic algorithms have been gained recognition as solution techniques for many complex optimization problems [9], and have been applied to numerous conceptual and preliminary design studies [10, 11]. A genetic algorithm is not truly an optimization technique; rather it is a computational representation of processes involved in natural selection as observed in biological populations. They resemble natural evolution more closely than many other approaches because they are based on the mechanics of natural selection and natural genetics.

The GA consists of a number of elements. Once a problem has been identified, the elements can be broken down as follows:

- A representation of a potential solution;
- A population of chromosomes;
- A fitness function for evaluating the relative merit of a chromosome;
- A selection method;
- One or more operations for modifying the selected chromosomes (typically crossover and mutation);

These elements are then employed in an iterative process until a solution is found or a termination condition is met. An abstraction of a typical GA is given as follows:

Generate initial population, \( G(0) \);
Evaluate \( G(0) \); (apply fitness function)

\( t = 1 \);

Repeat

Generate \( G(t) \) using \( G(t-1) \); (apply operators)
Evaluate \( (\text{decode}(G(t))) \)

\( t = t + 1 \);

Until solution is found or termination.

A search algorithm balances the need for exploration -- to avoid local optima, with exploitation -- to converge on the optima. Genetic algorithms dynamically balance exploration versus exploitation through the recombination and selection operators respectively. With the operators as defined earlier, the schema theorem proves that relatively short, low-order, above average schema are expected to get an exponentially increasing number of trials or copies in subsequent generations [12]. Mathematically

\[
m(h, t + 1) \geq \frac{m(h, t) f(h)}{f_i} \left[ 1 - P_c \frac{\delta(h)}{l - 1} - O(h) P_m \right]
\]

Here \( m(h, t) \) is the expected number of schemas \( h \) at generations \( t \), \( f(h) \) is the fitness of schema \( h \) and \( f_i \) is the average fitness at generation \( t \). The genotype length is \( l \), \( \delta(h) \) is the defining length and \( O(h) \) is the order of
schema h. $P_c$ and $P_m$ are the probabilities of crossover and mutation respectively.

The schema theorem leads to a hypothesis about the way genetic algorithms work.

Genetic algorithms traditionally use string-based representations in their chromosomes, but this is not always suitable for representing higher level knowledge. Koza introduced a hierarchical GA approach [13], where his chromosomes are tree-like expressions that can be recombined by swapping sub-trees. It starts with a randomly generated population of function-trees, the trees which perform best on the problem in question are selected to be the breeding stock. These parent trees are combined (by exchanging sub-trees) and mutated (by generating new sub-trees) to produce new trees for the next generation of the population which inherit some features from their parents. The next generation of trees is then evaluated against the problem. The best trees are selected to produce the next generation after that, and so on.

Koza labeled his hierarchical version of GA, the Genetic Programming Paradigm (called GP). The main difference between traditional GA and GP lies in the following graph theoretical manipulation.

1. Mutation changing a node label, or substituting sub-trees.
2. Crossover i.e. swapping sub-trees

As with genetic algorithm, the GP population is evolved to (hopefully) produce function-trees which can perform well on the problem in question. GP has been used successfully in generating computer programs for solving a number of problems in a wide range of areas [14].

Nowadays, genetic programming is applied mostly related to adaptive system and optimization, where representation of programs is used in conjunction with hybrid crossover to evolve a multiplication function. In addition, the design with genetic programming is not traditionally considered in canonical genetic programming.

4. The tree structured genetic algorithm

General genetic algorithms use binary strings to express the problem. It has solved many problems successfully. But it would be inappropriate to express flexible problem. For example, mathematical expressions may be of arbitrary size and take a variety of forms. Thus, it would not be logical to code them as fixed length binary strings. Otherwise, the domain of search would be restricted and the resulting algorithm would be restricted and only be applicable to a specific problem rather than a general case. Thus, tree structure, a method useful for representing mathematical expressions and other flexible problems, is presented in this paper.

The main contribution of this paper is to use tree-like expressions as chromosomes for representing complex mathematical functions and apply the tree structured genetic algorithm in generative design.
For a thorough discussion about trees and their properties, see [15,16]. Here, we only make the definitions involved in our algorithm and these definitions are consistent with the basic definitions and operations of the general tree.

**Definition 1** A binary complex function expression tree is a finite set of nodes that either is empty or consists of a root and two disjoint binary trees called the left sub-tree and the right sub-tree. Each node of the tree is either a terminal node (operand) or a primitive functional node (operator). Operand can be either a variable or a constant. Operator set includes the standard operators (+, -, *, /, ^ ), basic mathematic functions (such as sqrt ( ), exp( ), log( ) ), triangle functions ( such as sin(x), cos(x), tan(x),cot(x), sec(x),csc(x), asin(x),acos(x) ), hyperbolic functions (such as sinh( ), cosh( ), tanh ( ), asinh ( ), acosh( ), atanh( ) ), complex functions (such as real(z), imag(z), abs(z), angle(z), conj(z)) and so on.

Here we use the expression of mathematical functions in MATLAB (mathematical software used in our system). A binary complex function expression tree satisfies the definition of a general tree.

Genetic operations include crossover, mutation and selection. According to the above definition, the operations are described here. All of these operations take the tree as their operating object.

(1) **Crossover**

The primary reproductive operation is the crossover operation. The purpose of this is to create two new trees that contain ‘genetic information’ about the problem solution inherited from two ‘successful’ parents. A crossover node is randomly selected in each parent tree. The sub-tree below this node in the first parent tree is then swapped with the sub-tree below the crossover node in the other parent, thus creating two new offspring.

(2) **Mutation**

The mutation operation is used to enhance the diversity of trees in the new generation, thus opening up new areas of ‘solution space’. It works by selecting a random node in a single parent and removing the sub-tree below it. A randomly generated sub-tree then replaces the removed sub-tree.

(3) **Selection**

For general design, we can get the requirement from designer and transfer it into goal function. Then, the fitness value can be obtained by calculating the similar degree between the goal and individual by a formula. However, for creative design, there are no standards to form a goal function. Therefore, it is difficult to calculate the fitness values by a formula. In our system, we use the method of interaction with the designer to obtain fitness values. The range of fitness values is from -1 to 1. After an evolutionary procedure, the fitness values appointed by designer are recorded in the knowledge base for reuse. Next time, when the same situation appears, the system will access them from the knowledge base [17].

This method gives the designer the authority to select their favored designs and thus guide the system to evolve the promising designs. Artificial selection
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can be a useful means for dealing with ill-defined selection criteria, particularly user centered concerns.

Many explorative systems use human input to help guide evolution. Artists can completely take over the role of fitness function. Because evolution is guided by human selectors, the evolutionary algorithm does not have to be complex. Evolution is used more as a continuous novelty generator, not as an optimizer. The artist is likely to score designs highly inconsistently as he/she changes his/her mind about desirable features during evolution, so the continuous generation of new forms based on the fittest from the previous generation is essential. Consequently, an important element of the evolutionary algorithms used is non-convergence. If the populations of forms were ever to lose diversity and converge onto a single shape, the artist would be unable to explore any future forms.

For clarity, we will present the performing procedure of the tree structured genetic algorithms together with a flowers generative design example, in the next section.

5. A generative artwork example

An artwork design example is presented in this section for showing how to use tree structure based genetic algorithm and complex function expressions to generate 3D images.

The complex function expressions are used to produce 3D artistic images. Here, z=x+iy (x is real part and y is virtual part), complex function expression f(z) is an in-order traversal sequence by traversing complex function expression tree.

Both real, imaginary parts and the module of f(z) can generate 3D images in MATLAB. Three images of \( f(z) = \cos(z) \log(-z^2) \angle(z^2) \) are shown as figure 1.

![Fig. 1. Three images of \( f(z) = \cos(z) \log(-z^2) \angle(z^2) \)]

Next, we will present the performing process of the algorithm step by step.
Step 1: Initialize the population of chromosomes. The populations are generated by randomly selecting nodes in the set of operands and the set of operators to form complex function expressions. We use the stack to check whether such a complex function expression has properly balanced parentheses. Then, using parsing algorithm, the complex function expressions is read as a string of characters and the binary complex function expressions tree is constructed according to the rules of operator precedence.

Step 2: Get the fitness for each individual in the population via interaction with designer. The populations with high fitness will be shown in 3D form first. The designers can change the fitness value when they have seen the 3D images.

Step 3: Form a new population according to each individual's fitness.

Step 4: Perform crossover and mutation on the population.

Figure 2 shows two complex function expressions trees. Their expressions are $f(z)=\log(-z^2)\cos(z)\angle(z^2)$ and $f(z)=\sqrt{z}\cos(-z^2)\cot(-z*0.5)$ respectively.

Fig. 2. Two parent trees with one crossover nodes

(1) Crossover operation

A crossover node is randomly selected in each parent tree. The sub-tree below this node on the first parent tree is then swapped with the sub-tree below the crossover node on the other parent, thus creating two new offspring. If the new tree can't pass the syntax check or its mathematical expression can't form a normal sketch shape, it will die.

Taking the two trees in figure 2 as parent, after the crossover operations by nodes ‘A’, we get a pair of children (figure 3).
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Fig. 3. The two children generated by a crossover operation

Figure 4 shows a group of generated 3D images by the module part of $f(z)$ correspond to figure 2 and figure 3.

Fig. 4. The images correspond to the module of $f(z)$ in figure 2 and figure 3
(2) Mutation operation

The mutation operation works by selecting a random node in a single parent and removing the sub-tree below it. A randomly generated sub-tree then replaces the removed sub-tree. The offspring will die if it can’t pass the syntax check or it can’t form a normal shape.

Taking f(z)=\log(-z^2)\cdot \angle(z^2) as a parent, one offspring generated by mutation operation is shown as figure 5. In which, child is generated by replacing node A and its sub-tree with new sub-tree. Figure 6 is the two images correspond to the real part of f(z) in figure 5.

**Fig. 5. One mutation operation**

**Fig. 6. The images correspond to the real part of f(z) in figure 5**

Step 5: If the procedure is not stopped by the designers, go to step 2.

This process of selection and crossover, with infrequent mutation, continues for several generations until it is stopped by the designers. This procedural design is integrated with a visualization interface, which allows designers to
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interact and select from instances for design evolution. Then, the detail design will be done by designers with human wisdom [18].

The generated images are handled by designers using computer operations, such as rotating, cutting, lighting, coloring and so on. The interactive user interface can be seen in figure 7.

![Interactive User Interface](image.png)

**Fig. 7.** The interactive user interface

### 6. Conclusions

This paper presents a novel computer-aided design system which uses tree-like expressions for representing complex mathematical functions and apply this tree structured genetic algorithm in generative design. Although looking simple, the framework employs a feasible and useful approach in a visual evolutionary computing environment. This system facilitates designers in two aspects: 1) diversify instances of design options; 2) enhance the possibility of discovering various potential design solutions.

Designing can be displayed as a dynamic and formal operation of an evolutionary procedure. This study employs the computer as an interface for generating a canonical population for selection. As for generative design, concepts of evolutionary selection are developed that explain different knowledge behaviours. The evolution of populations towards a stable state corresponding to the designers’ consensus will be explored in our future work.
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Abstract. Dimensionality reduction is an important preprocessing step in high-dimensional data analysis without losing intrinsic information. The problem of semi-supervised nonlinear dimensionality reduction called KNDR is considered for wood defects recognition. In this setting, domain knowledge in forms of pairs constraints are used to specify whether pairs of instances belong to the same class or different classes. KNDR can project the data onto a set of ‘useful’ features and preserve the structure of labeled and unlabeled data as well as the constraints defined in the embedding space, under which the projections of the original data can be effectively partitioned from each other. We demonstrate the practical usefulness of KNDR for data visualization and wood defects recognition through extensive experiments. Experimental results show it achieves similar or even higher performances than some existing methods.

Key words: semi-supervised learning, dimensionality reduction, wood defects recognition, (dis-)similar constraints.

1. Introduction

Many research and application areas need to deal with high-dimensional data, which leads to a hot of studying the methods of dimensionality reduction, whose aim is to find a meaningful low dimensional manifold from the original data. In many real applications, data lying in high-dimensional ambient space can be modeled by a low-dimensional nonlinear manifold.

Principal component analysis (PCA) \([8]\), kernel principal component analysis (KPCA) \([9]\) and kernel Fisher discriminate analysis (KFD) \([12][14]\) are widely used in pattern recognition\([15][17][19]\). Utilizing domain knowledge has been an important issue in data mining tasks \([1]\). In general, domain knowledge can be expressed in diverse forms, such as class labels and pairs constraints \([2]\). Semi-supervised dimensionality reduction is a new issue in semi-supervised learning, which learns from a combination of both labeled and
unlabeled data. In many practical applications, unlabeled samples are readily available but labeled ones are fairly expensive to obtain, so semi-supervised dimensionality reduction has attracted much attention.

Currently, automatic wood defects recognition is one of hot issues in the mechanical wood industry. Matti Niskanen [3] and P. Meinschmidt [6] used different technologies to study wood based defect detection problems. Here, we also present a solution the wood defects recognition and evaluate the performance of the proposed system by giving quantitative experiments. The block diagram of SVM classifier based detection system is shown in Fig.1.

![Block diagram of SVM based recognition system.](image)

Fig.1. The diagram of SVM based recognition system.

Considering the pairs constraints can be derived from labeled data and can be automatically obtained without human intervention [1]. Here, we propose a semi-supervised nonlinear dimensionality reduction method (KNDR) with the pairs constraints for wood defects recognition. The rest of this paper is organized as follows. In section 2, we present a sensitivity analysis of KNDR and numerically evaluate it for wood defects recognition in section 3. We conclude this paper and raise some issues for future research in section 4.

## 2. Related Work

### 2.1. Linear dimensionality reduction method

For a set of wood samples together with some pairs of similar constraints and dissimilar constraints, we denote the domain knowledge containing similar and dissimilar pairs by $S$ and $D$. For a set of data $X \in R^r$ and $X = (x_1, x_2, \ldots, x_m)$, a simpler way of defining a criterion for the desired metric is to demand: if $x_i$ and $x_j$ are similar, pairs $(x_i, x_j)$ belong to set $S$, and $D$ otherwise. To improve the tightness among similar pairs and separate dissimilar ones better, we consider shrinking distances between similar pairs, i.e. $(x_i, x_j) \in S$, by minimizing $\| x_i - x_j \|^2$, while expanding distances between dissimilar pairs, i.e. $(x_i, x_j) \in D$, by maximizing $\| x_i - x_j \|^2$. Given a set of multivariate data $X$ with respect to the
pairs constraints, we aim to find a set of vectors $\omega = (\omega_1, \omega_2, \ldots, \omega_d)$, such that
the transformed low-dimensional representations $y_i = \omega^T x_i$ of $x_i$ can preserve
the structure of labeled and unlabeled samples as well as the pairs constraints, i.e. instances involved by $S$ should be close while instances involved by $D$ should be far as possible.

Noticing that $\omega^T X$ means matrix $\omega$ basically projects the data on to a set of ‘useful’ features in embedding spaces [18]. Ideally, the set should be small that means the small rank for $\omega^T \omega$, as rank $(\omega^T \omega) = \text{rank} (\omega)$ is desired. Our aim is to minimize it by finding an eigen-decomposition $E(\omega^T \omega) = \lambda \Lambda \Lambda^T$, then $\text{rank} (\omega^T \omega) = \text{rank} (\Lambda)$, but a direct minimization of this zero norm is very difficult and here we approximate it by the L2-norm $\| \Lambda \|_2 = \| \omega^T \omega \|$ in the model [18]. Then the $n \times d$ KNDR transformation matrix $T_{\text{KNDR}}$ is defined in Eq.1, where $\| \|_2$ denotes the L2-norm.

$$T_{\text{KNDR}} = \arg \min_\omega \frac{1}{2} \| \omega^T \omega \|^2 + \frac{C_s}{2N_s} \sum_{i \in S,N \cap \omega \in S} \| \omega^T x_i - \omega^T x_i \|^2 + \frac{C_D}{2N_D} \sum_{i \in D,N \cap \omega \in D} \| \omega^T x_i - \omega^T x_i \|^2$$

(1)

The two terms of Eq.1 expresses the average squared distance between all unlabeled samples in the embedding space and $N_u$ is the number of unlabeled samples. $y_i \in \mathbb{R}^d (1 \leq d \leq n)$ are the embedded data where $d$ is the dimension of reduced space. $N_s$ and $N_d$ are respectively the numbers of samples under the similar and dissimilar constraints. The intuition behind Eq.1 is to let the average distances in the embedding space between instances involved by $S$ be as small as possible, while distances between instances involved by $D$ should be as large as possible. Since metrics between instances in the same class is typically smaller than those in different classes, here we add a scaling parameter $C_s$ to balance the contribution of two terms and $C_D$ for three terms in Eq.1. Intuitively, distances of samples involved in $S$ should typically be close to the expected metric [20], so we empirically set $C_s = 1$, $C_s \geq 1$ and $C_D > 1$.

2.2. Kernelization

Implicitly in the kernel Hilbert space $H$ connected to the kernel function $K$ used. According to [4], a kernel is a function in the input space and at the same time is the inner product in the feature space through the kernel-induced nonlinear mapping. Since for each kernel there exist a mapping $\phi$ corresponds to a
scalar product and maps input patterns \( x_i \) to \( \phi(x_i) \), here we define a mapping \( \phi: \mathbb{R} \to H^p (p > n) \) and choose RBF kernel for data projections:

\[
K(x, x^T) = \exp\left(-\|x - x^T\|^2 / 2\sigma^2 \right)
\]

(2)

Mika et al proved that every solution \( \omega \in H \) (Kernel space) can be written as an expansion in terms of the mapped samples data [1], i.e. the vectors \( \omega^b \) in the high-dimensional kernel space can be rewritten as

\[
\omega^b = \sum_{i=1}^{m} \alpha_i \phi(x_i) = \phi \cdot \alpha = K^T(X, \alpha)
\]

(3)

where the input patterns in \( H \) are denoted by \( \phi(X) = (\phi(x_1), \phi(x_2), \ldots, \phi(x_m)) \) and \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_m) \) are the transformation matrix and \( x_i, i = 1, 2, \ldots, m \) form a vector space. Especially, for all functions with the form of Eq.3, we get

\[
\langle K(., X), K(., X^T) \rangle_h = \langle \phi(X), \phi(X^T) \rangle_h = K(X, X^T)
\]

(4)

By substituting Eq.3 into Eq.1, we can update Eq.1 by

\[
\min_{\alpha} J(\alpha) = \frac{1}{2} \alpha^T (\phi(X)) \psi \phi(X) \alpha + \frac{1}{2} \sum_{i,j} \| \alpha_i \phi(x_i) - \alpha_j \phi(x_j) \|^2 R_{ij}
\]

(5)

where weights \( R_{ij} \) defined in Eq.5 satisfy the following formulations:

\[
R_{ij} = \begin{cases} 
C_x + \frac{C_x}{|N_o|} & \text{if pairs}(x_i, x_j) \in S \\
\frac{|N_o|}{C_x} & \text{else if pairs}(x_i, x_j) \in D \\
\frac{|N_o|}{N} & \text{otherwise} 
\end{cases}
\]

(6)

By substituting Eq.6 into Eq.5, we can rewrite Eq.5 as

\[
J(\alpha) = \alpha^T (\phi(X)) \psi \phi(X) \alpha + \frac{1}{2} \sum_{i,j} \| \alpha_i \phi(x_i) - \alpha_j \phi(x_j) \|^2 R_{ij} \\
= \alpha^T (\phi(X)) \psi \phi(X) M \alpha \\
= \alpha^T M \alpha
\]

(7)

where \( M = KQK \) and \( W \) is a diagonal matrix whose entries are column (or row) sums of the matrix \( R \), i.e. \( W = \sum_{i,j} R_{ij} \cdot Q = I + W - R \) is called Laplacian matrix. The coefficient for the identity matrix is omitted here. Thus Eq.5 or Eq.7 can be simplified as

\[
\min J(\alpha) = \alpha^T M \alpha \quad \text{subject to} \quad \alpha^T \alpha = I
\]

(8)
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Clearly, the problem in Eq. 8 is a standard eigenvalue problem. Forming the Lagrangian of Eq. 8 with the multiplier $\lambda$, i.e. $L(J, \lambda) = \alpha' M \alpha - \lambda(\alpha' \alpha - 1)$, by taking partial derivatives with respect to the variables $\alpha$ and zeroing it by $
abla_\alpha L(J, \alpha) = 2M\alpha - 2\lambda\alpha = 0$, from which $\alpha$ can be easily solved by computing the eigenvectors of the matrix $M$ corresponding to the $d$ smallest eigenvalues.

3. Experiments and analysis

In the experiments, we investigate the performance of KNDR method for data visualization and wood defects recognition. We first take the Iris and Soybean datasets [16] for visualization. Then, we perform experiments on the wood image database [7, 13] for wood defects recognition. Local Binary Pattern (LBP) [5, 10] is used to extract the features from the wood images. In the experiments, support vector machine (SVM) classifier is used for classification. The process of semi-supervised learning can be described as follows: we first use the labeled samples to train a decision-making function, and then use the function to label the unlabeled samples. The tunable parameters $C_s, C_z$ and $C_D$ are always set to 1, 1 and 20 respectively if without extra explanations.

![Fig. 2. Distributions of the features extracted by PCA, KPCA, KFD and KNDR on the Iris dataset ($D = 4, N = 150, T = 3, d = 2$)](image-url)
3.1. Data visualization

In this subsection, we apply KNDR and some existing dimensionality reduction methods (i.e., PCA, KPCA and KFD) to the Iris and Soybean data sets with three classes and investigate how they behave in data visualization tasks. Figs. 2 and 3 respectively depict the Iris and Soybean data embedded in the two-dimensional embedding space discovered by each method, where D is the dimension of the dataset, N is the number of instances, T is the number of classes and d is the number of selected features. The iris data set, popularly used for testing clustering and classification algorithms. The embedding spaces by PCA and KPCA are better, but both inferior to that of KNDR. The ‘x’-class can be clearly observed by the four methods, however, for other two classes, PCA, KPCA and KFD tend to mix the data, but KNDR can separate them well. For the Soybean data set, the three classes are completely mixed in the original input space. PCA, KPCA and KFD can not work on the data set, while KNDR can keep in-class sample pairs close and between-class sample pairs apart effectively. Based on above experimental results, KNDR is found to be more appropriate for embedding the samples data than PCA, KPCA and KFD, implying that our primal goal has been successfully achieved.

3.2. Experimental results on wood defects recognition

There are many kinds of defects on the wood surfaces, such as discoloration, decadent, knots, etc. While knots can be seen more often and directly affect the quality of boards. Several varieties of defects are shown in Fig.4.
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Table 1. Sample class distribution.

<table>
<thead>
<tr>
<th>Types</th>
<th>Number of samples</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>Test set</td>
</tr>
<tr>
<td>Dry</td>
<td>69</td>
<td>27</td>
</tr>
<tr>
<td>Encased</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>Decayed</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>Leaf</td>
<td>37</td>
<td>3</td>
</tr>
<tr>
<td>Edge</td>
<td>62</td>
<td>1</td>
</tr>
<tr>
<td>Sound</td>
<td>126</td>
<td>10</td>
</tr>
<tr>
<td>Horn</td>
<td>32</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>362</td>
<td>63</td>
</tr>
</tbody>
</table>

Fig. 4. The common kinds of knot defects.

Fig. 5. Accuracy vs. different numbers of selected features and constraints.

For dimensionality reduction, we first transform the color wood images into three cues of R, G and B respectively and divide the images into many small blocks, and then extract the features from each block. Finally, we obtain 59 features from each cue, totally 177 dimensional features. In the experiments, the training set used in the experiments is very important. If the training set is chose improperly, the test results will be affected directly and make the system null. Here, we aggregately select 855 samples, including 417 positive samples (labeled 1) and 438 negative samples (labeled -1). We mainly take the knot and wood image database as basis, in which the sample class distribution is described in Table 1 and the number of different kinds of knot defects is also listed. The results reported here are based on a set of hundreds of wood images with over 200 labeled defects in the wood database.

Classification. Here, some experiments on the feature set are performed. The pairs constraints are obtained by randomly selecting pairs of instances from the whole data set, and creating similar or dissimilar constraints depending on whether the underlying classes of the two instances are the same or not. After obtaining the constraints, data without constraints in the whole data set are used as unlabeled data. Fig.5 displays the accuracy on the wood feature set under different numbers of selected features and constraints, where C is for SVM classifier and gamma is chose as the kernel parameters. From Fig.5, we find KDNR can almost always receive the highest recognition rate over 95% by comparing with the popular KFD, KPCA and PCA methods. The performance of KPCA is relatively poor in this feature set. With the increasing of the numbers of selected features, KNDR can keep stable for a
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wide range and the performance of KFD method can also be thought better here.

![Fig.6. Distributions of the features extracted by PCA, KPCA, KFD and KNDR on the wood image database (D = 177, N = 855, T = 2, d = 10).](image)

Fig.6 shows the distributions of the selected features extracted by PCA, KFD, KPCA and KNDR from the feature set. Intuitively, the embedded positive and negative samples are easier to be partitioned from each other in the feature spaces discovered by KNDR. Similar to section 3.1, PCA, KPCA and KFD tend to mix the projections of data of different classes.

**Table 2. Results of the averaged accuracy and runtime.**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Averaged accuracy (%)</th>
<th>Total runtime (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA+SVM</td>
<td>78.65</td>
<td>8.7</td>
</tr>
<tr>
<td>KFD+SVM</td>
<td>83.47</td>
<td>16.5</td>
</tr>
<tr>
<td>KPCA+SVM</td>
<td>55.80</td>
<td>20.6</td>
</tr>
<tr>
<td>KNDR+SVM</td>
<td>97.43</td>
<td>11.2</td>
</tr>
</tbody>
</table>

The above experiments have evaluated the learning ability of the proposed method. Next, the runtime performance of KNDR will be discussed. Table 2 gives the averaged accuracy and runtime of wood defects recognition under different number of selected features according to the left panel of Fig.5. From Table 2, the averaged accuracy of KNDR reaches 97.43% and the runtime performance is better than that of KPCA and KFD, but slightly worse than PCA, and we believe this is because PCA does use the linear projection.

**Recognition results.** There are no woods with same properties in color and surfaces show many varieties of texture characteristics, such as rough, fuzzy, etc. Even for the same species, the defects might greatly vary in shape and colors [11]. Furthermore, with large varieties of defects and the involvement of human factors caused the current detection methods are vulnerable to the
interferences on wood surfaces. Here, we barely emphasize particularly the
category, but classify them as defects.

Let $A_i = [\psi_{i1}, \psi_{i2}, \ldots, \psi_{in}]$, $A_j = [\psi_{j1}, \psi_{j2}, \ldots, \psi_{jn}]$ represent two wood feature
matrices, then the distance metric between them can be defined as

$$
Dist(A_i, A_j) = \sum_{i=1}^{n} \| \psi_i - \psi_j \|^2
$$

Supposing matrices $A_i$ and $A_j$ are use for storing the positive and negative
samples, and are labeled by 1 and -1 respectively. For any new data point $A$, if
$Dist(A, A_i) = \min Dist(A, A_j)$ and $A_i$ belongs to the negative samples with defects,
then we judge $A$ as a defect region, and normal region otherwise.

During the experiments, choosing an appropriate feature set is also very
important. In the experiments, all the feature sets are selected by pixels 35*35
with good generalization ability. The number of constraints (60%) is randomly
selected from the training set. Fig.7 displays the recognition results of the
proposed method and the rectangular boxes are all located and drawn by the
computers automatically.

Fig.7. Experimental results of the wood defects recognition.
4. Conclusions and further works

The aim of this paper is to present a semi-supervised dimensionality reduction method called KNDR, focusing on domain knowledge in the form of the pairs constraints together with unlabeled data samples for defects recognition, not recognition results, however, the experimental results presented here are good or considerably better. We consider shrinking distances between similar pairs, while expanding distances between dissimilar ones in the embedding space. KNDR algorithm is interesting from a number of advantages: (1) KNDR is a standard eigenvalue problem and can be efficiently computed; (2) KNDR can preserve the structure of labeled and unlabeled samples and the constraints defined in embedding spaces; (3) For data visualization, the projections of the data in different classes can be effectively partitioned from each other; (4) In most cases, KNDR performs better than the classical PCA, KPCA and KFD methods. Furthermore, the runtime performance of KNDR is better than those of KPCA and KFD, but slightly worse than linear PCA.

Next, we will investigate how to choose the proper kernel parameters for the nonlinear model. Moreover, investigating whether KNDR can preserve the local structure of the original data is also an interesting future work.
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Abstract. Multi-Feature Index Tree (MFI-Tree), a new indexing structure, is proposed to index multiple high-dimensional features of video data for video retrieval through example. MFI-Tree employs tree structure which is beneficial for the browsing application, and retrieves the last level cluster nodes in retrieval application to improve the performance. Aggressive Decided Distance for kNN (ADD-kNN) search algorithm is designed because it can effectively reduce the distance to prune the search space. Experimental results demonstrate that the MFI-Tree and ADD-kNN algorithm have the advantages over sequential scan in performance.

Keywords: Multi-Feature Index Tree; KNN; Aggressive Decided Distance for kNN; Video Retrieval.

1. Introduction

With the development of multimedia and network technologies, it is much easier to generate, access and manipulate video data than ever before. Facing the massive video data, traditional retrieval methods are not efficient by using only metadata of video, such as the name of video and the creator. People care more about the content of video data, so content-based video retrieval (CBVR) [1] is becoming an active research area in the area of video databases. There are two main methods for video retrieval in CBVR: one is semantic retrieval which matches the retrieval keywords with the semantic keywords extracted from video data; the other is sample retrieval which calculates the similarity distances between the features extracted from the sample, such as an image, a piece of video or audio etc, with the features of video data. Semantic retrieval method is simple and effective, but unfortunately, the existed technologies of CBVR still suffer from the semantic gap because computers can not directly “calculate” the semantic meaning from low-level features of video data, such as color, shape, texture, motion and audio information.

For sample retrieval method, it is not easy for people to find the right sample he wants. Normally, people browse the video database and select an image or a video clip as a sample to retrieve. Therefore, browsing is quite
important for sample retrieval method. In CBVR, video contents are usually described by multiple features, each of which is typically high-dimensional. For example, in MPEG-7 (Multimedia Content Description Interface) [2], a shot of video may be described by a 29-dimentional camera motion feature, and one keyframe of a shot may be described by a 12-dimentional color layout feature and a 31-dimentional homogeneous texture feature, etc. To support multi-feature queries, a high-dimensional index is needed to be built. Existed high-dimensional indexing technologies, such as M-tree [3] and VA-File [4], typically treat all different features homogeneously, which means the similarity distance is based on a static combination of feature weights. However, in sample retrieval, the weights of features are different for different people with different understanding to the sample. For example, an image sample is described by a color feature and a shape feature. Some people like its color and retrieve by using the weightages of (0.8, 0.2) for the color and the shape feature, while some people think the color feature is as the same important as the shape feature, and retrieve using the weightages of (0.5, 0.5). what's more, multiple high-dimensional features become ineffective with the dimension increasing.

In this paper, we propose a new indexing structure called Multi-Feature Index Tree (MFI-Tree) and a uniform similarity distance function is applied to ensure that the distance value of two objects is the one and only one in MFI-Tree building processing. MFI-Tree is a hierarchical tree structure which has two kinds of node, leaf node and cluster node. Leaf node represents a video data in the set, while cluster node represents an aggregate including some leaf nodes with a close distance. Division algorithm is important for the building and updating of MFI-Tree. Here, a new division algorithm which obtains several separate subsets is employed. To support K Nearest neighbors (kNN) queries, we propose a novel searching algorithm called ADD-kNN (Aggressive Decided Distance for kNN). To reduce the high-dimensional effect, ADD-kNN directly search cluster nodes in the last level of MFI-Tree. ADD-kNN is proved to be an efficient filter-and-refine approach which fast decreases the filtering value to avoid accessing data regions without objects belonging to the result-set.

The rest of the paper is organized as follows: related work is reviewed in section 2, while the structure of MFI-Tree and ADD-kNN searching algorithm is discussed in section 3 and section 4 respectively; in section 5, we make some experiments to evaluate the performance of the MFI-Tree and ADD-kNN algorithm; section 6 contains our conclusion and future work.

2. Related Works

The purpose of indexing is to improve the performance of queries. But for 30~50 dimension data, existed indexing techniques have failed to improve the performance of sequential scan due to the known “dimensionality curse” [5, 6]. To solve this problem, proposals in researches approximately belong to
three categories: dimensionality reduction, one-dimensional transformation, and data approximation [7].

Dimensionality reduction method maps the high-dimensional space into a low-dimensional space. The low-dimensional space is composed by some most important dimensions based on the correlation analysis of different dimensions, which is easy to be indexed by existed indexing techniques. For example, the dimension of color layout feature in MPEG-7 is reduced from 192 to 12. One-dimensional transformation includes Pyramid-Technique, iDistance, iMinMax, etc. The Pyramid-Technique [8] divides D-dimensional data space into 2-dimensional pyramid areas which share the center point of the space as a top and then cuts each pyramid area into slices, each of which forms a data page. Then the D-dimensional space is mapped to 1-dimensional space. iDistance method transforms a high-dimensional point into a 1-dimensional distance value with reference to its corresponding reference point [9]. iMinMax method maps points in high dimensional spaces to single dimension value determined by their maximum or minimum values among all dimensions [10]. One-dimensional transformation is efficient, however, because of the information loss in transformation, many candidates which are not results are calculated. In data approximation method, indexing is built on small and approximate representations which represent original data, such as VA-FILE (Vector Approximation File) [4]. The VA-FILE uses small vectors to represent the original data point and then sequentially scan the vector files to obtain candidates. However, the performance of VA-FILE is limited due to sequential scan. What's more, VA-FILE does not adapt to highly skewed data. Extended from VA-FILE, OVA-FILE uses the ordered approximation file where the approximations close to each other in data space are placed in the close positions based on VA-FILE [11].

With the development of multimedia database technology, there are some research works on multi-feature indexing structure. In [12], a single M-tree index is constructed for all the features, and principle component analysis and neural network is used to reduce dimension. But neural network training process is undesirable for very large data sets and M-tree structure is degraded in performance for dimensionality larger than 20. In [7], a multi-feature indexing structure using dimensionality reduction and B+-tree is proposed. Each feature is represented by two components: one is a 2-dimensional vector obtained by transforming each feature into minimum and maximum of a distance range, and the other is a vector of bit signatures which are set by analyzing each feature's descending energy histogram. This representation can effectively prune away points that are impossible to speed up query processing. However, B+-tree indexing is not suitable for browsing.

In fact, multi-feature indexing structures are given great attention with the development of video retrieval technology. But the existed researches put more emphasis on the indexing structure for the solution of “dimensionality curse” but less emphasis on the indexing system. The MFI-Tree structure and ADD-kNN searching algorithm proposed in this paper are suitable for retrieval and browsing application in video database.
3. MFI-Tree Structure

3.1. Uniform similarity distance function

In multi-feature video retrieval application, the similarity distance between two video objects is different for different weightages corresponding to different results. Set $F=(F_1, F_2, ..., F_n)$ is a video data point described by $n$ features, where $F_i$ is the $i^{th}$ feature and it is comprised of $d_i$ dimensions. Thus, the similar distance function between video data point $P$ and point $O$ is following:

$$
\begin{align*}
\text{Dist}(P, O) &= \sum_{i=1}^{n} w_i \text{Dist}_i(P, O) \\
\sum_{i=1}^{n} w_i &= 1 \quad w_i > 0
\end{align*}
$$

where $\text{Dist}_i(P, O)$ is the normalized distance value between point $P$ and point $O$ on the $i^{th}$ feature, and $w_i$ is the weight that describes the importance of the $i^{th}$ feature.

For video data, different features describe different content of video, and apply different distance function. The distance of different feature has different value range. To generate a distance representing all features, each feature distance has to be normalized. We normalize $\text{Dist}_i(P, O)$ into the range of $[0,1]$ by the following normalization formula:

$$
\text{Dist}''_i(P, O) = \frac{\text{Dist}_i(P, O)}{\text{Dist}_{i \text{max}}}
$$

Where $\text{Dist}_{i \text{max}}$ is the maximal distance value of the $i^{th}$ feature on two video data points, and $\text{Dist}''(P, O)$ is the distance value between point $P$ and point $O$ on the $i^{th}$ feature. Here, the minimal distance value is not used because minimal distance value is easy to change when new object is inserted into the data set.

Note that the different weightages cause different distance value between $P$ and $O$, but indexing building depends on the unique distance value between these two points. Therefore, a similar distance function for indexing building is applied. From normalization formula, it is easy to know that the distance value between two points is always less than the maximal distance value in the normalized distance value on $n$ features. We can use the following formula to generalize the similar distance between two points:

$$
\text{Dist}(P, O) = \max(\text{Dist}_i(P, O))
$$
3.2. MFI-Tree Structure

MFI-Tree is a hierarchical tree structure which satisfies the need of video retrieval and browsing. Just like the M-tree, MFI-Tree has two kinds of nodes, leaf node and cluster node. Leaf node is used to save all video data points in video set, and figure 1 illustrates the structure of leaf node.

<table>
<thead>
<tr>
<th>NodeID</th>
<th>FatherID</th>
<th>Feature F₁</th>
<th>…</th>
<th>Feature Fₙ</th>
<th>Dis</th>
</tr>
</thead>
</table>

Fig. 1. The structure of leaf node in MFI-Tree

Where NodeID is the identification of current leaf node, and FatherID is the parent node ID of current leaf node, Feature Fᵢ is the i-th feature value, and Dis is the distance value between current leaf node and the center object of the parent node.

Cluster node is used to save the cluster of some close leaf nodes. Different from the routing node of M-tree, the cluster node of MFI-tree is used not for retrieval, but for browsing to reduce the influence of the high-dimensional. The cluster node structure is shown in figure 2.

<table>
<thead>
<tr>
<th>NodeID</th>
<th>FatherID</th>
<th>R</th>
<th>CenterID</th>
<th>BrowserID</th>
<th>Leaf-Num</th>
<th>isRoot</th>
</tr>
</thead>
</table>

Fig. 2. The structure of cluster node

Where NodeID and FatherID are used to build hierarchical tree structure for browsing, R is the covering radius of current node, namely the maximal distance of all the distances between each son node and the center node. CenterID and BrowserID is the identification of the center object and browsing object of current cluster node. LeafNum is the number of son node in current cluster node, and isRoot is the flag to show whether current node is the last level cluster node or not. When cluster node generates, a virtual point which does not really exist in video data set is used to be center object for decreasing the covering radius and the overlap area of cluster nodes. The browsing objects which present current cluster in browsing application can be saved to speed up the response time.

3.3. Building of the MFI-Tree

The building process of the MFI-Tree can be treated as a process that a large data set divides continuously into several small data sets, which needs three steps to accomplish.

Step 1: to calculate the maximal distance values of each feature. This is one of the main characteristics different from other dynamic indexing structures. For the distance value is normalized by maximal distance value of each feature, the changed maximal distance values of each feature may disable the MFI-Tree. That is why the MFI-Tree is called a semi-dynamic
indexing structure. The algorithm of finding the maximal distance values of each feature is shown in figure 3.

**Fig. 3. Illustration of the maximal distance finding algorithm.**

```
FindMaxDistance
Input:   X: video data set
        i: the number of feature order
Output:  dis: the maximal distance on F_i
Steps:
1. Select an arbitrary object x_0 in X;
2. Visit all object in X and find object x_1 which has the maximal distance on F_i with x_0;
3. Visit all object in X and find object x_2 which has the maximal distance on F_i with x_1;
4. Visit all object in X and find object x_3 which has the maximal distance dis on F_i with x_2;
5. Output dis.
```

**Fig. 4. Set division illustration in MFI-TREE.**

**Step 2:** to divide data set. Considering browsing application, MFI-Tree does not divide data set into two subsets, but divide into several subsets based on the distribution of data sets. Figure 4 gives the illustration of the set division process. Firstly, we find the farthest pair of object A and B in data set using the algorithm like finding the maximal distance algorithm, and then object A and B are inserted into two new subsets separately. Secondly, calculate the minimal distance value between objects which is not distributed with the first object of each subset. The minimal distance value is denoted to \( d_{min} \). If \( d_{min} \) is less than threshold value AddDis, it means the object is close enough to the corresponding subset and is inserted into it, such as object K, L, H and G in figure 4. If \( d_{min} \) is more than threshold value NewSetDis, it means the object is far away from all subsets, such as object C in figure 4, then a new subset is created and the object is inserted into the new subset. If \( d_{min} \) is more than AddDis and less than NewSetDis, the object does not execute insert processing, such as the object D, I and J in figure 4. Finally, calculate the minimal distance value between objects which is not distributed with the first object of each subset, and the object is inserted into the
corresponding subset. The algorithm of dividing the data set is shown in figure 5.

![DivideSet](image)

**DivideSet**

Input: X: a data set to be divided

Steps:
1. Set subset list SetList and object list ObjList are NULL;
2. Find the farthest pair of object $a_0$ and $b_0$ in $X$, set $A=\{a_0\}$ and $B=\{b_0\}$, delete $a_0$ and $b_0$ from $X$ and insert $A$ and $B$ into SetList;
3. When $X$ is not NULL
   (1) Calculate the minimal distance $d_{min}$ between object with the first object in each subset and sign the subset;
   (2) If $d_{min}<AddDis$, move object into the signed subset;
   (3) If $d_{min}>NewSetDis$, create a new subset $C$, move object into $C$ and insert $C$ into SetList;
   (4) Else insert object into ObjList;
4. When ObjList is not NULL
   (1) Calculate the minimal distance $d_{min}$ between object with the first object in each subset and sign the subset;
   (2) Move object into the signed subset;
5. Generate new cluster nodes.

**Fig. 5.** Set division algorithm in MFI-Tree

After all objects in data set are inserted, all subset nodes are generated. For each subset, the center point of the farthest pair of objects is the center object of the subset, the maximal distance value between objects in the subset and the center object is the covering radius of the subset, and the object which has minimal distance to the center object is the browsing object of the cluster.

In the division algorithm, two important threshold values are used. NewSetDis is used for creating a new subset and is calculated by the following formula:

$$NewSetDis = \delta \cdot D_{max}$$

where $D_{max}$ is the maximal distance between two objects in the data set to be divided, and the $\delta$ is the degree of the division. Normally, new subsets are created when $\delta$ is more than 0.5. But for the distance function of feature is not Euclid distance and the distance value is the maximal distance value, $\delta$ is usually from 0.6 to 0.8 due to reducing the number of subsets. 0.7 is used in our experiments. AddDis is used for the inserting operation and is normally equal to half of the NewSetDis.

**Step 3:** to check new subset. If the subset meets the conditions of division, the subset can execute division, else stop. There are two conditions for set division. One is LeafNum, which is the number of the objects in set. The bigger LeafNum increases the calculation, but the smaller LeafNum increases the number of cluster nodes and reading times. The other is the covering
radius R. The bigger R decreases the performance of pruning, while the smaller R increases the number of cluster node. Normally, LeafNum is depending on the organization of data. And the maximal R value is different for different application. In multi-feature indexing structure, most data points do not cluster into a small area because of using the maximal feature distance as object distance. The maximal of R is from 0.1 to 0.3, and in our experiments, this value is set to 0.3.

3.4. Insertion and Deletion Algorithm

When the MFI-Tree is generated, the insertion and deletion operations can be enabled if the maximal distance values of each feature are not increased.

In the process of inserting, the first is to find all cluster nodes in the last level of MFI-Tree, and to calculate the minimal distance between the insert object and the cluster node. The second is to insert object into corresponding cluster node and update the LeafNum and R of the ancestor nodes up to top. Finally, if the cluster node to be inserted meets the conditions of division, this cluster node executes division operation.

The deletion operation is similar to the insertion. The first step is to find and delete object from MFI-Tree, and then update the LeafNum value of ancestor nodes up to top. Lastly, if the LeafNum value of the cluster node is smaller than the conditions of division, the father node of this cluster node will delete all its son nodes, and then execute division operation.

4. ADD-kNN Searching Algorithm

Ordinarily, video content similarity queries contain some elementary types, such as Range Query, k nearest neighbor query (kNN query), etc. Using a range search, it is difficult to specify a maximal distance as the constraint without some knowledge of the data and distance function. An alternative way is to use kNN query which finds k nearest neighbors to the given query object.

There are two ways of approaching kNN query, range query and filtering. For the range query, query data set uses a given distance R. If the number of candidates is more than k, then k nearest neighbors are returned. Else, continually query data set uses increased R value until k results is found. Obviously, the performance of the mentioned methods relies on the value of R, the bigger or the smaller of the value can decrease the query’s efficiency. The distance functions of high-dimensional features have the property of triangle inequality, that is:

$$\forall x, y, z \in D, d(x, z) \leq d(x, y) + d(y, z)$$

Filtering method uses triangle inequality to prune away a lot of impossible objects, and then calculate the distance between the query object and
MFI-Tree: An Effective Multi-feature Index Structure for Weighted Query Application

candidates. This method can improve the performance by reducing the unnecessary calculation.

Comparing with the traditional indexing structure, MFI-TREE structure has an important characteristic. In the building processing of MFI-Tree, the distance between two objects is the maximal distance value in the normalized distance value on n features. But in query processing, the distance between two objects is calculated by given weightages. That is to say, the covering radius of cluster nodes in MFI-TREE is bigger than the real radius of cluster nodes calculated by given weightages in most cases. Because the covering radius is an important parameter for filtering methods, some useless cluster nodes cannot be pruned away easily by using bigger radius in query processing.

To avoid performance decreasing, a new kNN search algorithm, called Aggressive Decided Distance (ADD-kNN) is proposed. The main idea of ADD-kNN algorithm is to fast decrease the filtering value, and to effectively filter most of unnecessary objects. The ADD-kNN search algorithm can be characterized by using the following steps:

**Step 1:** create the query object according to the sample, features and its weightages.

**Step 2:** empty the query node list and result list, and set value $D$ for filtering to zero.

**Step 3:** different from breadth-first search and depth-first search algorithms, our method traverses all the cluster node in the last level of MFI-Tree, that are all the cluster node whose value $isRoot$ is equal to 1.

Firstly, the real distance value $d$ with the given weightages is calculated between the query object and the center object of the current cluster node. Then, the minimal distance value $D_{min}$ is calculated by using the following formula:

$$D_{min} = d - R$$

where $R$ is the covering radius of the current node.

When value $D_{min}$ is less than zero, the query object is in the current cluster, and the objects in cluster node are all candidates. The objects in cluster are inserted into result list one by one according to the real distance to the query object. If the number of the objects in result list is more than $k$ and the real distance is more than filtering value $D$, the object is not inserted. After insertion operates, if the number of the objects is more than $k$, the filtering value $D$ is equal to the $k_{th}$ smallest distance value in the result list, and then the object whose distance value is more than $D$ is removed from result list. If the number of objects is less than $k$, the filtering value $D$ is equal to the biggest distance value of objects in result list.

When value $D_{min}$ is more than zero, the query object is outside the current cluster, and the cluster node is inserted into query node list.

**Step 4:** when the query node list is not empty, traverse all nodes in query node list. If the number of objects in result list is more than $k$ and value $D_{min}$ of the node is more than the filtering value $D$, the node is removed from query node list. Else, the objects in the node will execute insertion like the step 3, and then that can be removed from query node list.
Step 5: output the result list.
According to the characteristics of MFI-Tree structure, ADD-kNN research algorithm calculates the real similar distance values which are necessary for reducing the filtering value, decreasing the spending of sorting and improving the performance of retrieval.

5. Experiments

The 12-dimensional color layout feature and the 80-dimensional edge histogram feature in MPEG-7 are used in our experiments because these features are compact and effective to describe image contents. The data set for experiments were conducted by using 400 pieces of video clips from 30 movies, including various movie types like action, comic, comedy and science fiction, etc. The color layout and edge histogram feature are extracted from 10000~30000 images, which are the keyframes derived from the movie clips per 20 frame, using the extraction algorithm and distance function mentioned in MPEG-7. All the experiments were performed on an IBM T61 portable computer. The operating system is windows XP and the database is Oracle9i.

5.1. Effect of data size

We generate MFI-TREE structures and M-tree structures for 10000, 20000 and 30000 keyframes respectively, and then use 6 images derived from test video clip as query objects to execute k-NN query, where k is equal to 20. The experimental results are illustrated in figure 6 (a) and (d). It can be easily found that the average similar distance calculating times of the MFI-Tree structure using ADD-kNN algorithm are less than the calculating times of M-Tree structure. The reason is that the covering radius of current node in M-tree structure which uses uniform similarity distance function is bigger, the k-nn research algorithm of M-tree cannot prune away most nodes, and accessing hierarchic structure of the M-tree structure cause its inefficiency.

5.2. Effect of weighted queries

We use 6 images derived from test video clips as query objects to execute k-NN query with different weightages on the set of 20000 keyframes. Figure 6 (b) and (e) shows the average retrieval time and the average distance calculating times when the weight of colorlayout feature changes from 0.1 to 0.9 while the sum of two feature weights is equal to 1. It is shown that the average retrieval time is the highest when the weight of colorlayout feature is 0.4, and the average distance calculating times is the highest when the weight of colorlayout feature is 0.3, for the retrieval time is decided by distance calculating times and database accessing times.
5.3. Effect of $k$ value

We executed kNN queries when the value of $k$ changes from 10 to 50 on the set of 30000 keyframes. The results are illustrated in figure 6 (c) and (f). As we can see, ADD-kNN achieves the worst performance when $k$ value is equal to 40. Actually, the maximal LeafNum value of the cluster nodes in indexing structure definitely influences query performance. Biggish value may lead to biggish covering radius, while less value may lead to more cluster nodes. So,
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the maximal LeafNum value is decided by the size of data set and the k value which is usually used in applications.

6. Conclusion

In this paper, we have proposed a multi-feature indexing structure——MFI-Tree and ADD-kNN search algorithm for the weighted query application of video retrieval. Based on uniform similarity distance function, MFI-Tree is built to index multi-features of video data. MFI-Tree is a hierarchical structure which can be used for browsing effectively. The ADD-kNN search algorithm directly search the last level cluster nodes in MFI-Tree structure to reduce the high-dimensional effect of the indexing structure, and fast minimize the filtering value to prune most unnecessary data away. The experimental results demonstrate that the MFI-TREE and ADD-kNN search algorithm are effective and efficient for weighted query application.

However, in the division operation of MFI-Tree, the overlap areas of the subsets still exist, which can influence the performance of retrieval. What’s more, the features to describe the video content are not easy to be understood by people, so how to create an effective interface for weighted queries application will be one of our future work.
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Abstract. According to the different requests of Web and the heterogeneity of Web server, the paper presents a content-based load-balancing algorithm. The mechanism of this algorithm is that a corresponding request is allocated to the server with the lowest load according to the degree of effects on the server and a combination of load state of server. Besides, apply a method of random distributing base-probability to assign each request to an appropriate server in terms of their weight. All the parameters that will be used in the algorithm can be acquired by simulated test. Experimental results suggest that this algorithm can balance the load of web server clusters effectively, make full use of the existing source of software and hardware, highly improve the server's performance, and even make the best use of the web server.

Keywords: Web server cluster; load-balancing; dynamic feedback

1. Introduction

A Web cluster refers to a Web site that uses two or more server machines housed together in a single location to handle user requests. Although a large cluster may consist of dozens of Web servers and back-end servers, it uses one hostname to provide a single interface for users [2].

Request distribution and load balance are key technological means to realize web server clusters, but most existing request distribution algorithms are static ones and they don't have any optimization strategy and don't synthetically consider the dynamic parameters such as the utilization ratio of CPU and memory. With the apply of Jsp、database and multimedia, the request coming from different client will bring different load on web server. So those existing equilibrium algorithms are inefficient and erratic and don't fit to construct heterogeneous Web server clusters. This paper considers the heterogeneous characteristic of hardware and software on every node and puts forward a content-based load-balancing algorithm of application layer—
QSC-Load Balancing algorithm. Experimental results suggest that it can improve the response time and throughput of the system.

2. Analysis of the content-based request distribution strategy

In the cluster system based on TCP/IP request distribution [1], the fore-end is transmitted based on the IP and the target port, without knowing the clients’ submission. However, the distribution based on the application layer means the target content must be informed beforehand (for instance the URL information carried by the massage head of HTTP). In addition, information will be configured and the request will be distributed to the corresponding back-end server’s node according to the matching rules. Take web service as an example, it requests the client and the fore-end to build up a complete TCP connection so as to acquire the head message of HTTP. After receiving the HTTP requirement, the fore-end starts to analyze and apply the suitable distribution strategy in order to transfer the request to the back-end server by which the request will be carried out [6].

As for the content, different distribution strategies have different definitions [3], Rough divisions can be made according to the types of the document, such as HTML, GIF, and CGI. Relatively detailed contents mean the complete parts of URL in the HTTP’s head message, that is the web object’s oriented message expected by the client. This paper discusses the latter content, which is the specific URL message [7].

HTTP’s text is divided into two parts: the first part describes the format and content of the request message sent by client; the second part describes the format and content of the answer message sent by Web server. This paper is only concerned with the contents of the request message. HTTP request consists of two parts, one is a request head with line structure and the other is request body. The request head includes several parts as follow:

1. Method: located in the first line of request head, pointing out the request operational types. There are four main methods: GET, PUT, POST and HEAD.
2. URL: located in the first line of request head and after the method, pointing out the location of the target and other information.
3. Protocol version: pointing out the HTTP protocol version number applied by the client browser.
4. Compressed mode: pointing out the data compressed mode supported by the client browser.

In the HTTP request message, the target URL after the GET method in the first line is an important gist applied in the request distribution system.
3. Design of QSC-load balancing algorithm

3.1. Theoretical analysis of QSC-loading balancing

From the logical resource point of view, the web server can be regarded as one composed of several resource nodes providing all kinds of service. It is an important problem of how to share the entire service ability in the entire server, without overloading a single node[5].

According to the degree of influence of the server, this paper divides the request into static request, database operating request and safety request. Each request is endowed with specific weight-value. The calculation formula of request weight-value is defined as follow:

\[ w[i] = \text{CPU process time} \times a + \text{memory use} \times p + \text{disk access time} \times (1-a-p) \]

\( w[i] \): relative weight-value of request \( i \); \( a, p \): relative weight-value coefficient, namely the importance of every class resource.

In order to simplify the problem, this paper doesn’t consider the practical factors, such as the choke point and the wastage in the internet transmission. For the convenience of the research, time is equably divided into discrete time slices \((0 \ T) \ (T \ 2T) \ ... \ (kT \ (k+1)T) \ ...\).

**Definition 1:** the start moment of every time slice indicates this period of time, such as \( kT \) represents \((kT \ (k+1)T)\).

**Definition 2:** \( C \) indicates the processing ability of the server in the unit time.

**Definition 3:** \( C(kT) \) indicates the processing ability of a web server within \( kT \).

**Definition 4:** \( S(i,kT) \) indicates the needed processing ability of mission \( i \) within \( kT \).

**Definition 5:** \( N(kT) \) indicates the allowed number of mission within \( kT \).

So we can get an equation as follow:

\[ C(kT) = c^*T \geq \sum_{i=1}^{N(kT)} S(i,kT) \]  \hspace{1cm} (3-1)

When the result of equation (3-1) is true, the request \( i \) is allowed to enter the service queue, otherwise it will be refused. This equation shows that the maximum of the operating lag of the request is \( T \) and the value of \( T \) affects the system efficiency. So we must choose the different \( T \) according to the processing ability of the system.
3.2. Description of QSC-load balancing

3.2.1 Performance parameter of server

In order to achieve higher system throughput and shorten the client's feedback time, the algorithm adopted both static and dynamic parameters to reflect the capability of server [4].

1. Static performance parameter

The parameter of software and hardware of the web server determine its capability. During the processing of the web server cluster, these parameters are changeless, so they are also called static performance parameters. This paper selected the following static performance parameters:

(1) CPU processing ability: in the cluster system, the process of server monitor inspects the number and type of CPU, and endows, according to previous experience value, the server with a moderate CPU processing ability value.

(2) Memory parameter: the process of server monitor inspects the size of computer’s physical memory and virtual memory, so as to get the memory parameter.

2. Dynamic performance parameter

During the processing of cluster system, each web server’s load is changing as time goes on, the system has to estimate the load-balance according to the real-time server load, and these are called dynamic performance parameters. This paper selected the following dynamic performance parameters:

(1) Processor utilization ratio: it can reflect the busyness degree. The process of server monitor inspects the CPU utilization ratio termly, so as to confirm the CPU’s load.

(2) Memory utilization ratio: the size of the server memory changes as the system runs. The process of server monitor inspects the utilization ration of physical memory termly, so as to confirm the server memory’s load.

(3) Network flow: the network data are mainly transferred through TCP mode in cluster system, the process of server monitor inspects the packages received and sent by server termly, so as to get the server’s load.

3.2.2 Division of request types

1. Issuance type: mainly providing static information. This request is the easiest one, including html or other undivided documents.

2. Affair type: mainly coming from the operation on dynamic database, and the condition of operation is provided by user via a dynamic HTML page. Because it needs dense access to the disk, and the reserved operation to obtain the type of the document, the weight-value is large.
3. Dynamic page type: needs to analyze page information dynamically, including obtaining the extended name such as jsp, asp and php, the weight-value is large.

4. Security type: provides static, dynamic and security information transmissions. During the security transmission, encrypting operate will consume large numbers of CPU resource and it needs dense access to the disk, so the weight-value is large.

5. Multi-media type: provides with real-time audio and video services. The weight-value is large.

3.2.3 Description of QSC-load balancing

When the linking number $N$ exceeds the prescriptive limit value $N_{\text{max}}$, which is determined by the server ability, it will get a view. Here the processing time becomes longer and we call it key state, $N_{\text{max}}$ as key number. In order to insure the server performance, $N$ should avoid approaching $N_{\text{max}}$. We can confirm that the server is loaded by the web linking number exceeding the limit value.

In web cluster system, Cluster_Server_Table has requests of n style and servers of m brand, $1 \leq i \leq N$, each request is endowed with given value $w[i]$ via Service_Maping_Table(SMT), $1 \leq i \leq N$, so the request load of server j is:

$$\text{Load}_j = \sum_{i=1}^{N} R(i)[j] \times w[i]$$

(3-2)

$R(i)[j]$ is $R(i)$ requests to connect with server j, so the request load of server j is:

$$\text{Load}[j] = \sum_{i=1}^{N} R(i)[j] \times w[i] + w[k]$$

(3-3)

Server j has disposed request $R(i)$, so the request load of server j is:

$$\text{Load}[j] = \text{Load}[j] - w[i]$$

(3-4)

The judging measure of load-balancing:

Judging method of load-balancing: read in every line of CST, and then write into a record array, thus the array’s every record represents all information of one server. Take the first working server’s information (assume server M) as benchmark and put it and other working server’s (assume server i) information into equation (3-5) to compare:

$$\text{ratio} = \alpha \times \frac{A_1}{A_M} \times \frac{C_i}{C_M} + \beta \times \frac{A_2}{A_M} \times \frac{M_i}{M_M} + \gamma \times \frac{N_i}{N_M} + \theta \times \frac{R_i}{R_M}$$

(3-5)
Parameters’ meaning are as follow:

$\lambda_1$: CPU processing ability.

$\lambda_2$: memory parameter.

C: CPU utilizing ratio.

M: memory use ratio.

N: network flux.

R: request load.

$\alpha$: CPU comparative weight-value.

$\beta$: memory comparative weight-value.

$\gamma$: network comparative weight-value.

$\theta$: request load comparative weight-value.

The initial values of $\alpha$, $\beta$, $\gamma$, $\theta$ are all 1. According to the cluster running fact we can increase or decrease some weight-value to enhance or weaken the corresponding load performance. The static and dynamic parameters are all considered when we are comparing the performance of CPU, memory and network.

We will have two problems when calculating the lightest load server in the CST. On the one hand, constantly calculating the computer’s load will result in reduction of the computer’s capability. On the other hand, when two continuous overloads are distributed into the same sever, it may respond quite slowly to the client’s. In order to solve those problems, this paper applies a method of random distributing base-probability to assign each request to an appropriate server in terms of their weight. First of all, calculate the comparative weight-value to ensure its probability space via each sever, all the cluster server system space is 1. Fig.1 shows 4 probability spaces of the servers with the relatively weight-value of 0.1, 0.15, 0.25 and 0.5.

<table>
<thead>
<tr>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.15</td>
<td>0.25</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Fig. 1.** Probability space of servers

When a new request mission reaches distribution mechanism, it temporarily calculates a random number between [0,1]. According to the random number’s placement in the probability space, make sure the target server of this transmission. Because the lower weight-value server has larger probability space, it will have higher allocation probability, meanwhile, each transmission is an individual event that can neither be affected by the former transmission, nor be affected by the next transmission operation, so it can reach more average effects. This is the improved algorithm of QSC-load balancing. Here is the description:

```java
Load synchronization () {
    For each server j in CST
    
    // Further implementation details...
```
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if request R(i) responses
    set the request load of server j: load[j]'=load[j]- w[i];
if delay service queue is not null
    Pop the first request in the queue;
distribute the out request according to request-distribution();
Heart beat (); //inspect current load and the server's useableness in CST
} //Load synchronization ()

Request distribution (){}
if request r arriving
    Search_Type(); //search in Service_Maping_Table(SMT) and identify the type of request r
calculate the load of server j: load[j]'=load[j]+ w[i];
if the number of server exceeds connection number $N_{\text{max}}$
    set the load of server j: load[j]'= infinite;
else
    For k=1 to k=n
        if load[k]= infinite (all servers are all overload)
            put the request into the delay service queue;
        else
            calculate the comparative weight-value of server k and confirm it's probability space R(k);
            rand=random();
            if rand belongs to R(k)
                distribute the request to server k
    } //Request_distribution()

Search_Type(){
    Switch request type:
        Case issuance type: calculate it's request weight-value; break;
        Case affair type: calculate it's request weight-value; break;
        Case dynamic page type: calculate it's request weight-value; break;
        Case security type: calculate it's request weight-value; break;
        Case multi-media type: calculate it's request weight-value; break;
}

3.3. Analysis of QSC-Load Balancing

1. Query of hash table
Since the load equalizer needs to read and write corresponding to records from User_Info_Table, Cluster_Server_Table and Service_Maping_Table, the operation efficiency will effect the system performance. Hash table is an important storage and index measure and it can query, insert and delete the record efficiently. This algorithm adopts Hash table with bidirectional double linked list to operate the record.

2. Enactment of $N_{\text{max}} \cdot T$
Enactment of $N_{\text{max}}$, $T$ is the key problem in this algorithm. The content-based distribution strategy is a exiguous granularity load-balancing one and the better of server performance the larger of $N_{\text{max}}$ value. We can set a same $N_{\text{max}}$ in the isomorphic server clusters, but in an isomerous system it is necessary to set a different $N_{\text{max}}$ according to the server performance. We should consider that an improper $N_{\text{max}}$ will make the load unbalanced. The value of $T$ also affects the system performance. The state of each server in the cluster isn’t reflected if it is too large, however if it is too small there will be dithering. So the value of $N_{\text{max}}$ and $T$ must be generally considered.

3. Dynamic feedback mechanism

The real-time load and response ability of every node are considered in dynamic feedback mechanism. The load equalizer allocates the load according to the real-time feedback information and improves the system efficiency. In this algorithm, the load equalizer checks the load at $T$ intervals and gets the load state via the dynamic feed mechanism.

3.4. Testing of QSC-Load Balancing

Suppose the request is disposed by the method of first in and first out or share time slice. In simulated program, each physical entity is abstracted a Java class, log analysis is an interface class and can be used to dispose different input log. When the load equalizer receives those requests that are disposed by log program, it will distribute them into different servers. The input stream of simulator is a object request one with mark, which can produce asynchronously or via disposing log in server.

Simulate three different request strategies: least_connections strategy, random strategy, QSC-Load Balancing strategy. The throughput contrast of cluster server system is shown as Fig. 2:

![Fig. 1. Throughput contrast of cluster server system](image)

The response time contrast of cluster server system is shown as Fig. 3:
Fig. 3. Response time contrast of cluster server system

Have a research on the load situation of requesting distribution and stimulating server through the analysis of the log on the websites. In the stimulated system every object can be abstracted to a Java class. Log analysis is an interface class, which used to handle different input logs. According to the different request to the load equalizer, this can be equipped within the basic content and maintaining line, will send the request to different server.

4. Conclusions

This paper points out a developed strategy on the basis of the context distribution contrapose to the different requesting content. Show the load condition of every server in the web class more currently through the evaluation of the web content and load server. Load lays the foundation in order to distribute the request balance; introduce the concept of probability-space within the process of distribution to make the load more balance; to eliminate the period related effect due to the adoption of the fixed proportion model. Thus enhance its performance.
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Abstract. This paper proposes an accelerometer-based gesture recognition algorithm. As a pre-process procedure, raw data output by accelerometer should be quantized, and then use discrete Hidden Markov Model to train and recognize them. Based upon this recognition algorithm, we treat gesture as a method of human-computer interaction and use it in 3D interaction subsystem in VR system named VDOM by following steps: establish Gesture-Semantic Map, train standard gestures, finally do recognition. Experimental results show that the system can recognize input gestures quickly with a reliable recognition rate. The users are able to perform most of the typical interaction tasks in virtual environment by this accelerometer-based device.

Keywords: Tri-axes Accelerometer, HMM, Gesture Recognition, 3-D Interaction, Virtual Reality.

1. Introduction

The VR (virtual reality) system has the widespread application in domains as CAD, E-learning, sports simulation, digital entertainment. There are instances of VR system such as VNM [1] (Virtual Network Marathon) and VBL (Virtual Biological Laboratory) developed by State Key Lab. of CAD&CG in Zhejiang University, Virtual Bicycle Training System designed by Sport System Simulation Lab of CISS. The main task of VR system including two aspects: first, organize and manage the virtual scene effectively, and render or describe the virtual objects as clearly as possible; secondly, complete the interaction task between the user and the virtual objects accurately [2].

Benefit from the rapid development of 3D realistic graphics in recent decades, the present VR systems are able to render large-scale virtual scene easily, and give the users strong immersion. Another primary task of VR system is 3D interaction in virtual environment. D. Bowman [2], [3] et al. defined “3D interaction” as: “Human–computer interaction in which the user's
tasks are performed directly in a 3D spatial context." Different with traditional WIMP style interaction in 2D program, 3D interaction requires a richer interaction techniques and multi-modal user interface to complete various complicated interaction tasks in VR system which always cope with huge media. In order to enrich 3D interaction techniques in VR system, we presented an accelerometer-base interaction technology and applied it in an instance of VR system as a principal interaction device.

As a novel interaction method, gesture recognition has been researched by many researchers. Hofmann, F. et al. [4] presented the velocity profile based method which utilize HMM to recognize human gestures. Portillo-Rodriguez [5] et al. proposed a FSM based recognition method. Jani Mantyjarvi et al. treated the gesture recognition technology as an interactive method in a design environment [6], and developed a system named Smart Design Studio. Based on those previous works, Thomas Schlomer et al. [7] implemented the accelerometer-based gesture recognition algorithm and utilized the low-cost Wii controller as an interaction device in their experiments.

2. Accelerometer based gesture recognition

We utilize a sensor which integrated a tri-axes accelerometer chip as a hand held input device in our interaction system. When the human performs a gesture, the sensor will collect the data flow output by accelerometer chip, and send it to PC via wireless protocol. We consider this raw data stream fetched from sensor as an "input pattern".

Definition 1. Patten \( P = \{ V_t | 0 \leq t \leq T \} \), where \( V_t \) is the acceleration vector output by interaction device at time \( t \), \( T \) is the time when data stream terminates.

According to the daily experience, the patterns generated by the movement of hand when human performing the same gestures satisfy certain statistical rules to some extent, based on it we propose the "standard pattern". The "standard pattern" is a class of pre-defined patterns, each one corresponding to a special "input semantics". When user performed a gesture, the sensor will send the "input pattern" to interaction system, then system will find out the most approximate "standard pattern", this also can be regarded as a procedure of recognition, and finally the interaction system get an input semantic according to the recognition result, system will interpret (execute) it and return a feedback information to the user.

2.1. Establish patterns and Preprocess

The accelerometer chip BOSCH SMB380 is selected in our system which has a high sampling frequency and sensitivity. The raw data output by the chip is
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noisy, redundant, and approximately continuous. It is too complex to process them directly for our system. Here, a denoising procedure is applied.

When denoising, all elements $V_t$ in input pattern $P$ will be processed by a smoothing function like that:

$$S(V_t) = \begin{cases} V_t, & t = 0 \\ S(V_{t-1}) + \alpha (V_t - S(V_{t-1})) & 0 < t \leq T \end{cases}$$ (1)

$\alpha$ is a smoothing factor which in the range from 0 to 1.

A quantification process is necessary, because we use the discrete HMM-based approach. It requires that the quantified results should simply and countable, in other words it requires a codebook its size is fixed empirically. Since the quantification targets are 3 dimension vectors, and the correlation between them can be measured by the Euclidean distance. Partitional clustering method is suitable. We choose k-medoids clustering rather than k-mean clustering, because it is more robust to noise and outliers as compared to k-means [8].

Consider that gestures in our system are performed in 3D space, and the output data is 3D vectors which imply the direction and velocity of the hand’s motion, the cluster centers should be in 3D space, rather than 2D circle in most gesture recognition based on vision method [9]. Thomas Schlomer et al. [7] distribute the cluster centers in 3d sphere. In this paper we rely on this idea, and identified $k$ (the number of cluster centers) = 14. Then perform clustering algorithm [8]:

Before clustering, for every input pattern $P$, calculate the maximum and minimum normal of its element vectors. Thus, the radius of the initial clustering sphere can be identified as $(\text{max normal} + \text{min normal})/2$. It will make clustering quickly.

1. First, distribute $k$ initial medoids uniformly in a 3D sphere. The initial medoids set $M_{ini} = \{m_1, m_2, \ldots, m_k\}$ can be identified according to the $R_{cluster}$.
2. Associate each vector in the input pattern to most similar medoid. The similarity here is defined using distance measure that is Euclidean distance.
3. Randomly select nonmedoid object $O'$.
4. Compute total cost $S$ of swapping initial medoid object to $O'$.
5. If $S<0$, then swap initial medoid with the new one (if $S<0$ then there will be new set of medoids).
6. Repeat steps 2 to 5 until there is no change in the medoid.

After clustering, each candidate vector is associated to an indexed cluster. Quantification is on the basis of clustering results, the size of the codebook obviously equals to the number of clusters. For a vector (component in a pattern), identify its quantification result as the cluster index which it belongs to.

In summary, for a given “input pattern” $P$, after the steps of denoising and clustering, a desired pattern $P' = \{D_t \mid V_t \in P\}$ which is suitable for following steps can be established.
2.2. Pattern classification

Statistical pattern recognition is based on statistical characterizations of patterns, assuming that the patterns are generated by a probabilistic system. A wide range of algorithms can be applied for pattern recognition, such as Support Vector Machine, Neural Network, and Hidden Markov Model. Since our pattern is composed of a set of discrete and simply data, we select one dimension and discrete HMM in our approach.

A HMM can be formulated as \( \lambda = \{ N, M, \pi, A, B \} \) [10]. \( N \) is the state set, \( M \) is the observation value set, \( \pi \) is the probability vector of initial states, \( A \) is the matrix for the state transition probability distributions, and \( B \) is the matrix for the observation symbol probability distributions.

Training

**Definition 2.** Gesture \( G \) is denoted as a two-tuple \( G = < P, Att > \), where \( P \) is input pattern when perform a gesture, and \( Att \) is a set of additional information, such as input data provided by any other device at the same time.

In this paper, the item “standard gesture” means a class of gestures which correspond to a special “standard pattern”. Every “standard gesture” is mapped to an interaction semantic. When system receives an input gesture, the system should give a “standard gesture” most approximate to input gesture.

For each “standard gesture”, our participants perform it repeatedly. So finally we get a set of training data \( T = < G_1, G_2, ..., G_n > \) for every “standard gesture”.

Training approach as follows:
1. Establish a HMM for a “standard gesture” and initialize it.
2. Compose the multi-dimensional training data set \( \{ O_1, O_2, ..., O_L \} \), where \( O_i \) is the first component \( P \) in \( G_i \).
3. Consider that each elements in \( T \) are independent events, \( P(O | \lambda) \) can be expressed like that \( P(O | \lambda) = \prod_{i=1}^{L} P(O_i | \lambda) \) where \( L \) is the length of \( T \). Reestimate the factors \{ \( A, B, \pi \) \} of HMM by Baum-Welch algorithm [10], and get a new HMM denoted as \( \lambda' \).
4. If \( P(O | \lambda') - P(O | \lambda) > \varepsilon, \lambda = \lambda' \), then repeat step 3. If \( P(O | \lambda') - P(O | \lambda) \leq \varepsilon \), \( \lambda' \) can be regard as the local optimal solution.

Finally, a set of optimized HMMs correspond to “standard gesture” can be obtained.
Recognition

The Recognition process might regard as gains an arbitrary input gesture (pattern), and find the optimal matching gesture (pattern) in the “standard gesture” database.

Formal description of the recognition process is as follows:
1. For a given input gesture $G_x = < P, \text{Att} >$, $P$ was treated as an observation value sequence $O$.
2. Evaluate $\sigma_n = \arg \max (\sigma_n | \lambda_i)$, $\lambda_i$ is one of the trained HMMs corresponding to “stand gestures”.
3. Thus, the $\lambda_i$ that give the maximum evaluation of $\sigma_n$ can be considered as the result. And the input gesture was recognized.

The recognition system outputs a “standard gesture” in the database which the result HMM corresponding to.

Evaluation with a threshold

Think about that, for any input gestures, the above algorithm will give a solution. But it cannot guarantee that it is a optimal and harmless solution, since when user performed a misoperation and the system will recognize it and do some work that violate the user’s original intention. To avoid it, a threshold should be set when evaluating the maximum probabilities. It can be regarded as a misoperation and ignore the input when the maximum expectation we have got in “recognition” step is not greater than the threshold empirical identified.

3. 3D Interaction System in Virtual Environment

3D human-computer interaction in virtual environment typically includes three main tasks [11]: virtual objects manipulation, viewpoint manipulation, application control. Viewpoint manipulation including the movement of viewpoint (et. Camera) and the control of other parameters such as FOV and Zoom [12]. The term application control means the communication between user and system which is not part of virtual environment.

We propose a 3D interaction model in virtual environment. Its goal is to complete above tasks effectively.

Before that, some concepts should be introduced:

**Definition 3.** Interaction Atom was denoted as $A_i$, means an atomic interaction operation. $A^*$ stands for the Interaction Atom set which should be determined early in the design of interaction system.

**Definition 4.** Execution Routine $E = \{A_0, A_1, ..., A_i\}$, $A_i$ is an interaction atom, and the entire routine was composed by a sequence of atomic interaction operations to implement a special interaction task.
Definition 5. Interaction Semantic is a four tuples as $s = <I, C, E, con>$, where $I$ if the input data flow, $C$ is the current context and $E$ is the target execution routine and will be executed only if the condition $con$ is true.

The architecture of the model is illustrated in Fig. 1.

3.1. Interaction Semantics Library

The term “Interaction Semantic” refers to the “meaning” of the input data flow in particular context. The phrase “meaning” can be considered as a sequence of interaction commands and their parameters. Once an input event occurs, the Parser will interpret the input data flow, and extract the underlying Interaction Semantics in it by referring to current global context. The Executive receives Interaction Semantics from Parser, translates the semantics to Execution Routines, and completes the interaction tasks by executing the routines.

An ISL (Interaction Semantic Library) must be established when designing interaction system. Enumerates all interactive functions, translates them into IS, and eventually stored the ISs into ISL. The process was illustrated in Fig. 2.
3.2. Interaction Feedback

The interaction result feedback is an important part of interaction process. A good interactive system needs clear and complete feedback. The feedback massage must contain result and final state of the task, the change of global context caused by the last interaction, the reasons when task failure, as well as some proposal of alternative plan.

4. Applications and Analysis

We applied 3D interaction method based on the gesture recognition algorithm which introduced above in the VR system –Virtual Digital Olympic Museum (VDOM). The 3D Interaction subsystem was demonstrated in Fig. 3.

![Fig. 3. 3D-Interaction Subsystem in VDOM.](image)

### 4.1. Gesture-Semantic Mapping

In VDOM, interaction system provides interaction functions as follows:

<1> Agent control: turn left/right

<2> Object manipulation: selection/rotation/scaling/movement

For the functions, ISL was established. In the system, ISL was saved as XML file and named *.isl.xml. It is facile to deal with by script language. Table 1 gives the mapping from “standard gesture” to “interaction semantic” where gestures (A)-(H) was illustrated in Fig. 4.
Table 1. Gesture-Semantic Table

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Interaction Semantic</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>move left/turn left</td>
</tr>
<tr>
<td>B</td>
<td>move right/turn right</td>
</tr>
<tr>
<td>C</td>
<td>rotate left</td>
</tr>
<tr>
<td>D</td>
<td>rotate right</td>
</tr>
<tr>
<td>E</td>
<td>move up</td>
</tr>
<tr>
<td>F</td>
<td>move down</td>
</tr>
<tr>
<td>G</td>
<td>confirm/select/zoom in</td>
</tr>
<tr>
<td>H</td>
<td>cancel/delete/zoom out</td>
</tr>
</tbody>
</table>

Fig. 4. Gestures.

4.2. Training

Table 2 shows the counter of training samples for each gesture, for gesture g (confirm) and h (cancel) are more complex than other gestures in Fig.3, more samples is helpful. After trained by the samples, we gain 8 HMMs corresponding to gestures A-H.

The training performance can be measured by $P(G | \lambda)$ which stands for the probability of HMM $\lambda$ produce a observation sequence $G$. Fig.4 shows in $P(G | \lambda)$ with a varying number of HMM states. Training performance of each gesture was enhanced while increase the HMM State count from 8 to 12. While increase HMM count from 12 to 16, we gain an improvement in performance for gesture a,b and d, however we also got a loss in performance for gesture c,f,e. The count was identified as 12 by considering with both training effect and speed.
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Table 2. Training Data Table

<table>
<thead>
<tr>
<th>Interaction Commands</th>
<th>Training Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>move / turn left</td>
<td>150</td>
</tr>
<tr>
<td>move / turn right</td>
<td>150</td>
</tr>
<tr>
<td>rotate left</td>
<td>150</td>
</tr>
<tr>
<td>rotate right</td>
<td>150</td>
</tr>
<tr>
<td>move up</td>
<td>150</td>
</tr>
<tr>
<td>move down</td>
<td>150</td>
</tr>
<tr>
<td>Confirm</td>
<td>200</td>
</tr>
<tr>
<td>Cancel</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 3. Recognition Results

<table>
<thead>
<tr>
<th>Interaction Commands</th>
<th>Testing Data</th>
<th>Correct</th>
<th>Recognition Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>move / turn left</td>
<td>50</td>
<td>47</td>
<td>0.94</td>
</tr>
<tr>
<td>move / turn right</td>
<td>50</td>
<td>46</td>
<td>0.92</td>
</tr>
<tr>
<td>rotate left</td>
<td>50</td>
<td>49</td>
<td>0.98</td>
</tr>
<tr>
<td>rotate right</td>
<td>50</td>
<td>47</td>
<td>0.94</td>
</tr>
<tr>
<td>move up</td>
<td>50</td>
<td>48</td>
<td>0.96</td>
</tr>
<tr>
<td>move down</td>
<td>50</td>
<td>49</td>
<td>0.99</td>
</tr>
<tr>
<td>confirm</td>
<td>50</td>
<td>44</td>
<td>0.88</td>
</tr>
<tr>
<td>cancel</td>
<td>50</td>
<td>45</td>
<td>0.90</td>
</tr>
</tbody>
</table>

4.3. Results

After completing the training work, test each gesture with 50 samples separately. And the result was shown in Table.3. For gesture g and h, we got a recognition rate slightly less than 90 percents on average, and for the remaining we got a rate more than 95 percents.

As a whole, the 3D interaction technology based-on accelerometer was applied in VDOM successfully, and the system shown a reliable result. Users can use the accelerometer-based device barrier-free and perform the interaction with VDOM easily. Fig.6 contains the screenshots of VDOM. In the left side, the user is performing gestures which defined in Fig.4 with our accelerometer-based device, and the interaction results are illustrated in the right side.
5. Conclusion

We have presented an accelerometer-based human-computer interaction method and its application in VR system. We also described the implementation of interaction subsystem. A Gesture-Semantic Table contains all predefined standard gestures and their corresponding semantics. Semantics and their respective execute routines are stored in ISL. Based on Gesture-Semantic Table and ISL the interaction subsystem can identify standard gestures in input data stream and translate them into interaction semantics and perform the interaction tasks finally. In our interaction subsystem, there are several reasons may cause a lower recognition rate: first, a deficient training process causes weakly correlation between HMM and the “standard gestures”; secondly, for complicated gestures, it may lose parts of information during quantification process; thirdly, the lack of samples from various users. In practical application, these following ways can improve the recognition rate: increase the sample count, involving various participants; increase the size of the codebook appropriately, in other words, increase the count of cluster centers in the clustering step, it may reduce the loss during quantification; for complicated gestures, increase the number of HMM state. The future work is to extend current gesture library and ISL, and to provide more interaction functions in 3D virtual world.
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Fig. 6. Runtime Results.
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Abstract. As a video coding standard, H.264 achieves high compress rate while keeping good fidelity. But it requires more intensive computation than before to get such high coding performance. A Hierarchical Multi-level Parallelisms (HMLP) framework for H.264 encoder is proposed which integrates four level parallelisms – frame-level, slice-level, macroblock-level and data-level into one implementation. Each level parallelism is designed in a hierarchical parallel framework and mapped onto the multi-cores and SIMD units on multi-core architecture. According to the analysis of coding performance on each level parallelism, we propose a method to combine different parallel levels to attain a good compromise between high speedup and low bit-rate. The experimental results show that for CIF format video, our method achieves the speedup of 33.57x-42.3x with 1.04x-1.08x bit-rate increasing on 8-core Intel Xeon processor with SIMD Technology.

Keywords: H.264 encoder; Hierarchical Multi-level Parallelisms; Multi-core Architecture.

1. Introduction

H.264 [1] as a video coding standard is now being used widely due to its high-quality video content and low bit-rate. However, it makes encoding process more complex and requires more computation than previous coding standards. Given fixed fidelity, H.264 reduces bit-rate up to about 50% at the cost of more than three times computational complexity compared to H.263 [2]. Therefore, the hardware and software co-design parallelisms are needed to accelerate the speed of encoder for real-time application. Multi-core processor architecture [3] is now becoming the mainstream solution for next generation general computation. Unlike the simultaneous multiple threading (SMT) [12] and hyper-threaded processor (HT) [13] where most micro-architectures are shared between logical processors, multi-core processor introduces new microprocessor technologies to deliver high computation ability. First, multi-core processor integrates multiple single processor cores into one chip which...
supports the real coarse-grained hardware thread parallelism. Second, each core is equipped the SIMD instruction sets to provide the fine-grained parallelism. Third, each core has independent L1/L2 cache to increase the bandwidth and hit rate. All these features can be beneficial for improving the speed of H.264 encoder.

Many parallel algorithms for H.264 encoder were discussed in previous work. A parallel scheme is addressed in [4, 5] that encodes the slices of a frame in parallel on Intel hyper-threading architecture. It mainly concentrates on the slice parallelism based on fixed IBBP encoding structure. A method that utilizes the dependency of reconstructed macroblock (MB) and encoding macroblock to encode multiple macroblocks in parallel is reported in [6]. Another parallel algorithm for macroblock encoding is reported in [2, 11]. It uses approximate neighboring encoding information to find the optimal coding mode of the current coding block. A pipeline algorithm is discussed to parallelize macroblock analysis and the performance is analyzed on Cell processor in [7]. A H.264 decoder is implemented on general-purpose processors by using SIMD instructions in [8]. Parallel motion estimation scheme for H.264 are discussed in [9, 10].

We expand the method proposed in [4, 5] to multi-B frames in the frame level and combine frame, slice, macroblock and data parallelisms for H.264 encoder into one HMLP framework. First, the HMLP model and the design details of each level parallelism for H.264 encoder are presented. Then, based on performance analysis on each parallelism the tradeoffs between multiple parallel levels are attained to optimize the encoding performance.

The rest of this paper is organized as following. Section 2 provides detail design and implementation of our HMLP model for H.264 encoder. Section 3 demonstrates performance results and discusses the results. The selection strategy of multi-level parallelisms is illustrated in section 4. And section 5 concludes this paper.

## 2. Hierarchical Multi-level Parallel Parallelisms for H.264 Encoder

In H.264, a video sequence includes many frames. Each frame is partitioned into slices, which is the encoding unit and independent of other slices in the same frame. Slice can be decomposed into macroblock which is the unit of encoding algorithm. The structure above provides potential parallel optimization opportunities.

### 2.1. The Framework of HMLP model

As in Figure 1, the framework of HMLP model for H.264 encoder is designed to integrate four levels of parallelisms of frame, slice, MB and data into one implementation. It consists of encoding threads and queue buffers. Three
kinds of encoding thread – frame thread, slice thread and MB thread, do the encoding process at three different levels. Frame thread is on the top level. Frame threads create the threads for the slice-level which hierarchically create the threads for the MB-level. The data-level parallelism which acts as functional parallelism is included in the MB encoding thread. All above parallelisms compose a hierarchical parallelism tree, where from root node to the leaf node the parallelism grain is decreasing. The HMLP framework shows good scalability. In each parallel level, the size of the processing unit for each thread can be decreased to increase the number of thread. For example the frame can be decomposed into more slices to increase the slice encoding thread. For different levels, because of the hierarchical structure of frames, slice, MBs and data there are many parallel grains to select the size of processing unit.

Fig. 1. Hierarchical Multi-level Parallelisms (HMLP) framework for H.264 encoder.

2.2. Frame and Slice level Parallelisms Design and Implementation

Usually, a sequence of frames is encoded using an IB…BPB…BP… structure. The number of B frame between two P frames can be multiple. Here, I and P frames are treated as the reference frames and B frame are considered as non references in order to explore more parallelism. Figure 2 shows the principle of frame-level parallelism. The display order indicates the original order of video frame. The dependency between the frames is showed in the encoding order. In this encoding order, the completion of encoding a P frame will make the subsequent one P frame and some B frames ready for encoding.
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in parallel. Here, one P frame and the B frames in the same column will be encoded in parallel order.

H.264 encoder is divided into three parts: input processing, encoding and output processing. As depicted in figure 1, the input processing reads uncompressed images, decides type and allocates the NAL node for bitstream. The output processing checks the NAL queue and writes the bitstream after encoding to the output file. One I/O thread is used to handle the input and output processing. In order to explore parallelism in between frames, two queues are used, one is for I or P frames and another is for B frames. After each frame's type is decided the frame will be put into the corresponding queue. The I/P encoding thread will fetch an I or P frame from the I/P queue and check the B frames which are independent of current I/P frame and ready for encoding in the B queue. After that, I/P thread will create B frame encoding thread for each above B frame and encode the I/P frame with these B frames in parallel.

A frame can be divided into small slices which are independent and can be encoded in parallel. As figure 1 illustrates, each frame encoding thread like I/P thread and B thread divides the frame into slices and create encoding thread for each slice. After encoding, each slice thread writes the bit-stream to the NAL in the order of slice.

The pseudo code of frame-level and slice parallelisms is listed below. We use I/O thread to process the input and output and I/P thread to create B frame encoding threads dynamically to encode the frames in parallel. In each frame encoding, frame is partitioned into slices and slice encoding threads are created for each of it to encode. Finally, the bitstream is assembled and write to the file.

I/O thread Code:
while (input video sequence is not NULL) do
  if (there is free entry in image buffer) then
    read a frame to image buffer and decide its type;
    if (the type is I or P) then
      enter I/P queue;
    else
      enter B queue;
  end
  allocate a node in NAL queue for current frame;
else if (there is bitstream node in the NAL queue)
  write the bitstream node to output file;
else wait;

Fig. 2. The frame dependencies and parallel encoding order in H.264.
end

end while

I/P thread Code:
while (true) do
if (there is frame in the I/P queue) then
fetch a frame from I/P queue;
analyze the B frames in B queue;
create Encoding thread for B frame
which can be encoded in parallel;
call Encoding thread to encode current frame;
else if (all frames are encoded) exit;
else wait;
end
end while

Encoding thread Code:
for each slice in the frame
create slice encoding thread to encode;
assemble the bitstream and write to file

2.3. MB and Data Level Parallelisms Design and Implementation

MB encoding process is the most time-cost part in H.264. In the implementation, it is composed of three modules – MB analysis, encoding and CABAC. MB analysis module mainly analyzes intra and inter prediction mode, predicts motion vector, and decides the MB type. And the MB encoding module mainly processes the DCT, quantization and de-blocking filtering. From the analysis in [6], the processing above indicates that the MB analysis and encoding of current MB depends on results of current MB’s top and left neighboring MBs. The CABAC module depends on the CABAC result of last MB. So, it must be processed sequentially in the row order.

Figure 3(a) illustrates the principle of parallel MB encoding process in a slice structure that consists of 4x9 MBs. MB is indexed by the coordinate MB(i,j). According to the dependency, in order to analyze and encode MB(i,j), it is necessary to refer to the results of its left MB(i-1,j), top-left MB(i-1,j-1), and top MB(i,j-1). Therefore, the initial way is to analyze and encode two MBs, MB(0,0) and MB(1,0) sequentially. After this, MBs in each column such as MB(2,0) and MB(0,1) can be analyzed and encoded in parallel, meanwhile, MB(0,0) and MB(1,0) can do CABAC. And then MB(3,0) and MB(1,1) can be analyzed and encoded in parallel. In such a way, MB(6,0), MB(4,1), MB(2,2) and MB(0,3) can be analyzed and encoded in parallel. However, CABAC must be processed sequentially in the row order. According to the Amdahl’s law, the total time is decided by the cost time of CABAC. The experiment shows the cost time of CABAC is about half of the sum of MB analysis and encoding time. So, as figure 3(a) illustrates, three threads are created for MB encoding process, two of which execute MB analysis and encoding (Task1) and one of which executes CABAC (Task2). The producing rate of two threads for Task1
is enough to match the consuming rate of one thread for Task2. In the parallelization pattern, each slice is partitioned into MB rows. Each thread for Task1 processes the interlacing MB rows in a slice – one thread processes odd rows the other processes even rows. Thread for Task2 processes MB rows in sequential and synchronize with the two threads executing Task1.

(a) Principle and task partition for parallel MB encoding process

Figure 3(b) shows the implementation of MB-level parallelism. The slice thread created in section 2.2 is taken as the CABAC thread which creates two threads for MB analysis and encoding. Two queue buffers are used to store the results of MB analysis and encoding from the threads. CABAC thread reads the two queue buffers alternatively to encode and write the final results to bit-stream.

The SIMD technique can be used to speed up encoding process in the data-level. We use the SIMD instruction to rewrite the following encoding modules: integer DCT/IDCT transform, quantization, motion compensation, sub-pel search, de-blocking and SAD calculation. Because the SIMD is an instruction optimization technology, it does not compete with frame or slice parallelism for physical threads.
3. Experiments and Performance Evaluation

The experimental tests of multi-level parallel H.264 encoder is performed on 8 cores Intel Xeon processor running at 2.0GHz, 1M L2 Cache and supporting MMX/SSE1/SSE2. If it is unspecified, the test video is Foreman in CIF format (352x288) with 300 frames. The profile of H.264 encoder is main profile which is configured as following: (1) inter-coding using B-slices and weighted prediction; (2) deciding references on a per partition basis; (3) using hexagonal search; (4) using 1/4-pel resolution research (5) enabling all search types; (6) using CABAC.

3.1. Coding Performance Versus Frame and Slice Parallelisms

The coding performance is one of the most important issues in the video coding. Even though parallelisms can make video data process faster, it must not significantly sacrifice the coding performance. Figure 4(a) shows the encoder performance when a frame is divided into different number of slices, here number of B-frame is 2. We can see that with 8 slices in each frame, we have a bit-rate increment close to 15% which is not admissible. Too much slice parallelism causes bit-rate rising. Thus, the slice parallelism is sensitive and restricted to bit-rate. Another quality parameter PSNR does not behave so adversely. It is seen that PSNR has a small variation around 38.42 dB. It is concluded that bit-rate is the key coding performance parameter that limits frame and slice parallelisms.

As mentioned early, B frame can be encoded with P frame in parallel, so multiple B frames can increase the degree of parallelism. But, it also influences the bit-rate and drops down the image quality because of the inaccurate bi-predictions. One challenge is to attain a high quality. So, the proper amount of B frame should be selected. Meanwhile, partitioning one frame into multiple slices can increase the degree of parallelism, but it also increases the bit-rate. Because it isolates the correlation between different slices in one frame and adds slice heads to the bit-stream. Thus, the amount of slice should be selected carefully as well. Figure 4 illustrates the speedup and bit-rate variation with of the number of B frames and slices. In figure 4 (b), There is a best speed up of 6x to 6.3x when the number of B frames ranges from 3 to 7 and the number of slices in each frame is 6. In figure 4 (c), the bit-rate descends about 110kb/s when the number of B frames ranges from 0 to 3 and rises up about 50 kb/s when B frames varies from 3 to 8. Thus, considering frame level only, best speedup and relative lower bit-rate are achieved when the number of B frames ranges from 2 to 3. On the other side, given 2 or 3 B frames, the bit-rate increases almost linearly with the number of slices. The bit-rate increases about 40kb/s compared with no slices partition when the number of slices reaches 6, at which the best speedup is attained. The important observation is that setting the number of B frames to 2 to 3 and partitioning a frame to 6 slices delivers the best tradeoff for frame and slice parallelisms that achieves a 6.0x-6.3x speedup with 1.08x bit-rate.
3.2. Coding Performance Versus MB and Data Parallelisms

As mentioned before, MB-level parallelism utilizes the inherent dependencies of different MB encoding processes in a slice. Thus, it can increase the degree of parallelism while keeping the bit-rate no changing. Figure 5 shows the speedup of adding the MB-level parallelism to frame-level and slice-level parallelisms. Comparing to the number of 6 slices where the best speedup is achieved in figure 4 (b), the best speedup in figure 5 shifts to point of 3 slices. Meanwhile, the speedup of frame-level parallelism almost keeps the same.
MB-level parallelism doesn’t increase the bit-rate. As refers to figure 4 (c), the bit-rate decreases about 20 kb/s when the number of slices reduces from 6 to 3 where the peak speedup is achieved. One important conclusion is that MB-level parallelism decreases the bit-rate while keeps the best speedup of 6.x through reducing the number of partitioned slices and increasing the MB parallelism in a frame. It is observed that when number of B frame is 2 to 3, the partitioned slices in a frame is 3 and the MB-level parallelism is used we can achieve a good speedup and maintain a lower bit-rate.

Data-level parallelism utilizes the SIMD instruction to improve the computation of encoding process especially the vector and matrix computation. Thus, it will not increase the bit-rate as well. As figure 6 illustrates, about 42.3x speedup is achieved with 1.04x bit-rate arising by combining four level parallelisms.

3.3. Performance Comparison with Other Related Works

Table 1 shows the performance comparison between our hierarchical multi-level parallelism H.264 encoder with other related works. In [5], slice-level parallelism is used to a fixed frame structure. For 2 B frames the speedup of 4.31x-4.69x is achieved on 4 Intel Xeon processors with Hyper-Threading Technology (8 logical processors). This method is implemented in our test bed and achieves the speedup of 5.56x-5.72x while with 1.11x bit-rate (ratio). Single macroblock-level parallelism method in [6] and single data-level parallelism method in [8] achieve the speedup of 3.08x and 2x-4x separately, and keep the bit-rate no change. Comparing with above method, for 2 B frames structure, our hierarchical multi-level parallelisms method gains the
speedup of 33.57x-34.78x while with 1.05x bit-rate (ratio). Our multi-level method replaces part slice-level parallelism with the macroblock-level parallelism to reduce the number of slices.

Table 1. Performance comparison with other works

<table>
<thead>
<tr>
<th>Parallelization method</th>
<th>Speedup</th>
<th>Bit-rate(ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice-level with fixed B frame[10,18]</td>
<td>5.66x-5.72x</td>
<td>1.11x</td>
</tr>
<tr>
<td>Single MB-level parallelism[5]</td>
<td>2x-4x</td>
<td>1x</td>
</tr>
<tr>
<td>Single data-level parallelism[17]</td>
<td>3.08x</td>
<td>1x</td>
</tr>
<tr>
<td>Hierarchical multi-level parallelisms in our work</td>
<td>33.57x-34.78x</td>
<td>1.05x</td>
</tr>
</tbody>
</table>

4. Conclusions

H.264 provides many potential parallel optimization opportunities. Single level parallelism scheme can speed encoding, however, it achieves low speedup and increases the bit-rate. A hierarchical multi-level parallelisms design for H.264 encoder is presented which exploits the multi-level parallelisms of frame, slice, macroblock and data in one implementation on multi-core architecture. The tradeoffs of integrating multiple levels are analyzed to gain good speedup and also to keep bit-rate and the video degradation as minimal as possible. The speedup of 42.3x is achieved on 8 Intel SIMD processors with SIMD Technology. The method demonstrated can also be applied to other video coding and parallel hardware.
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Abstract. We present a novel method to robustly and efficiently detect moving object, even under the complexity background, such as illumination changes, long shadows etc. This work is distinguished by three key contributions. The first is the integration of the Local Binary Pattern texture measure which extends the moving object detection work for light illumination changing. The second is the introduction of HSI color space measure which removes shadows for the background subtraction. The third contribution is a novel fuzzy way using the Choquet integral which improves detection accuracy. The experiment results using several dataset videos show the robustness and effectiveness of the proposed method.

Keywords: moving object detection, Local Binary Pattern, HSI, Choquet integral.

1. Introduction

Background subtraction is often one of the first tasks in machine vision applications, making it a critical part of the system. The output of background subtraction is an input to a higher-level process that can be, for example, the tracking of an identified object. The performance of background subtraction depends mainly on the background modeling technique used to model the scene background. Especially natural scenes put many challenging demands on background modeling since they are usually dynamic in nature including illumination changes, swaying vegetation, rippling water, flickering monitors etc. A robust background modeling algorithm should also handle situations where new stationary objects are introduced to or old ones removed from the scene. Furthermore the shadows of the moving and scene objects can cause problems. Even in a static scene frame-to-frame changes can occur due to noise and camera jitter.
In this paper, we proposed a novel model for background maintenance and subtraction. The model aggregates color and texture features using fuzzy approach. The goal of the new model was to address all of the above-mentioned difficulties. Our contributions are: (1) Extend the background subtraction work for light illumination changes by integrating Local Binary Pattern (LBP) texture measure, (2) Remove shadows for the background subtraction by using HSI color measure, (3) Improve detection accuracy in a fuzzy way using the Choquet integral.

2. Related work

Different kinds of background model for detecting moving objects have been proposed in the literature, and some of them can be found to be robust to the challenges met in video sequence. These different methods are classified following the model used:

**Basic Background Modeling (BBM):** In this case, Background Representation is modeled using the average [1] or the median [2] or the histogram analysis over time [3]. Once the model is computed, the foreground detection is made as follows:

\[
|f(I_t(x, y)) - f(B_t(x, y))| > Th
\]  

(1)

Otherwise, pixels are classified as background. Where This a constant threshold, \(I_t(x, y)\) and \(B_t(x, y)\) are respectively the current and the background images at time \(t\), \(f(x)\) is a feature value of \(x\), such as intensity, gradient, etc.

**Statistical Background Modeling (SBM):** Background Representation is modeled using a single Gaussian [4-6] or a Mixture of Gaussians [7, 8] or a Kernel Density Estimation [9, 10]. Statistical variables are used in the foreground detection to classify the pixels as foreground or background. Recent SBM use Generalized Gaussian Mixture Modeling [11], Bayesian approaches [12, 13], Support Vector Regression learning approaches [14] or Codebook [15-17].

**Background Estimation (BE):** Background representation is estimated using a filter. For the foreground detection, any pixel of the current image that deviates significantly from its predicted value is declared foreground. This filter may be a Wiener filter [18], a Kalman filter [19] or a Tchebychev filter [20].

All these methods present the same following steps and issues: background modeling, background initialization, background maintenance, foreground detection, choice of the picture's element (pixel, a block or a cluster), choice of the features which characterize the picture's element (color features, edge features, stereo features, motion features and texture features). Often, these features are used separately and the most used is the color one. The combination of several measuring features can strengthen the pixel's classification as background or foreground. In a general way, the Choquet and Sugeno integrals have been successfully applied widely in classification problems [21], in decision making [22] and also in data modeling.
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[23] to aggregate different criteria. In the context of foreground detection, these integrals seem to be good model candidates for fusing different measures from different features. Each integral has its particularity. The Choquet integral requires to interpret the scale as a continuum and the Sugeno integral allows to work with an ordinal scale. Recently, Zhang and Xu [24] have used texture feature and color features to compute similarity measures between current and background pixels. Fida EL BAF[25] has fuzzy intensity and texture feature to foreground detection for infrared videos.

3. New approach

3.1. Approach overview

Moving object detection is based on a comparison between current and background images. In general, a simple subtraction is made between these two images to detect regions corresponding to moving object. So the choice of the features which characterize the pixel element is one of the most important steps. The other one is how to establish the comparison consists in defining a similarity measure between pixels in current and background images.

![Fig. 1. Our approach overview](image)

In this paper, we define a similarity measure between pixels in current and background images. In this case, pixels corresponding to background should be similar in the two images while pixels corresponding to foreground should not be similar. In Figure 1, the moving object detection process is presented in details. First, the color and texture features are extracted from the background image $B_t$ and the current image $I_t$. The similarity measures are computed for each feature which is then aggregated by the Choquet integral. The Background/Foreground classification is finally made by threshold the Choquet integral’s result. In the following subsections, we describe the rationale for selecting and fusing the set of the adopted features.
3.2. Color feature similarity measure

In order to remove the shadows’ disturbance, pixels that could be part of a shadow have to be identified. RGB is the color space commonly acquired directly from a sensor or camera. HSI and YCbCr are closer to human interpretation of colors in the sense that brightness, for intensity, is separated from the base color. The best feature should decrease their sensitive to shadows. We choose HSI color space [26], and define the color features with HSI three components noted \( C_1, C_2 \) and \( C_3 \). Then, the color similarity measure \( S_k(x, y) \) at the pixel \((x, y)\) is computed as:

\[
S_k(x, y) = 1 - \frac{|l_k(x,y) - B_k(x,y)|}{255} 
\]

(2)

Where \( k \in \{1,2,3\} \) is one of three color features. \( B(x, y) \) and \( l(x, y) \) respectively represent the background and current frame at time \( t \). Note that \( S_k(x, y) \) is between 0 and 1. Furthermore, \( S_k(x, y) \) is close to one if \( B_k(x, y) \) and \( l_k(x, y) \) are very similar.

3.3. Texture feature similarity measure

The proposed texture-based method for background subtraction is based on the Local Binary Pattern (LBP) texture measure. The LBP is a powerful means of texture description [27-29]. The operator labels the pixels of an image block by threshold the neighborhood of each pixel with the center value and considering the result as a binary number (LBP code):

\[
LBP(x_c, y_c) = \sum_{i=0}^{K-1} f(p_i - p_c)2^i 
\]

(3)

Where \( p_c \) corresponds to the pixel value of the center pixel \((x_c, y_c)\), such as gray, intensity value etc. and \( p_i \) to the pixel values of the \( K \) neighborhood pixels. The function \( f(x) \) is defined as follows:

\[
f(x) = \begin{cases} 1 & x \geq 0 \\ 0 & x < 0 \end{cases}
\]

(4)

Then, for each pixel texture in the current image and the background image, the LBP code is less sensitive to illumination changes and is able to derive an accurate local texture difference measure [27]. To avoid light illumination changes’ affect, here we define a texture similarity measure at pixel \((x,y)\) between the current image and the background image as:

\[
S_T(x, y) = 1 - \frac{|l_{LB}p(x,y) - B_{LB}p(x,y)|}{255} 
\]

(5)

Where \( l_{LB}p(x,y) \) and \( B_{LB}p(x,y) \) are respectively denotes the texture LBP code of pixel \((x,y)\) in the background and current images. Note that \( S_T(x,y) \) is between 0 and 1. Furthermore, \( S_T(x,y) \) is close to one if \( l_{LB}p(x,y) \) and \( B_{LB}p(x,y) \) are very similar.
are very similar. In the false positive foreground areas caused by quick lighting changes, there are no texture changes between the current frame and the background. Hence, $S_T(x, y) \approx 1$. The foreground mask will be removed for the areas with $S_T(x, y) \geq T_s$. For this operation, we have chosen the choquet integrals.

### 3.4. Aggregation of Features by Choquet Integrals

Many fusion techniques can be used to fuse the color and the texture features. We present brief necessary concepts around fuzzy measures and the Choquet integrals [30].

Let $\lambda$ be a fuzzy measure on a finite set $X$, and non-additive measure on a subset of $X$ is any function $\mu: X \rightarrow [0, 1]$.

**Definition 1** The Choquet integral of $\mu$ with respect to $\lambda$ is defined by:

$$C_{\lambda} = \frac{1}{\lambda} \sum_{i=1}^{n} (\mu(x_{\sigma(i)}) - \mu(x_{\sigma(i-1)})) \lambda(A_{\sigma(i)})$$

(6)

Where finite set $X = \{x_1, \ldots, x_n\}$, and $\sigma$ is a permutation of the indices such that $\mu(\sigma(1)) \leq \ldots \leq \mu(\sigma(n))$ and $A_{\sigma(i)} = \{\sigma(i), \ldots, \sigma(n)\}$.

As defined above, the computed measures are obtained by dividing the feature values in background and current image with endpoints denoted by 0 and 1. For each pixel, color and texture similarity measures are computed as formula (2) (5) from the background and the current frame. We define the set of criteria $X = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4\}$ with $(\alpha_1, \alpha_2, \alpha_3, \alpha_4)$ = three components color features of the chosen HSI color space and $\alpha_4$ = texture feature $LBP(x, y)$.

With each criterion, we associate a fuzzy measure, for each $\alpha_i$, let $\lambda(\alpha_i)$ be the degree of importance of the feature $x_i$ in the decision whether pixel corresponds to background or foreground. Define $\lambda(\alpha_1) = \lambda(\{\alpha_1\}) = \lambda(\{\alpha_2\})$, $\lambda(\alpha_3) = \lambda(\{\alpha_3\})$, and $\lambda(\alpha_4) = \lambda(\{\alpha_4\})$ such that the higher the $\lambda(\alpha_i)$, the more important the corresponding criterion in the decision. To compute the fuzzy measure of the union of any two disjoint sets whose fuzzy measures are given, we use an operational version proposed by Sugeno [30] which called $\lambda$-fuzzy measure. To avoid excessive notation, let denote this measure by $\lambda'$, where $\lambda'$ is a parameter of the fuzzy measure used to describe an interaction between the criteria that are combined. Its value can be determined through the boundary condition, i.e. $\lambda(X) = \lambda(\{\alpha_1, \alpha_2, \alpha_3, \alpha_4\}) = 1$. The fuzzy density values over a given set $K \subseteq X$ are computed as:

$$\lambda(K) = \frac{1}{\lambda} \prod_{x \in K} (1 + \lambda' \cdot \lambda(x_i)) - 1$$

(7)

The fuzzy function $\mu(\alpha_i)$ are defined in $[0, 1]$ so that, $\mu(\alpha_1) = S_1(x, y)$, $\mu(\alpha_2) = S_2(x, y)$, $\mu(\alpha_3) = S_3(x, y)$ and $\mu(\alpha_4) = S_T(x, y)$. To compute the value of Choquet integral for each pixel, we need firstly to rearrange the features $\alpha_i$ in the set $X$ with respect to the order: $\mu(\alpha_i) \leq \mu(\alpha_j) \leq \mu(\alpha_k) \leq \mu(\alpha_l)$. 
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The pixel at position \((x, y)\) is considered as foreground if its Choquet integral value is less than a certain threshold \(T_{c,t}\), which denote the threshold at time instant \(t\), as follows:

If \(C_{\mu,t}(x, y) < T_{c,t}(x, y)\) then pixel \((x, y)\) is foreground or moving object, else background.

4. Experimental results

The performance of the proposed method was evaluated using several video sequences. Both indoor and outdoor scenes were included. We have compared our method with the improved GMM modeling. Algorithms were implemented under Microsoft Visual C++ using the OpenCV library. The experimental results demonstrate the robustness of our algorithm in complex environments.

4.1. Experiments on indoor dataset

Fig. 2 compares a moving object detection result on the indoor test sequence from Wallflower [31], where a person is walking in a room, by GMM algorithm and our approach. Fig. 2a is the background model, and Fig. 2b is frame 650 (random choose) which after a person come in the office. The absolute color components change greatly with the illumination, even when no foreground object is present for the light changing. In Fig. 2c, large areas of false positive foreground were detected by the GMM method for light illumination change. As mentioned above, LBP is invariant to monotonic changes in gray scale. This makes it robust against illumination changes; Fig. 2d shows that our method successfully handles the light illumination changes by integrating texture information.
4.2. Experiments on outdoor dataset

Figure 3 shows the results of our algorithm for the outdoor test sequence, which contains changing environment and shadow. The original sequence has been taken from the PETS database [32] where several persons are walking in a subway station. The proposed algorithm successfully handles this situation. In HSI color space, the feature value changes of pixels in shadow region are very small, so most of the shadows can be removed by integrating HSI color information.

Fig. 3. Moving object analysis of an outdoor test sequence

4.3. Experiments on detection accuracy

To see the progression of the performance of each algorithm, we compute the true positive rate (TPR) and the false positive rate (FPR) as follows:

Let $A$ be the ground truth point set and $B$ be a detected region, the TPR and FPR can be defined as equation 8.

$$TPR = \frac{\sum_{(x,y) \in (A-B)} 1}{\sum_{(x,y) \in A} 1}, \quad FPR = \frac{\sum_{(x,y) \in (A-B)} 1}{\sum_{(x,y) \in A} 1} \quad (8)$$

Table 1 Detection results comparison

<table>
<thead>
<tr>
<th>experiments</th>
<th>GMM Method</th>
<th>Our Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPR</td>
<td>FPR</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
<td>0.056</td>
</tr>
<tr>
<td>2</td>
<td>0.958</td>
<td>0.012</td>
</tr>
<tr>
<td>3</td>
<td>0.945</td>
<td>0.011</td>
</tr>
<tr>
<td>4</td>
<td>0.945</td>
<td>0.011</td>
</tr>
<tr>
<td>5</td>
<td>0.957</td>
<td>0.012</td>
</tr>
<tr>
<td>6</td>
<td>0.952</td>
<td>0.012</td>
</tr>
<tr>
<td>7</td>
<td>0.940</td>
<td>0.012</td>
</tr>
<tr>
<td>8</td>
<td>0.948</td>
<td>0.021</td>
</tr>
<tr>
<td>9</td>
<td>0.943</td>
<td>0.020</td>
</tr>
<tr>
<td>10</td>
<td>0.989</td>
<td>0.237</td>
</tr>
</tbody>
</table>
Where \((x, y)\) is a point in image. The TPR is the proportion of moving object pixels that were correctly classified among all positive samples. And FPR is the proportion of background pixels that were erroneously reported as being moving object pixels. In several experiments, the TPR and FPR result of different methods are compared as shown in Table 1. We have noticed that the TPR is very similar between these two methods, but the FPR of our method is quite lower than GMM’s.

5. Conclusion

In this paper, we have presented a novel fuzzy background model for detecting moving objects from video frames. This method using Choquet integral for fuse color features and texture features. It chooses HSI color space instead of RGB, which remove most of the shadow, and aggregates LBP texture feature, which compute easily, to adapt the light illumination change. The proposed algorithm was tested against several standard benchmarks including both indoor and outdoor scenes. Further, the experiments results show that the proposed method is more robust and accurate.
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A Novel Hierarchical Speech Emotion Recognition Method Based on Improved DDAGSVM
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Abstract. In order to improve the recognition accuracy of speech emotion recognition, in this paper, a novel hierarchical method based on improved Decision Directed Acyclic Graph SVM (improved DDAGSVM) is proposed for speech emotion recognition. The improved DDAGSVM is constructed according to the confusion degrees of emotion pairs. In addition, a geodesic distance-based testing algorithm is proposed for the improved DDAGSVM to give the test samples differently distinguished many decision chances. Informative features and SVM optimized parameters used in each node of the improved DDAGSVM are gotten by Genetic Algorithm (GA) synchronously. On the Chinese Speech Emotion Database (CSED) and the Audio-Video Emotion Database (AVED) recorded by our workgroup, the recognition experiment results reveal that, compared with multi-SVM, binary decision tree and traditional DDAGSVM, the improved DDAGSVM has the higher recognition accuracy with few selected informative features and moderate time for 7 emotions.
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1. Introduction

Speech emotion recognition plays an important role in affective computing. Up to now, many pattern recognition methods have been used in the speech emotion recognition. For example, ANN[1], HMM[2-3], GMM[4], Gaussian supervector with SVM [5]. In paper [6] and [7], visual and audio signals were fused to detect emotion by using many recognition methods. Despite many promising results have been gotten in the past, it is not satisfying. Research results have shown that contributions of different features to an emotion are different[8], and the separatibilities between different emotions are different[9]. This finding implies that it maybe improve the recognition accuracy of speech emotion to use effective features to recognize different emotions by the means
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of hierarchical classification method. But up to now, in many of speech emotion recognition methods, classifiers are used to classify all emotions at the same layer by using the same feature subset.

SVM has good classification ability, and it is a kind of 2-class classifier. So it is very easy to use SVM to construct the hierarchical classification method. Binary decision tree is one kind of hierarchical classification method by using SVM[10]. It only needs $N-1$ SVMs when $N$ emotions need to be classified. But in each node of SVM-based binary decision tree, classifier is 1-vs-r SVM, and the training samples of it are unbalance in most cases. Furthermore, the training of 1-vs-r SVM is more time-consuming than 1-vs-1 SVM.

SVM-based Decision Directed Acyclic Graph (DDAGSVM) is another kind of hierarchical classification method by using SVM[11]. In this method, 1-vs-1 SVM is used as the classification function of each node. A 1-vs-1 SVM can only exclude one class from consideration classes. For a problem with $N$ classes, $N-1$ decision nodes will be evaluated in order to derive an answer, and there are $N$ layers in the DDAG. And $N^2(N-1)/2$ 1-vs-1 SVMs are trained in DDAG. The path taken through the DDAG SVM from root node to the last node is known as the evaluation path. Research result in paper [11] shows that DDAGSVM is amenable to a VC-style bound of generalization error, and that it yields comparable accuracy and memory usage to the standard 1-v-r SVM. But in the traditional DDAGSVM, the choice of the class order is arbitrary. The unclassifiable regions are assigned to the classes associated with the leaf nodes. In paper [12], an optimizing DDAGSVM is proposed to improve the generalization ability of DDAG. This research work enlightens us.

In another aspect, there are many feature selection methods proposed for the speech emotion recognition recently, which can be broadly classified as random or nonrandom selection[13-16]. The selected features by the random selection methods can get higher recognition accuracy on the classifier employed. Moreover, informative features selection and SVM parameter optimization can be finished synchronously by Genetic Algorithm (GA). Thus, GA is designed to select features and optimize parameters in this paper.

In this study, an improved DDAGSVM is proposed to reduce error classification cumulation of DDAGSVM, and then a novel hierarchical speech emotion recognition method is put forward by using the improved DDAGSVM. In addition, GA is used to select informative features for each class pair and optimize SVM parameters in each node.

Section 2 describes the confusion degrees of emotion pairs. Hierarchical speech emotion recognition method based on improved DDAGSVM is presented in section 3. Experiment results on the Chinese Speech Emotion Database (CSED) and the Audio-Video Emotion Database (AVED) for 7 emotions are illustrated in section 4. Section 5 draws a conclusion.
2. Confusion degrees of emotion pairs

**Definition 1 (Confusion degree between two emotions):** It is assumed that \( E_i \) and \( E_j \) denote the \( i^{th} \) emotion and the \( j^{th} \) emotion respectively. Then, confusion degree between \( E_i \) and \( E_j \) is the mean of the probability that the samples labeled \( E_i \) are classified into \( E_j \) and the probability that the samples labeled \( E_j \) are classified into \( E_i \). It is denoted by \( I_{ij} \), and it is defined as Eq. (1).

\[
I_{ij} = \frac{p(r = i \mid x \in E_j) + p(r = j \mid x \in E_i)}{2}.
\]  

In Eq.(1), \( x \) is a test sample, and \( r \) is the classification result. We can see clearly that, the greater the confusion degree between two emotions is, more difficulty the two emotions are differentiated. The confusion degrees of emotion pairs can be gotten by confusion matrix.

3. Improved DDAGSVM

In this paper, to improve the error classification cumulation of the DDAGSVM, an improved DDAGSVM is proposed. Compared with the traditional DDAGSVM, improved DDAGSVM has two improvements. One is the constructing method of DDAGSVM, and the other is the geodesic distance-based testing algorithm for the test samples differently distinguished. In the improved DDAGSVM, emotion pairs having smaller confusion degrees are classified in the upper nodes, and emotion pairs with greater confusion degrees are differentiated in the lower nodes. The improved DDAGSVM is constructed with many evaluation paths. According to confusion degrees of emotion pairs, an improved DDAGSVM can be set up.

In DDAGSVM, if the recognition accuracy of the test sample differently distinguished is increased, the classification ability of DDAGSVM can be improved. In the following, 1-vs-1 SVM is analyzed to find the samples which may be classified in error.

Eq. (2) is the equation of the hyperplane of SVM[17]. It makes the margin between two classes largest when \( f(x) = 0 \). The hyperplane is denoted as \( H_0 \). In Eq.(2), \( K(x, y) \) denotes kernel function, and \( x_i \) (i=1,2,3…m) denotes \( m \)-dimensional inputs. \( y \) denotes the class label, and \( y_i = 1 \) for class 1 and \( y_i = -1 \) for class 2. Two parallel plane of \( H_0 \) are called as insulation plane, and they are denoted as \( H_1 \) and \( H_2 \) respectively. The equation of plane \( H_1 \) is \( f(x) = 1 \), and the equation of plane \( H_2 \) is \( f(x) = -1 \). They are shown in Fig.1. For the position of a test sample \( x_0 \), there are three possible situations.

\[
f(x) = \sum_{i=1}^{N} y_i a_i^* k(x_i, x) + b^*.
\]

**Situation 1:** \( x_0 \) locates on or above the plane \( H_1 \), namely, \( f(x_0) \geq 1 \);

**Situation 2:** \( x_0 \) locates on or under the plane \( H_2 \), namely, \( f(x_0) \leq -1 \);
Situation 3: \( x_0 \) locates in the margin between the plane \( H_1 \) and the plane \( H_2 \), namely, \(-1 < f(x_0) < 1\);

\[ f(x) = \begin{cases} 1 & \text{if } x \in H_1 \\ -1 & \text{if } x \in H_2 \end{cases} \]

**Fig. 1.** Largest margin of SVM

If situation 1 or situation 2 happens, \( x_0 \) is classified as class 1 or class 2 correctly. But if situation 3 happens, \( x_0 \) may be classified by error in all probability. Therefore, the key to reduce error classification cumulation of DDAGSVM is whether the test samples in situation 3 can be classified correctly. In this paper, except the leaf nodes in the improved DDAGSVM, a new testing algorithm for each node is proposed as follows.

**Algorithm 1.** Geodesic distance-based testing algorithm for each node

It is assumed that \( T_{sv1} \) and \( T_{sv2} \) denote the support vector set of class 1 and class 2 respectively. It is also assumed that there are \( n_1 \) support vectors in \( T_{sv1} \) and \( n_2 \) support vectors in \( T_{sv2} \). \( x_0 \) denotes a test sample. \( f(x_0) \) denotes the distance between \( x_0 \) and the hyperplane \( H_0 \) of SVM. \( GD(x_0,s)^1 \) denotes the geodesic distance between \( x_0 \) and the \( f^1 \) support vector in \( T_{sv1} \), and \( GD(x_0,s)^2 \) denotes the geodesic distance between \( x_0 \) and \( f^2 \) support vector in \( T_{sv2} \). \( GD_{mean}^1 \) and \( GD_{mean}^2 \) denote the average distances between \( x_0 \) and support vectors of class 1 and class 2 respectively.

\( x_0 \) is classified by SVM, and \( f(x_0) \) can be gotten; the label of \( x_0 \) recognized by SVM is saved as \( L_0 \);

If \((f(x_0) \leq -1 \text{ or } f(x_0) \geq 1) \)

{ \( x_0 \) is classified as the class denoted by \( L_0 \) }

else if \((-1 < f(x_0) < 1) \)

{ Compute \( GD(x_0,s)^1 \) and \( GD(x_0,s)^2 \) according to Algorithm 2: }

\[
GD_{mean}^1 = \frac{1}{n_1} \sum_{i=1}^{n_1} GD(x_0,s)^1 \\
GD_{mean}^2 = \frac{1}{n_2} \sum_{i=1}^{n_2} GD(x_0,s)^2
\]

If \((GD_{mean}^1 - GD_{mean}^2 < 0) \text{ and } (L_0 \text{ is class 1}) \)

{ \( x_0 \) is classified as class 1 }

else if \((GD_{mean}^1 - GD_{mean}^2 > 0) \text{ and } (L_0 \text{ is class 2}) \)

{ \( x_0 \) is classified as class 2 }

else if \((GD_{mean}^1 - GD_{mean}^2 < 0) \text{ and } (L_0 \text{ is class 2}) \)

{ if \((|GD_{mean}^1 - GD_{mean}^2| > \delta) \)

{ \( x_0 \) is classified as class 1 }

else if \((|GD_{mean}^1 - GD_{mean}^2| \leq \delta) \)

{ \( x_0 \) is sent to both the left and the right node to be classified in further. The
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class label of $x_0$ is decided by the membership degree sequences of evaluation path, which is defined in the last paragraph of this section.}

else if ($(GD_{mean}^1 - GD_{mean}^2) > 0$) and ($L_0$ is class 1)

\{ if ($(GD_{mean}^1 - GD_{mean}^2) > \delta$)

\{ $x_0$ is classified as class 2; \}

\} else if ($(GD_{mean}^1 - GD_{mean}^2) \leq \delta$

\{ $x_0$ is sent to both left and right node to be classified in further; \}

In Algorithm 1, there are two reasons to use the average geodesic distance between a test sample and support vectors of one class to reflect the distance between the test sample and the class. One reason is that the geodesic distance between samples can reflect the factual distance between samples in feature space[18]. The other reason is that support vectors of one class can be regarded as the representative samples of this class. It consumes less time than calculating distance between a test sample and all the training samples of one class. The calculating method of geodesic distance between sample $x_0$ and a support vector $s_i$ is shown as Algorithm 2.

**Algorithm 2.** Calculating method of the geodesic distance $GD(x_0,s_i)$ between the sample $x_0$ and the support vector $s_i$.

**Input:** $x_0$ and $s_i$;  
**Output:** the geodesic distance $GD(x_0,s_i)$ between the sample $x_0$ and the support vector $s_i$.

1) $T_{sv1}$ and $T_{sv2}$ are merged into one set $T$, and $x_0$ is inserted into $T$. The elements in $T$ are denoted as $v$.

2) Calculate the euclidean distances of every two samples in $T$.

3) Calculate $k$ neighbors of each sample in $T$. The $k$ neighbors of $v_i$ is denoted as $\Omega(v_i)$.

4) Create the neighbor matrix $G$ according to Eq.(3) in the following.

$$G(i,j) = \left\{ \begin{array}{ll} d(v_i,v_j) & v_j \in \Omega(v_i) \\ \infty & v_j \notin \Omega(v_i) \end{array} \right. \quad (3)$$

Where, $G(i,j)$ denotes the element of $i$th line and $j$th column in matrix $G$. $d(v_i,v_j)$ denotes the euclidean distance between $v_i$ and $v_j$.

5) Estimate the shortest distance $GD(v_i,v_j)$ between $v_i$ and $v_j$ according to Floyd Algorithm.

$$GD(v_i,v_j) = \min(GD(v_i,v_j), GD(v_i,v_k) + GD(v_k,v_j)). \quad (4)$$

When $v_i$ is $x_0$, and $v_j$ is $s_i$, $GD(v_i,v_j)$ is the geodesic distance between $x_0$ and $s_i$. In Algorithm 1, when a test sample is sent to both the left and the right node to be classified in further, which evaluation path of the test sample is reliable? In this paper, the membership degree sequence of evaluation path is defined to judge the most reliable evaluation path. Here, if it happens in $i^{th}$ node that the test sample is sent to both the left and the right node according to Algorithm 1, the evaluation path is checked from $(i+1)^{th}$ node to the last node. Since each node eliminates one class from the list in the evaluation path of improved DDAGSVM, the membership degrees of the test sample $x_0$ not belonging to emotion class 1 and emotion class 2 in the node $i$ are defined as
Eq.(5). They are denoted by $\lambda^1_l$ and $\lambda^2_l$ respectively.

$$
\begin{align*}
\lambda^1_l &= \begin{cases} 
0 & f(x_0) \geq 1 \\
\frac{1}{GD_{\text{max}}} & -1 < f(x_0) < 1 \\
1 & f(x_0) \leq -1
\end{cases} \\
\lambda^2_l &= \begin{cases} 
0 & f(x_0) \geq 1 \\
\frac{1}{GD_{\text{max}}} & -1 < f(x_0) < 1 \\
0 & f(x_0) \leq -1
\end{cases}
\end{align*}
$$

(5)

When the membership degrees of $x_0$ in each node traveled are gotten, these membership degrees make up of membership degree sequences for evaluation paths. It is assumed that there are two sequences of two evaluation paths $P_j$ and $P_k$, and they are denoted as $q_j = (\lambda_{l+1,j}^1, \lambda_{l+2,j}^1, \lambda_{l+3,j}^1, \ldots, \lambda_{N-1,j}^1)$ and $q_k = (\lambda_{l+1,k}^1, \lambda_{l+2,k}^1, \lambda_{l+3,k}^1, \ldots, \lambda_{N-1,k}^1) (i \in \{E_1, E_2, \ldots, E_N\})$. Lexicographic order is used as the rule to compare two membership degree sequences. The test sample $x_0$ is classified as the emotion class of the leaf node of $P_j$ if and only if $q_j > q_k$ according to the lexicographic order.

4. Experiment Results and Discussions

4.1. Selecting informative features and optimizing SVM parameters

In this paper, two emotion speech corpora are used for experiments. One corpus is CSED [10], and the other is AVED [19]. These two emotion corpora are recorded by our workgroup. Each database includes short utterances covering 7 emotions. In this paper, 132 dimensional original features are extracted from the aspects of the voice of quality, energy, pitch, formant frequency, MFCCs (Mel Frequency Cepstral Coefficients), Mel Frequency energy Dynamic Coefficient and multi-fractal [19-21].

By using GA, we can select informative features for each emotion pair and optimize parameters for the corresponding SVM. Both the recognition accuracy and the number of selected features are taken into consideration in the fitness function, which is defined by Eq.(6).

$$
\text{fitness} = w_r \times \text{SVM\_accuracy} + 10 \times w_n \times \text{features\_num}^{-1}.
$$

(6)

In Eq.(6), SVM\_accuracy denotes SVM recognition accuracy, $w_r$ denotes the SVM recognition accuracy weight, $w_n$ denotes the features number weight, and features\_num denotes the number of the features selected. The constant 10 in the second item of Eq.(6) is to make the two items keep balance. According to the fitness function of Eq. (6), $w_r$ and $w_n$ can influence the experiment result. We defined $w_r = 0.8$ and $w_n = 0.2$ in this paper according to experiment. The best chromosome is obtained when the termination criteria is satisfying. Both the selected informative features and the pair of $(C, \sigma)$ for each SVM can be gotten by GA. Here, $C \in \{2^{-5}, 500\}$, $\sigma \in \{2^{-5}, 100\}$. The number of
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the united informative features of all emotion pairs is 46. That is to say, only 46 features need to be extracted from samples before testing. It improves the efficiency of the improved DDAGSVM.

4.2. Constructing Improved DDAGSVM

Before confusion degrees of emotion pairs are calculated according to Eq.(1), confusion matrix of 7 emotions must be gotten. It is gotten by using multi-SVMs. Feature subset and SVM parameters used in this step are gotten by GA. The confusion matrix on CESD is shown in Table 1. According to the confusion matrix, confusion degrees of emotion pairs can be gotten, and then the improved DDAGSVM is set up. The part of it is shown in Fig.2.

Table 1. Confusion matrix by multi-SVMs on CESD

<table>
<thead>
<tr>
<th></th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
<th>Anger</th>
<th>Fear</th>
<th>Disgust</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>happiness</td>
<td>83.3</td>
<td>0</td>
<td>6.7</td>
<td>6.7</td>
<td>3.3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sadness</td>
<td>0</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>13.3</td>
<td>6.7</td>
</tr>
<tr>
<td>Surprise</td>
<td>6.7</td>
<td>0</td>
<td>83.3</td>
<td>3.3</td>
<td>3.3</td>
<td>0</td>
<td>3.3</td>
</tr>
<tr>
<td>Anger</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fear</td>
<td>0</td>
<td>3.3</td>
<td>0</td>
<td>0</td>
<td>86.7</td>
<td>3.3</td>
<td>6.7</td>
</tr>
<tr>
<td>Disgust</td>
<td>3.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>90</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>3.3</td>
<td>6.7</td>
<td>0</td>
<td>0</td>
<td>3.3</td>
<td>20</td>
<td>66.7</td>
</tr>
</tbody>
</table>

Fig.2. Part of the improved DDAGSVM for 7 emotions

4.3. Recognition experiments

For the improved DDAGSVM, the value of \( \delta \) in Algorithm 1 and the value of \( k \) in Algorithm 2 are important, and they are difficult to choose. If the value of \( \delta \) is adjusted to greater, the recognition accuracy may be improved, but the number of the test samples that need to be classified in many evaluation paths will increase. It will consume much time to test. On the contrary, if the value of \( \delta \) is adjusted to smaller, the recognition accuracy may be decrease. In this paper, we compromised between the recognition accuracy and the test time.
50 is chosen as the value of $\delta$ according to the experiment. Moreover, according to the experiment, 6 is chosen as the value of $k$.

The hierarchical speech emotion recognition method based on improved DDAGSVM proposed in this paper was evaluated on two different emotion speech databases CSED and AVED. On each database, we evaluated five methods for 7 emotions:

- Multi-SVM. 21 1-vs-1 SVMs of it are executed in the same layer.
- SVM-based Binary Decision Tree (SVM-based BDT). In this decision tree, the emotions having the better clustering performance are distinguished in the upper layer, and the emotions having the worse clustering performance are distinguished in the lower layer [10].
- Traditional DDAGSVM. The choice of the class order of this method is arbitrary.
- Improved DDAGSVM not with the Geodesic distance-based testing algorithm. In this method, the DDAGSVM is constructed according to the confusion degrees of emotion pairs. The training and testing processes of this method are the same with those of the traditional DDAGSVM.
- Improved DDAGSVM with the Geodesic distance-based testing algorithm proposed in this paper (improved DDAGSVM with GD test).

In the method mentioned above, both the features and the parameters used by each SVM are selected or optimized by GA. The recognition accuracies of these five methods on the two speech emotion databases are listed in Table 2. Table 3 list the number of SVMs needed to train and to test. The mean training time and the testing time of one sample needed by the five classification methods are also listed.

<table>
<thead>
<tr>
<th>Database</th>
<th>Classification methods</th>
<th>Recognition accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSED</td>
<td>Multi-SVM</td>
<td>77.5</td>
</tr>
<tr>
<td></td>
<td>SVM-based BDT</td>
<td>78.8</td>
</tr>
<tr>
<td></td>
<td>Traditional DDAGSVM</td>
<td>78.9</td>
</tr>
<tr>
<td></td>
<td>Improved DDAGSVM not with GD test</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>Improved DDAGSVM with GD test</td>
<td>82.7</td>
</tr>
<tr>
<td></td>
<td>Multi-SVM</td>
<td>74.5</td>
</tr>
<tr>
<td></td>
<td>SVM-based BDT</td>
<td>76.9</td>
</tr>
<tr>
<td>BDESAVED</td>
<td>Traditional DDAGSVM</td>
<td>76.8</td>
</tr>
<tr>
<td></td>
<td>Improved DDAGSVM not with GD test</td>
<td>78.9</td>
</tr>
<tr>
<td></td>
<td>Improved DDAGSVM with GD test</td>
<td>80.5</td>
</tr>
</tbody>
</table>

From the results in Table 2, we can see clearly that the hierarchical methods have better recognition accuracy than multi-SVM. It proves that the hierarchical methods can improve the recognition accuracy of speech emotion recognition. Compared with the other four methods, the improved DDAGSVM with GD test proposed in this paper has the highest recognition accuracy on the two databases. And the improved DDAGSVM not with GD test has better recognition than the traditional DDAGSVM, SVM-based BDT and multi-SVM. These experiment results indicate that the construction method of DDAGSVM and the geodesic distance-based testing algorithm proposed in this paper can
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improve the classification ability of DDAGSVM. In the aspect of time consumed, the results in Table 3 illustrate that SVM-based BDT needs the longest time to train. It is because that the classifier in binary decision tree is 1-vs-r SVM, the training of which will consume much time. The testing time consumed by the improved DDAGSVM not with GD test is the same with that of the traditional DDAGSVM. But the improved DDAGSVM with GD test has longer testing time than the two methods, because the calculation of geodesic distance and the membership degree sequence will consume much time when the test sample is distinguished differently. Although the improved DDAGSVM with GD test will consume much time in testing, the increasing testing time is little. Compared with the least testing time 0.026s, the average testing time of the improved DDAGSVM with GD test only increases 0.006s.

Table 3. Consumed time by the five methods

<table>
<thead>
<tr>
<th>Classification method</th>
<th>The number of SVM needed to train</th>
<th>The number of SVM needed to test</th>
<th>Training time(s)</th>
<th>Average testing time of one test sample(s)</th>
<th>Maximum testing time of one sample (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-SVM</td>
<td>(N(N-1)/2) (1-vs-1)</td>
<td>(N(N-1)/2) (1-vs-1)</td>
<td>15</td>
<td>0.035</td>
<td>0.035</td>
</tr>
<tr>
<td>SVM-based BDT</td>
<td>(N-1) (1-vs-r)</td>
<td>(&lt;(N-1)) (1-vs-r)</td>
<td>26.6</td>
<td>0.03</td>
<td>0.038</td>
</tr>
<tr>
<td>Traditional DDAGSVM</td>
<td>(N(N-1)/2) (1-vs-1)</td>
<td>(N-1) (1-vs-1)</td>
<td>15</td>
<td>0.026</td>
<td>0.026</td>
</tr>
<tr>
<td>Improved DDAGSVM</td>
<td>(N(N-1)/2) (1-vs-1)</td>
<td>(N-1) (1-vs-1)</td>
<td>15</td>
<td>0.026</td>
<td>0.026</td>
</tr>
<tr>
<td>Improved DDAGSVM</td>
<td>(N(N-1)/2) (1-vs-1)</td>
<td>(N(N-1)/2) (1-vs-1)</td>
<td>15</td>
<td>0.032</td>
<td>0.041</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, a novel hierarchical method based on improved DDAGSVM was proposed for the speech emotion recognition. Improved DDAGSVM is set up according to the confusion degrees of emotion pairs. In addition, a geodesic distance-based testing algorithm is proposed to give the test samples differently distinguished many decision chances. The informative features for each emotion pair are selected by GA while the SVM parameters are optimized by GA. Before testing, only 46 features are extracted from testing samples. This makes training and testing of the improved DDAGSVM more quickly. The classification experiments have been done on two speech emotion databases CSED and AVED. The experiment results reveal that, compared with the other four methods, the improved DDAGSVM with the Geodesic distance-based testing algorithm has the highest recognition accuracy. The disadvantage of it is that the testing time is longer. But the increasing extent of it is small. It is still fit for the real-time applications. This is worth to be studied in the further work. The method proposed in this paper can be applied in other pattern recognition fields.
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Abstract. Diagnosis strategy is a testing sequence of the fault detection and isolation. For the distribution of the electronic equipment, a feasible engineering maintenance method is put forward based on the questions of test point selection and diagnosis strategy. The concepts of local diagnosis strategy and global diagnosis strategy are introduced. From which the local optimal diagnosis strategy is determined when the local optimal test points have been introduced by using the test information entropy, furthermore, the global optimal diagnosis strategy is determined by coalescing the local optimal diagnosis strategies. At last, the validity of the method is illustrated by an example from which the conclusion can be drawn that it is an optimal diagnosis strategy and the complexity of computation can be reduced.
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1. Introduction

The modern complex Electronic equipments are made up by some sub-systems which are different from structure to function. The sub-systems are linked by LAN or BUS to achieve the respective functions. Thought the functions and the effects of sub-systems are different, the complexity and distribution are similar to solve the problems in the fault diagnosis. Wang [1] has presented a method for the fault diagnosis modeling of complex electronic equipments, which could achieve the FDR (Fault Detection Ratio) and FIR (Fault Isolation Ratio) effectively. The objective of the FDI (Fault Detection and Isolation) is to provide an effective and feasible fault detection sequence for the maintenance personal to locate the fault to the LRU (Line Replaceable Unit) in the maintenance task. So a convenient and feasible fault diagnosis strategy is very important for the maintenance of the equipments.

A multi-signal dependency model is akin to overlaying a set of (single-signal) dependency models on the structural model, and, hence, the model corresponds closely to the schematics of the system. The system fault diagnosis strategy corresponding closely to the schematics of the system is
the optimal strategy based on the test point selection and dependency matrix which use the relationship between the components and tests. Tian[2] gives an example to show that test point selection can influence the selection of the fault diagnosis strategy. The objective of the fault diagnosis strategy is to isolate fault with the minimal time and expense. Jing[3] has used the method of information entropy to get the fault diagnosis strategy which used the information of test outcome, test cost and failure rate to get the lowest test cost. But there are thousands of test points, and the size of information entropy of test point which test the same function is not adjacent, the valid diagnosis strategy cannot achieved by using the Jing’s methods. Therefore, the optimizing diagnosis strategy is presented.

This paper is organized as follows. In section 2, the basic concepts are presented. In section 3, the structure and function of the electronic equipments are decomposed and then the system global diagnostic strategy by coalescent local diagnostic strategy is generated. In section 4, we apply the optimizing diagnosis strategy to the some electronic equipment, and the simulation results are presented. Finally, the paper concludes with a summary in section 5.

This paper decomposes the structure and function of the electronic equipments, then, generates the system global diagnostic strategy by coalescent local diagnostic strategy.

2. Preliminaries

2.1. Dependency Matrix

The directed graph model captures the first order cause-effect dependencies such as A affects B and B affects C. The global dependencies, such as A affects C, are inferred by the reachability analysis algorithms. Specifically, we need to ascertain which of the failure sources can be observed from each of the tests of the test points, thus enabling us to compute the dependency matrix.

Similarly, a test point may have multiple tests associated with it. In this case, if there are m components and n tests, the dependency matrix (D-matrix) is of size (m+1) × n, where \(d_{ij}=1\) if the fault component \(c_i\) can be detected by the test \(t_j\); else \(d_{ij}=0\). The D-matrix summarizes the diagnostic information of the system and all analysis is performed using this matrix.

2.2. Test Point Optimal Selection

The fault detection is to judge whether fault exists on UUT (Unit Under Test), therefore we should choose the signals which associate more composing unit
to test in order that we can use the fewest test to determine whether the fault exists. Suppose that the refined dependency matrix is $D = [d_{ij}]_{m\times n}$, we can use the following formula to calculate $WFD_j$ (the fault detect weight of the test $j$).

$$WFD_j = \sum_{i=1}^{m} d_{ij}$$

That is, after calculating $WFD_j$ weight of each test, choose the test with the maximum weight as priority test when fault detecting. Dividing the dependency matrix into two parts with corresponding column matrix, we gain two sub-matrixes. According to the test result, we choose the test which has the biggest weight in the sub-matrix as the second test, then repeat above-mentioned process until there is not column matrix any more.

Fault isolation is a process which isolates fault to the LRU, the process of test point selection for fault isolation is similar to the process for fault detection. Please refer to the reference[4].

Making diagnosing strategy is based on test's optimal selecting outcome. When the state of UUT is unknown, we select optimal test for fault detection first, if it passes, continue to do optimal test; if it doesn't pass, switch to fault isolation process. Repeating above-mentioned process in turn until the fault detection and isolation finish, we will get a fault tree finally.

3. Optimizing Fault Diagnosis Strategy

3.1. Method of Decomposition for Electronic Equipment Diagnosis

Modern electronic equipment has hierarchical structure, the characteristic of system structure bring the hierarchical faults. Hierarchical fault strategy was generated by adopting hierarchical fault diagnosis, ultimate purpose of which is to isolate fault to LRU effectively, let the technician use these results to isolate the abnormal components. Therefore decomposition system is important.

Systematic decomposition principle is that the subsystem function is clear and the coupling between the function is little as much as possible, so that common component was called little. Generally speaking, Structure decomposition was used in coarse granularity, while function decomposition was used in fine granularity, which was coincide with the thought of designing the embedded system.

In this paper the structure decomposition (Fig. 1.), the function decomposition (Fig. 2.) is carrying out to decompose electronic equipments. Structure decomposition is to division system on structure until the lowest component, based on which we can precisely locate the fault to the physics place.
The function decomposition is to division system function to the sub-
function, from which we can get the basic function. Based on above
decomposition, the diagnosis strategy algorithm can only search space which
contains some components relevant to that function.

Fig. 1. Structure decomposition

Fig. 2. Function decomposition

3.2. Global Diagnosis Strategies

Hypothesis 1: Regular signal behavior is dependent on all components
normally, if any component behavior is abnormal then the signal is abnormal.

Hypothesis 2: 1) the signal of relevant to the function is only limited to the
correlative component. 2) the relationship between different signals is
uncorrelated.

Definition 1: Local diagnosis strategy (LDS): A diagnosis and isolation
sequence for all the components to realize certain function.

Definition 2: Global diagnosis strategy (GDS): A diagnosis and isolation
sequence for a certain system
Local diagnosis strategy is a binary tree: the left branch indicates that the test pass, the new binary tree was deployed by selecting the optimum test point for the fault detection, until all the tests pass, which indicates that system is fault-free; the right branch indicates that the test fails, the new binary tree was deployed by selecting the optimum test point for the fault isolation, until all the faults can be isolated. Test point for the fault detection and the fault isolation in the local diagnosis strategy are columns of the local dependency matrix.

In this paper, components partition is two parts: private component and common component; while the private component is contained only in a function, the common component contains in at least two functions. Private component sets may be further divided into sub private component belonging to the different function.

Hypothesis 3: There are N functions in the electronic equipment. There is not coupling between every function, and each function does not share the components. That is: all components in equipment are private components.

The global diagnosis strategy algorithm as follows: if the probabilistic influence for components failure is not considered, and there is not priority for FDI, then any Local diagnosis strategy can be adopted. Form which we can make the root node of the binary tree of local diagnosis strategy as the root node of the global diagnosis strategy algorithm; when all tests in this local D-matrix pass, the root node of the binary tree of the other local diagnosis strategy can be seen as the next node of left branching leaf node of the binary tree of global diagnosis strategy; after all fault may be isolated, the root node of the binary tree of the other local diagnosis strategy can be seen as the next node of right branching leaf node of the binary tree of global diagnosis strategy; Repeating above-mentioned process, until the global diagnosis strategy is formed.

4. Application

Certain equipment is analyzed by the multi-signal model using the TEAMS software [6]. Equipment has functions such as current supply, information display and information processing. From which the functions of current supply and information display are used to illustrate the validity of the method.

The modeling process for the equipment can be got from the Wang[1]. Modeling analysis for the equipment is to get the testability analysis and assessment of the BiT capability. For locating fault more precisely, more test means and test equipment should be needed.

After analyzing and assessing the modeling, the fault diagnosis strategy was generated. When not taking into account local diagnosis strategy, fault diagnosis strategy of the equipment is generated directly. Fault diagnosis strategy of power supply is discontinuous nodes in the global strategy, it is not instructional meaning for maintaining the power supply.

After carrying out structure and the function partition on equipment, adopting local diagnosis strategy, (the fault diagnosis strategy is as follows,
Fig.3.) It is a whole diagnosis strategy.(Fig.3(b). and Fig.3(c). is respectively the right branch and the left branch for the Fig.3(a). in proper order.)For maintenance personal, it is convenient to locate the fault.

![Fig. 3(a). The root node of power supply diagnosis strategy](image1)

![Fig. 3(b). The right branch of power supply diagnosis strategy (Fig. 3(a).the right successive node)](image2)
Assume that a complicated electronic equipment has \( M \) independent mutually functions, each of which is composed of \( N \) different components, furthermore, each function doesn’t share the common component. For this system, using the multi-signal model and sorting the test according to information entropy, faults can not be detected and isolated, if the adjacent test is test different functions, the faults can not be detected and isolated. If the diagnosis strategy got from this paper is adopted, the test independent with the function is not called. The computational and storage complexity can be reduced by the optimal and near-optimal test sequencing algorithms for the fault diagnosis strategy.

5. Conclusion

For the distributing of electronic equipment, introducing local diagnosis strategy and adopting appropriate search algorithm, so the global diagnosis strategy is formed. The validity of the method is illustrated by an example from which the conclusion can be drawn that it is an optimal diagnosis strategy which can prove the diagnosticability and maintainability, meanwhile the complexity of computation can be reduced. But if the equipment contain common component in its structure, the extension for the search space should be considered in the following study.
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Abstract. We propose a new method for matching two 3D point sets of identical cardinality with global similarity but local non-rigid deformations and distribution errors. This problem arises from marker based optical motion capture (Mocap) systems for facial Mocap data. To establish one-to-one identifications, we introduce a forward 3D point pattern matching (PPM) method based on spatial geometric flexibility, which considers a non-rigid deformation between the two point-sets. First, a model normalization algorithm based on simple rules is presented to normalize the two point-sets into a fixed space. Second, a facial topological structure model is constructed, which is used to preserve spatial information for each FP. Finally, we introduce a Local Deformation Matrix (LDM) to rectify local searching vector to meet the local deformation. Experimental results confirm that this method is applicable for robust 3D point pattern matching of sparse point sets with underlying non-rigid deformation and similar distribution.
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1. Introduction

Marker based optical Mocap system is widely used in clinical gait analysis, sports studies, animation and computer games [1], [2], [3]. Passive reflective markers are captured as 3D coordinates by means of image processing. The captured 3D coordinates is unorganized, so there is no method to know which coordinates is correspondent to which marker [4], [5].

This problem could appear in the two steps of Mocap data process: first, model generation, then, noise reduction and missing marker recovery. The second issue of the process for each trail is beyond the scope of our method. Model generation is to build a prior model to track the non-missing data for each sequence. The model is always built base on the first frame data. The
work could be divided into two steps: first, outliers cleaning and missing marker recovery, then, identifications of each marker. Traditionally, this work is all manual[3], [5], [6]. We propose the work to identify the markers to the system model in an automatic process.

This study is focus on the model generation issue in marker-based optical Mocap system, we are aim to present an automatic way to identify the point-set of the first frame model for different subjects or sequences. We formulate this problem as 3D point pattern matching: assume we have a manually identified template point-set $\mathbf{Q}_S = \{\mathbf{P}_t^S \in \mathbb{R}^3 \mid 1 \leq i \leq N\}$, where the symbol $S$ represents the system template model (S-Model), $N$ is the number of the points. We are going to match the to-be-matched point-set to the S-model point-set (M-model) $\mathbf{Q}_M = \{\mathbf{P}_t^M \in \mathbb{R}^3 \mid 1 \leq i \leq N\}$. The to-be-matched model is the first frame model as a prior model for different sequences, the superscript $S$ and $M$ represent the corresponding model. Assume $\mathbf{Q}_S$ and $\mathbf{Q}_M$ have overall spatial distribution similarity and same cardinality. Typically, due to underlying local flexibility and deformation of expression facial Mocap FPs, there exists no single global scale, nor an affine transformation for the model generation. Considerations should be given to locally non-rigid deformation and special nature of facial structure.

PPM is commonly encountered in computer vision, image analysis, computational geometry, and pattern recognition. While matching subjects existing underlying non-rigid and flexible deformation (like face), non-rigid mapping is called. Besl and McKay [7] present a heuristic Iterative Closest Point (ICP) algorithm, which use nearest-neighbor methods to assign correspondence. Rohr et al. [8] and Wahba [9] adopted thin-plate spline to parameterize the non-rigid mapping, in which the outliers do not disturb. The softassign and deterministic annealing [10], [11] formulate pattern matching problem as a heuristic fuzzy problem, which guarantee very trusty one-to-one correspondences. Chui and Rangarajan propose a thin-plate spline based algorithm (TPS-RPM), the TPS-RPM identifies the correspondences, rejects a fraction of the outlier points simultaneously [12], [13]. To fully use the local spatial information, Feng et al. [14] defined the Neighborhood Relative Angle-Context Distribution (NRACD) and used it to match models with underlying local deformation. Zheng and Doermann introduced a point matching algorithm for non-rigid shapes [15], [16]. They formulated local neighborhood structure as a graph, and then used relaxation labeling to refine matching results. In the methods mentioned above, we can see that, the previous work on non-rigid models mostly formulated as an global optimization way[7], [8], [9], [10], [11], [12], [13], while Ref. [14], [15], [16] start to consider the local structure for non-rigid subjects, however, none of them have take local deformation into account for non-rigid and flexible subjects. Considering local deformation, we found that it’s a fast and robust way to identify correspondences between 3D point-sets with underlying locally non-rigid deformation and distribution error.
Based above, a spatial geometric flexibility based method is proposed, which considers local deformations between the S-model and M-model. Fig 1. is the flow chart of the algorithm, the LDM is Local Deformation Matrix, which is to correct the local match.

![Flow Chart of the Algorithm]

**Fig. 1.** The flow chart of the algorithm.

## 2. Model Normalization

Human face is a non-rigid and flexible organic structure, which is comprised of complicated facial muscles and skin organism. To consider local non-rigid deformation, there should be a spatial platform, as the orientation and size are hard to be identical between different FP-sets. So, we proposed normalization method to put the two models into a fixed space.

In traditional way, to match a point with the known correspondence of its neighbor, searching vector is adopted to find the matching correspondence. As the position, size and orientation of the two models are not identical, the searching vectors in matching model (\( \mathbf{V}_{s}^{M} \)) have to transform to register \( \mathbf{V}_{s}^{S} \), and the registration would repeat for one FP. However, our model normalization method puts the two models into one fixed space, the position, size and orientation of the models are normalized. It simplifies the registrations of searching vectors as all searching vectors are registered in one time, and makes the matching process more clear with low computational cost.

As mentioned above, the normalization could be divided into size and orientation normalization, accordingly, scale and rotation computation. To point-sets with known correspondence, the rotation computation could be formulated as well-known absolute orientation problem [17], [18]. However, in our application, the correspondences of the FP-sets are unknown. So the fundamental issue of the normalization is orientation normalization for the unorganized FP-sets.
2.1. Orientation matching problem

To determine a fixed space for FP-sets, we adopt bounding box technology. The bounding box technology is to find a fittest space for unorganized points.

2.1.1 Bounding box algorithm

The most commonly used bounding box algorithms are AABB (axis-aligned bounding box) [19], [20], Sphere [21], OBB (oriented bounding box) [22], [23] and FDH (fixed directions hulls) [24]. Both AABB and Sphere have not convincible spatial compactness. FDH is derived from AABB which could achieve convincible spatial compactness only by the premise that excessive fixed directions are selected. OBB use an optimal cuboid to bound 3D model, and could posse fine spatial compactness with only 3 orthogonal directions. As a most important fact, the facial topological structure. We choose OBB to construct bounding box for facial FP-sets for the following reasons.

- Fixed space for unorganized points.
- The directions is only 3.
- Geometric vivacity for facial structure: typically, the area of facial front-back side is largest, and the top-down side is smallest (as shown in Fig 2.).

Fig. 2. The real and virtual effect of facial markers’ distribution definition. (a) distribution of facial markers; (b) OBB on virtual face model without markers; (c) OBB on virtual face model with markers.

2.1.2 Orientation matching algorithm based on OBB

According to eigenvalue of the covariance matrix constructed by OBB [22], order the corresponding three eigenvectors as \( \mathbf{m}_x, \mathbf{m}_y, \mathbf{m}_z \), \( \mathbf{m}_x \) corresponds to the largest eigenvalue. Indicates the eight corner points of the
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OBB box as $P_0, P_1, P_2, P_3, P_4, P_5, P_6, P_7$. $P_0$ is the center point of the box,

$P_0 = 0.125 \sum_{i=1}^{8} P_i$.

We use the OBB technology [22] to construct a bounding box for S-Model and M-model. Then it’s easy to scale the two boxes into a fixed space. To obtain scale matrix $Mat_{Scale}$, first, get projection distances $d_{proj}^x$, $d_{proj}^y$, $d_{proj}^z$, where $d_{proj}^x = (P_6 - P_0) \odot m_x$, $d_{proj}^y = (P_6 - P_0) \odot m_y$, $d_{proj}^z = (P_6 - P_0) \odot m_z$, the $\odot$ is a vector dot product operator. Initialize $Mat_{Scale}$ to a three order zero matrix, $Mat_S (1,1) = d_{proj}^M / d_{proj}^S$, $Mat_S (2,2) = d_{proj}^S / d_{proj}^M$, $Mat_S (3,3) = d_{proj}^M / d_{proj}^S$. The scale matrix is stored for final normalization.

Fig 3. shows the optimal cuboid and the three directions colored by red ($m_x$), green ($m_y$) and blue ($m_z$) from OBB technology. As the OBB is a statistical methods derived from PCA, it’s a black box method. Hence for point-sets under same distribution, each of the three directions may be reversed as long as there are small geometric changes. As shown in Fig 3a. and Fig 3b., the $M_x$ directions are opposite. We call this phenomenon as orientation inconstancy (OI).

Based on OBB technology, we could normalize the orientation of the point-sets by simple rules. Firstly, we can first easily determine the nasal tip FP, so we can find a direction that human face towards to; then, to find the second direction, we can find the two points at the lower jaw and near the ear bottom, which is different geometrically from the points on the forehead. We formulate the two rules into algorithm (discuss later), and then the orientation could be normalized.

Fig. 3. Orientation inconstancy of First frame data templates. (a) the face facing against the direction $m^x$; (a) the face facing along the direction $m^y$. 
After the OI had been resolved, the orientation normalization could be formulated as a common rotation computation. It’s a common sense in computer graphics, provided that the 3D model’s orientation has been given; it does easily obtain a rotation matrix to match orientation of one model to another. Therefore, the orientation matching algorithm is to mainly overcome the OI.

Matching $m_x$ direction (rule 1)

Step 1: Find the farthest FP along $-M_x$ and $M_x$ in the OBB box of S-model and M-model: $P_{it}^S$ and $P_{it}^M$ ($i = 0, 1$).

$$\begin{align*}
P_{it}^o &= P_{it} \bigg|_{(0 \leq i \leq N)} (\mathbf{P}_{it} - \mathbf{P}_O) \cap (-\mathbf{m}_x) = \max_{0 \leq j \leq N} (\mathbf{P}_{it} - \mathbf{P}_O) \cap (-\mathbf{m}_x) \\
\mathbf{P}_{it}^{x0} &= \mathbf{P}_{it} \bigg|_{(0 \leq i \leq N)} (\mathbf{P}_{it} - \mathbf{P}_O) \cap \mathbf{m}_x = \max_{0 \leq j \leq N} (\mathbf{P}_{it} - \mathbf{P}_O) \cap \mathbf{m}_x
\end{align*}$$ (1)

$$\begin{align*}
\mathbf{P}_{it}^{x1} &= \mathbf{P}_{it} \bigg|_{(0 \leq i \leq N)} (\mathbf{P}_{it} - \mathbf{P}_O) \cap (-\mathbf{m}_x) = \max_{0 \leq j \leq N} (\mathbf{P}_{it} - \mathbf{P}_O) \cap (-\mathbf{m}_x) \\
\mathbf{P}_{it}^{x1} &= \mathbf{P}_{it} \bigg|_{(0 \leq i \leq N)} (\mathbf{P}_{it} - \mathbf{P}_O) \cap \mathbf{m}_x = \max_{0 \leq j \leq N} (\mathbf{P}_{it} - \mathbf{P}_O) \cap \mathbf{m}_x
\end{align*}$$ (2)

Step 2: Compute the variance of the distances from $\mathbf{P}_{it}^o$ to four OBB vertices $\mathbf{P}_{it}^{x4-j}$ ($0 \leq j < 4$): $\Delta r_{it}^o$ ($i = 0, 1$), obey:

$$\bar{d}_{it} = \frac{1}{4} \sum_{j=0}^{3} || \mathbf{P}_{it} - \mathbf{P}_{4x+i+j} ||$$ (3)

$$\Delta r_{it}^o = \frac{1}{3} \sum_{j=0}^{3} (|| \mathbf{P}_{it} - \mathbf{P}_{4x+i+j} || - \bar{d}_{it})^2$$ (4)

Where, $\bar{d}_{it}$ is the mean value of distances from $\mathbf{P}_{it}^o$ to the four OBB vertices located in corresponding side of OBB box.

Step 3: Match $m_x$ direction by comparing $\Delta r_{it}$ to $\Delta r_{it}^o$.

Compare $\Delta r_{it}$ to $\Delta r_{it}^o$, if the later is smaller, means the FP $\mathbf{P}_{it}^{x1}$ is more likely nasal tip point, otherwise, $\mathbf{m}_x = -\mathbf{m}_x$, and: $\mathbf{P}_{it} = \mathbf{P}_j$, $\mathbf{P}_{it} = \mathbf{P}_{4x+j}$, $\mathbf{P}_{4x+j} = \mathbf{P}_{it}^o$ ($0 \leq j < 4$), where $\mathbf{P}_{it}^o$ is a temporary point.

Matching $m_z$ direction (rule 2)

Step 1: Obtain the nearest FP $\mathbf{P}_{it}^s$ ($0 \leq j < 4$) of $\mathbf{P}_j$ ($0 \leq j < 4$):

$$\mathbf{P}_{it}^s = \mathbf{P}_{it} \bigg|_{(0 \leq i \leq N)} (\mathbf{P}_{it} - \mathbf{P}_j) = \min_{0 \leq i \leq N} \{(\mathbf{P}_{it} - \mathbf{P}_j)\}$$ (5)

and the $\{\mathbf{P}_j (0 \leq j < 4)\}$ are at the farthest plane along the $-\mathbf{m}_x$ of the OBB box, and the $\mathbf{m}_x$ directions have been normalize. Indicate $d^S_{it} = || \mathbf{P}_{it}^s \mathbf{P}_O^s ||$ ($0 \leq j < 4$) is the distances from $\mathbf{P}_{it}^s$ to the center point ($\mathbf{P}_O$). \(V \in \mathbb{R}^{3x4}, V^M = \mathbf{P}_{it}^M - \mathbf{P}_O^M, \mathbf{Mat}_{t0}^M = (V_0^M, V_1^M, V_2^M, V_3^M), \quad \mathbf{Mat}_{t1}^M\)
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\[ (V_1^M, V_0^M, V_3^M, V_2^M) \]
 \[ M_{ij}^M = M_{ij}^M \times M_{ij} (i = 0,1) \]

Store the lengths:

\[ d_{ij}^M = \left( \sum_{k=1}^{3} (M_{ij}^M (k,f))^2 \right)^{\frac{1}{2}} \]

\[ \bar{d}_{zi} = \frac{1}{4} \sum_{j=0}^{3} d_j^S - d_j^M \]

\[ \text{var}_{zi} = \frac{1}{2} \sum_{j=0}^{3} (d_j^S - d_j^M - \bar{d}_{zi})^2 \]

**Step 2:** Match \( M_z \) direction by comparing the two variances.

Compute \( \text{var}_{zi} \) with formula 3 and 4. Compare \( \text{var}_{z0} \) and \( \text{var}_{z1} \), if the former is smaller, means the states that whether \( m_z \) directs at lower jaw in S-model and M-model are same, otherwise, we force them to be same:

\[ m_z^M = -m_z^M \]

After matched \( m_z \) and \( m_z \), \( m_z \) is easy to match with orthogonality of the three directions:

\[ m_y = m_x \otimes m_z \]

where \( \otimes \) is a cross-product operator. This orientation matching algorithm is a forward calculation method, with extremely low computational cost, and highly geometric vivacity.

### 2.2. Transformation

As scale and orientation are given, it’s convenient to transform M-model to the S-model space (as shown in Fig.4).

**Fig. 4.** Demonstration before and after model normalization. (a) before normalization; (b) after normalization

**Step 1:** Define a matrix \( M_{pi}^M \) for M-model to preserve the FPs’ coordinates, wherein, \( M_{pi}^M (i,1) = P_i^M.x \), \( M_{pi}^M (i,2) = P_i^M.y \), \( M_{pi}^M (i,3) = P_i^M.z \) \((1 \leq i \leq N)\).
Step 2: Translate M-model to the global coordinate system.

\[ \mathbf{M}_{\text{Mat}}(i,1) = \mathbf{M}_{\text{Pr}}^{(i,1)} - \mathbf{P}_{O}^{M}.x, \quad \mathbf{M}_{\text{Mat}}(i,2) = \mathbf{M}_{\text{Pr}}^{(i,2)} - \mathbf{P}_{O}^{M}.y, \]

\[ \mathbf{M}_{\text{Mat}}(i,3) = \mathbf{M}_{\text{Pr}}^{(i,3)} - \mathbf{P}_{O}^{M}.z. \]

Step 3: Rotate M-model to global coordinate system, then scale to uniform the sizes of M-model and S-model. Followed that, rotate M-model to keep its orientation identical to S-model.

\[ \mathbf{M}_{\text{RotO}} = \left( \mathbf{m}_{x}^{M}, \mathbf{m}_{y}^{M}, \mathbf{m}_{z}^{M} \right)^{-1}, \]

\[ \mathbf{M}_{\text{RotS}} = \left( \mathbf{m}_{x}^{S}, \mathbf{m}_{y}^{S}, \mathbf{m}_{z}^{S} \right). \quad \mathbf{M}_{\text{Mat}}^{M} = \mathbf{M}_{\text{RotS}} \times \mathbf{M}_{S}^{M} \times \mathbf{M}_{\text{RotO}} \times \mathbf{M}_{\text{Pr}}^{M}. \]

Step 4: Translate M-model to the space of S-model.

\[ \mathbf{M}_{\text{Pr}}^{M}(i,1) = \mathbf{M}_{\text{Pr}}^{M}(i,1) + \mathbf{P}_{O}^{S}.x, \quad \mathbf{M}_{\text{Pr}}^{M}(i,2) = \mathbf{M}_{\text{Pr}}^{M}(i,2) + \mathbf{P}_{O}^{S}.y, \]

\[ \mathbf{M}_{\text{Pr}}^{M}(i,3) = \mathbf{M}_{\text{Pr}}^{M}(i,3) + \mathbf{P}_{O}^{S}.z. \]

Back-feed the coordinate matrix to the FPs’ coordinates, \( \mathbf{P}_{t}^{M}.x = \mathbf{M}_{\text{Pr}}^{M}(i,1), \quad \mathbf{P}_{t}^{M}.y = \mathbf{M}_{\text{Pr}}^{M}(i,2), \quad \mathbf{P}_{t}^{M}.z = \mathbf{M}_{\text{Pr}}^{M}(i,3) \) \((1 \leq i \leq N)\), as shown in Fig. 4b.

After normalization, the influence of orientation and size difference between S-model and M-model is removed, so it is independent of orientation and size.

3. Construction of human facial topological structure

The facial organs such as mouth, eyes are unclosed, the movements of the upper and lower mouth lips are always different largely (same as the eye lips). Therefore, it’s unreasonable to consider human face as a whole. Based on this consideration, firstly, we use Delaunay triangulation technology to construct a facial surface, and then neighborhood structures for FPs are obtained, as shown in Fig 5a. Secondly, by human computer interaction technology, we remove improper neighborhood relation, as shown in Fig. 5b, and 5c. Fig. 5a. shows some improper neighborhood relations between upper lower eyelids, upper lower lips, nasal lip and upper lip. Only with the structure considered the openness of eyes and mouth, the local deformation could be computed in nature.

3.1. 3D Triangulation and improper relationship removal

We use a simple 3D triangulation to construct the surface. First, we project all the FPs to the front plane of the OBB box, whose normal is \( \mathbf{m}_{z} \). Then the Delaunay triangulation is processed in 2D. To remove improper relationship, the human machine technology is used. We use an OOP (object oriented programming) in VC++, all the FP and relation lines are a pickable object. We developed a tool to remove or add relation lines for the facial surface. The particulars are beyond the scope of the paper.
3.2. Obtain local neighborhood relations

With the constructed facial topological structure, the neighbors of each FP are known. A relation line is defined to connect two adjacent points in the topological structure. Traverse the relation lines to obtain neighboring FPs’ indices for each facial FP. The local neighborhood structure includes spatial relation such as angles, distances, orientations and so on.

Fig. 5. Facial topological structure definition. (a) before removing improper relations after triangulation; (b) facial topological structure, front view; (c) facial topological structure, side view.

4. Robust 3D point pattern matching based on spatial geometric flexibility

Def 1: let current base point index is $i_{curbase}$, current matching point index be $i_{curmatch}$, the searching vector in S-model be $V_{search}^{S} = Pt_{curmatch}^{S} - Pt_{curbase}^{S}$, LDM be $Mat_{LDM}$, and searching radius be $r_{curmatch}^{S}$, if there exists a point whose index is $i_{curmatch}^{M}$ and it is in the sphere with center $Pt_{curmatch}^{M}$, then $i_{curbase}^{S}$ and $i_{curmatch}^{M}$ constitute a point match $(i_{curmatch}^{S}, i_{curmatch}^{M})$, we call this temporary success match (TSM) of $Pt_{curmatch}^{S}$.

Def 2: let the size of the indices vector $vec_{curbase}^{S}$ (preserve the local neighborhood points’ indices of $i_{curbase}^{S}$) be $N_{veccurbase}^{S}$, and the TSM number of points correspond to $vec_{curbase}^{S}$ be $N_{TSM}^{S}$, if $N_{TSM}^{S} / N_{veccurbase}^{S} > \varepsilon_{submatch}$, we call
the point match $\left( i^S_{\text{curbase}}, i^M_{\text{curbase}} \right)$ final success match (FSM) of $\left( i^S_{\text{nose}}, i^M_{\text{nose}} \right)$. We call the way determining FSM by the relative amount of TSMs Temporary Feedback Method (TFM).

After normalization, the flow of robust 3D point pattern matching algorithm based on spatial geometric flexibility is programmed in following pseudocode:

Push nasal tip FP’s index into $\text{StackTempBase}$ $(i^S_{\text{nose}} \text{ to } \text{TempBaseStack}^S$ and $i^M_{\text{nose}} \text{ to } \text{TempBaseStack}^M$), Loop Time = 0;

While $\text{TempBaseStack} \neq \text{Null}$
  For $i = 1$ to size of $\text{StackTempBase}$
    $i_{\text{curbase}} = \text{TempBaseStack}[i]$;
    Compute and preserve TSMs for current base point $i_{\text{curbase}}^S$
    Load information of local topological structure
    If Loop Time $\neq 0$
      If $N_{s \text{vecbase}} / N_{\text{vecbase}} > \xi_{\text{submatch}}$
        $i_{\text{curbase}}^S$ is confirmed as a FSM.
      Endif
    Endif
    Update LDM for base point, and distribute the LDM;
    Push $i_{\text{curbase}}^S$ into $\text{TempStack}$;
  EndFor
  Displace $\text{TempBaseStack}$ by $\text{TempStack}$, empty $\text{TempStack}$, plus 1 to Loop Time.
EndWhile
Empty $\text{TempBaseStack}$.

To insure the robustness of each point correspondence, we use a double insurance method. Firstly, we use known correspondence to search neighboring FP $\text{Pt}^M_{ij}$ corresponding to $\text{Pt}^S_{ij}$ $(ij < N)$. Secondly, we use Temporary Feedback Method to confirm a final match (discuss later). Above all, we assign an identity matrix to every LDM, which actually can not represent local deformation. The first FSM $\left( i^S_{\text{nose}}, i^M_{\text{nose}} \right)$, is to be used as reference point correspondence. As the FSM is increasing, the LDM is updated to meet the local deformation. If the FSMs of the current base point is no less than two, we can compute the LDM, then the local deformation could be used for matching.
4.1. Algorithm of LDM computation

After normalization, the size and orientation between S-model and M-model are identical. As the FSM increasing in matching process, known correspondences are increasing. With these known correspondences, we formulate local rotation as a least square optimization:

\[
\text{argmin}_{R_i} \sum_{k \in Y_i} \| R_i \cdot (P_{t,k}^M - P_t^M) - (P_{t,k}^S - P_t^S) \|^2
\]

(8)

where, we denote the indices of one-ring neighbor for marker \( i \) as \( Y_i \), \( P_{t,k}^i \) is the \( k \)-th (in \( Y_i \)) neighbor of the \( i \)-th marker. \( R_i^k \in \mathbb{R}^{3 \times 3} \) indicates the optimum rotation for marker \( i \) respectively. We adopt the method of Horn [25] to find the optimum rotation matrix \( \text{Mat}_{LDM} \) for \( i \)-th marker; \( R_i^k \). Besides the rotation, the space for tensile deformation is committed to the dynamic searching radius. However, Horn’s method could not solve the situation the neighborhood points are less than three [18]. The minimum number of neighborhood points for every FP is two. So, when neighborhood points for current base point is two, just set \( \epsilon_{submatch} \) bigger than 0.5, we can insure the current base point is FSM (because it requires more than \( 0.5 \times 2 \) neighborhood points are TSM. In our experiments, we set it to be 0.67). Based above, a simple approach is proposed to compute LDM with the two neighboring FPs.

Step 1: Construct a local plane with current base point and the two neighboring FPs. Obtain normal \( V_{\text{norm}} \) of the plane. Let the closest point of \( P_t^j \)’s index be \( i_{\text{near}} \), and the other’s index be \( i_{\text{far}} \), \( V_{\text{near}} = P_{t, i_{\text{near}}} - P_{t, i_{\text{far}}} \), so:

\[
V_{\text{norm}} = V_{\text{near}} \times V_{\text{far}}
\]

(9)

Step 2: Compute the orthogonal vector of \( V_{\text{near}} \) and \( V_{\text{norm}} \), \( V_{\text{cons}} \), then compute the LDM:

\[
\text{Mat}_{LDM} = (V_{\text{cons}}^M \times V_{\text{norm}}^M) \times (V_{\text{cons}}^S \times V_{\text{near}}^S \times V_{\text{norm}}^S)^{-1}
\]

(11)

4.2. Local searching with dynamic searching radius

Use the local topological structure we preserved to get the closet point \( P_t^j \) of \( P_t^i \) (\( i \neq j \)), \( D_j = \| P_t^j - P_t^i \| \). We set a searching threshold value \( \epsilon_r \).
(0 < εr < 1) to control searching range for each FP: \( r_i = εr \cdot D_i \). Basically, the bigger \( εr \) is, the better tolerance to data distribution error our method has. According to experience from our experiments, \( εr \) is recommended to be close to 0.5.

5. Experiments and results

In our experiments, we use 60 markers for facial marker setup (as shown in Fig 2.). To evaluate the performance of our algorithm, we select five M-models which are with expressions: narrowing one eye, surprise, eyebrow up, laughing exaggeratedly, mouth and eyes widely open respectively (as shown in Fig 6b. to Fig 6f.), and we select a model with neutral expression (as shown in Fig 6a.) as our S-model. The algorithm described in the preceding sections has been implemented in a Visual C++ program. Our experiments were run on a PC with two 1.86GHz Pentium IV processors and 2GB memory.

![Fig. 6. First frame data templates with different expressions. (a) neutral; (b) narrowing one eye; (c) surprise; (d) eyebrow up; (e) laughing exaggeratedly; (f) mouth and eyes widely open.](image-url)

We first show the effectiveness of our normalization method. Fig 7. shows the visual effects of experiment results, where red colored model is represents the normalized M-model. As we can see from this Figure, no matter how big the expressional difference between S-model and M-model is, the performance of our normalization algorithm is acceptable.

Next, we compare our FP matching algorithm with two different ways: using LDM (Fig 7c., Fig 7e. and Fig 7g.) and without using LDM (Fig 7d., Fig 7f. and Fig 7h.). Table 1. shows the result or comparison, wherein FSM column shows the number of final successful matched point, Time column shows machine running time. In addition, \( εr \) column represents the value which starts from zero and satisfies that 100% FPs are FSM. From this table, to models with expression which has slight local motions, such as the model with expression narrowing one eye, we use our algorithm without using LDM. Because local neighborhood structure was considered, it still achieved good results even with less computational cost. Along with increasing of the local...
motions’ extent, it’s easy to break in cycle process (as shown in Fig 7d., Fig 7f. and Fig 7h.). The reason is our method without using LDM didn’t consider the effect of local motions and deformations. Due to local motions and deformations are considered, our algorithm with using LDM could match FPs for facial Mocap frame data templates almost perfectly. Although our algorithm with using LDM pays more computational cost, it still solves non-rigid and flexible matching in a considerable time. Some models with special or nearly extreme local deformations such as the model with expression: mouth and eyes widely open (as shown in Fig 6f.), are perfectly matched with S-model in our algorithm with using LDM.

Fig. 7. The matching results of first frame data templates with different expressions. (a) the result of matching M1-model; (b) the result of matching M2-model; (c) the result of matching M3-model using LDM; (d) the result of matching M3-model without using LDM; (e) the result of matching M4-model using LDM; (f) the result of matching M4-model without using LDM; (g) the result of matching M5-model using LDM; (h) the result of matching M5-model without using LDM.

6. Conclusion

This paper proposed a robust PPM for matching unorganized point-sets with underlying non-rigid deformation. Our method is a forward calculation method with highly geometric vivacity. To consider local deformation, we normalize the point-sets into a fixed space, and then check the minor difference to derive local deformation. With the local deformation, the calculated LDM to rectify searching space, we achieved a more robust matching effort than considering local structure without deformation. This method considers the nature of the distribution of the FPs to find some rules to normalize the orientation. This model normalization is geometric intuitive, but can hardly be
extended to all non-rigid point-sets, only if we can find some rules from the point distribution. The proposed method has been found effective for solving 3D facial point pattern matching problem for marker-based optical Mocap system. Experimental results demonstrate the robustness in different situation, with considerable low amount of computational cost.

Table 1. The experiment results of the Facial point matching algorithm

<table>
<thead>
<tr>
<th>Expressions in Matching Models (M-model)</th>
<th>Using LDM</th>
<th>Without using LDM</th>
<th>Searching threshold value ($\epsilon_r$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FSM Loop Time</td>
<td>Time (ms)</td>
<td>FSM Loop Time</td>
</tr>
<tr>
<td>Narrowing one eye (Fig 76)</td>
<td>60 9 47</td>
<td>60 7 32</td>
<td>0.303</td>
</tr>
<tr>
<td>Surprise (Fig 6c)</td>
<td>60 7 47</td>
<td>60 9 32</td>
<td>0.340</td>
</tr>
<tr>
<td>Eyebrow up (Fig 6d)</td>
<td>60 9 47</td>
<td>55 7 32</td>
<td>0.192</td>
</tr>
<tr>
<td>Laughing exaggeratedly (Fig 6e)</td>
<td>60 9 31</td>
<td>47 8 31</td>
<td>0.312</td>
</tr>
<tr>
<td>Mouth and eyes widely open (Fig 6f)</td>
<td>60 8 31</td>
<td>51 8 31</td>
<td>0.348</td>
</tr>
</tbody>
</table>
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