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Abstract. The need for efficient access and management of time dependent data in modern database applications is well recognised and researched. Existing access methods are mostly derived from the family of spatial R-tree indexing techniques. These techniques are particularly not suitable to handle data involving open ended intervals, which are common in temporal databases. This is due to overlapping between nodes and huge dead space found in the database. In this study, we describe a detailed investigation of a new approach called "Triangular Decomposition Tree" (TD-Tree). The underlying idea for the TD-Tree is to manage temporal intervals by virtual index structures relying on geometric interpretations of intervals, and a space partition method that results in an unbalanced binary tree. We demonstrate that the unbalanced binary tree can be efficiently manipulated using a virtual index. We also show that the single query algorithm can be applied uniformly to different query types without the need of dedicated query transformations. In addition to the advantages related to the usage of a single query algorithm for different query types and better space complexity, the empirical performance of the TD-tree has been found to be superior to its best known competitors.
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1. Introduction

While being ever changing, time is an important aspect of all real world phenomena. Each event bears a time attached to it, sometimes in more than one form. Time marks the starting and ending of an event and establishes the validity of data. Facts, i.e. data, valid today may have had no meaning in the past and may hold no identity in the future. Some data, on the other hand may hold historical significance or may continue to be valid up to a predefined point in time. This relationship with time adds a temporal identity to most data and, in this light, it would be hard to identify applications that do not require or would not benefit from database support for time-varying data. Most current database systems represent a single state of data and this is most commonly assumed to be its current state. Any modifications normally result in the overwriting of the data with the old data being discarded. Although commercial databases offer some capabilities to keep track of old and discarded data (e.g. the Oracle
TimeSeries cartridge, Oracle “Flash-Back”, and the Informix TimeSeries Data-Blade), this is solely for the purpose of database recovery and not to retain the previous state of the data.

In the last two decades, research on temporal databases has advanced in various aspects and reported many important results, however, many challenges still remain [4], [18]. In most of the previous studies, core concepts have been established, but it is yet to be shown how they can be applied for efficiently managing time dependent data. Because temporal databases are in general append-only and usually very large in size, an efficient access method is even more important than for conventional databases. Numerous access structures were proposed, however, they have usually lacked practical credibility. Moreover most of these structures cannot handle now-relative data adequately. This means that these structures assume that the starting and ending points of intervals are known explicitly when recorded into the database. Obviously, this is unrealistic and this particular constraint makes these structures unsuitable for practical temporal applications.

Many multidimensional access structures have been proposed and some of them have been recommended for handling temporal data [12]. The effectiveness of the majority of these index structures has been theoretically evaluated [17]. We classify existing access methods for temporal data into four groups. The first group contains methods which represents extensions of data partitioning spatial indexing structures such as the Segment R-tree [9], 4R-tree [3], or a number of partially persistent methods [12]. In the second group, we have identified modifications of regular B⁺-tree access structures, such as the Fully Persistent B⁺-tree [13] and the Snapshot index [23]. The third group includes techniques based on incremental structures, such as, the Time Index [5], Time Index⁺ [24], and the Monotonic B⁺-tree [16]. Finally, in fourth group are methods which are employing the existing B⁺-tree access structure by mapping of one dimensional ranges to one dimensional points, such as, MAP21 [14], mapping strategy that linearize the data like Interval Space Transformation method (IST) [7] or managing the intervals by two relational indexes the RI-tree [11], [6].

Data partitioning access methods, such as spatial indexes, use a spatial containment hierarchy that clusters data into bounding regions at the leaf level. The nearby internal nodes are then clustered into bounding regions of the parent node forming a hierarchical directory structure. These regions may not represent the entire data space and could overlap. Overlapping is a problem for data partitioning access methods because even for a simple point query it may need to examine multiple paths. When open ended now-relative intervals (where the ending point of the temporal interval follows the current time) are represented with widely used maximum timestamp approach a significant overlapping between nodes and dead space causes very poor performance of the index [19], [21].

We intend to propose an access method for temporal data that relies on the exploitation of the relational database systems built-in functionalities; to utilises the native Data Definition Language (DDL), Data Manipulation Lan-
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guage (DML); and to use PL/SQL procedure environment within the SQL standard.

A number of access methods for temporal data that utilise the relational database systems built-in functionalities have been proposed, including: MAP21 [14], Time Index [5], Interval B-tree [2], those based on interval space transformation IST [7] and RI-tree [11]. We observe that the proposed access methods that rely on relational database systems built-in functionalities, such as Time Index, Interval B-tree and those based on interval space transformation IST, have either space complexity problem or are generally tailored to be efficient only for specific query types. In [11], it has been shown that the RI-tree is superior to the Window-List [15], Oracle Tile Index (T-Index) and IST-technique. In the work [10], it was extended and an algorithm for general interval relationships has been presented, but there is still a need to tailor query transformation to the specific query types. It is our intention to propose an efficient access method for temporal data with logarithmic access time and guaranteed minimum space complexity that can answer a wide range of query types with the same query algorithm.

In this paper we present and investigate the “Triangular Decomposition Tree” (TD-tree) access method to index and query temporal data. In contrast to previously proposed access methods for temporal data, this method can efficiently answer a wide range of query types, including point queries, intersection queries, and all nontrivial interval relationships queries, using a single algorithm, without dedicated query transformations.

The TD-tree is a space partitioning access method. The basic idea is to manage the temporal intervals by a virtual index structure that relies on a two-dimensional representation of intervals [20], and a triangular decomposition method. The resulting binary tree stores a bounded number of intervals at each leaf and, hence, may be unbalanced. As data is only stored in leaves, traversing the tree avoids disk accesses, and the tree depth does not affect the performance. Using the interval representation, any query type can be reduced to a spatial problem of finding those (triangular) leaves that intersect with the spatial query region. TD-trees can be implemented on top of a standard relational DBMS.

The efficiency of the TD-tree is due to the virtual internal structure, so there is no need for physical disk I/O’s, query algorithms that ensures pruning, and efficient clustering of interval data. On top of the advantages related to the usage of a single query algorithm for different query types and better space complexity, the empirical performance of the TD-tree is demonstrated to be superior to its best known competitors.

The remainder of this paper is organised as follows: In the next Section, we briefly describe several temporal access methods of interest for this discussion and highlight their advantages and disadvantages. In Section 3, we define the mapping strategy and determine regions of interest. Section 4 describes the structure of TD-trees, and the key insertion and query algorithms. Section 5 contains the results and analysis of the empirical study conducted to demon-
strate the practical relevance and efficiency of the TD-tree. Finally, in Section 6,
we present our conclusions.

2. Related work

In the literature, two time lines of interest have been mentioned, transaction
time and valid time. The valid time line represents when a fact is valid in the
modelled world and the transaction time line represents when a transaction
was performed. A bitemporal database is a combination of valid and transac-
tion time databases [4]. Because temporal databases are in general append
only, they are usually very large in size, thus efficient access method is even
more important in temporal databases than in conventional databases. A num-
ber of index structures for temporal data are described in the literature [17].
The existing temporal access structures, as highlighted in section 1, fit in one
of four groups. We will focus on indexing structures from group four, which can
be utilised by exploiting the structures and functionality of commercial RDBMSs
and rely on the relational paradigm. We briefly discuss typical representatives
from group three and four and highlight their advantages and disadvantages.

The Time Index [5] is an index structure for valid time intervals. It is a set of
linearly ordered indexing points that is maintained by a $B^+-tree$. To overcomes
the deficiencies of the Time Index, related to the space requirement which is
$O(n^2)$ for storing $n$ intervals, the Time Index$^+$ has been proposed [24]. Time
Index$^+$ relies on efficient storage model for partitioning logical buckets and on
employing a new method to handle object versions with long and very long time
intervals. The Time Index$^+$ requires less storage than the Time Index but still
requires significantly more space, even more than the spatial index methods.
The disadvantage of this approach is the space required for the index, as for
each point in time a bucket of pointers refers to the associated set of valid
intervals. Since an interval may be registered with several points in time, This is
a problem, particularly for data with many long living tuples.

The Interval B-tree (IB-tree) [2] overcomes the problems related to the ex-
tensive space usage of the Time index. It represents an implementation of the
Edelsbrunner’s interval tree using an augmented $B^+$-tree rather than a binary
tree. The main memory model of the interval tree is transformed into an effi-
cient secondary storage structure that preserves the optimal space and time
complexity. The disadvantage of this approach is the complex three-fold model,
which requires a dedicated structure for each level. This makes the IB-tree less
attractive from the view point of time complexity.

The access method (ISP) [7] is based on interval space transformation.
Since the data space may grow dynamically at the upper bound, this method is
well suited for appending intervals. It indexes lists on different orders, start time,
end time or duration. This access method is highly specialized with respect to
the suggested mapping and can not efficiently answer more complex queries
such as intersection query or point query.
The Hierarchical Triangular Mesh (HTM) is method [22] suited for indexing the sphere and especially for astronomy data. It subdivides the half surface of a sphere into four spherical triangles of similar, but not identical, shapes and sizes. Every triangle is further subdivided into four smaller triangles. Division forms a balanced tree, which is then indexed with the Quad-tree. The HTM is highly dedicated for the data that have an inherent location on the celestial sphere. The HTM has been mentioned as it has triangles as a region as our method and to highlight the differences.

The Relational Interval Tree (RI-tree) is an access method for general closed interval data, it can be created for any relational or object-relational table containing intervals [11]. Analytical and experimental evaluation of the RI-tree shows that the performance of this method is superior to the other approaches. This is achieved by introducing a virtual primary structure. Although the structure is space-oriented, the storage of intervals is object-driven so no storage space is wasted for empty regions in the data space. In [10] work was extended and an algorithm for general interval relationships has been presented but still there is a need for tailored query transformation to the specific query types. It is our intention to propose an efficient access method for temporal data that can answer wide range of query types with the same algorithm and that does not require tailored query transformation for different query types.

3. Representation of intervals and interval relationships

We assume a discrete, totally ordered time model with epochs in the range $[0..\lambda]$, for some (large) $\lambda > 0$. It is straightforward to map absolute timestamps into such a range of natural numbers, as every Unix system, for example, does. We consider only semi-open intervals $[i_s, i_e)$, where $0 \leq i_s < i_e \leq \lambda$. Each such interval can then be represented as a point $(i_s, i_e)$ in two-dimensional space as shown in Fig. 1. Here, the first coordinate represents the start, $S$, of the interval and the second coordinate represents the end, $E$, of the interval. Fig. 1 shows a set of intervals A, B, C and D and their representation in two-dimensional space.

For point data there are only a few distinct query types, e.g., point queries and range queries, but for interval data there are many different query types, e.g., In particular, Allen described 13 distinct interval algebra (IA) relationships that may hold between pairs of intervals [1].

Each of the 13 IA relationships may now be represented as a region, line or point in our two-dimensional space, as shown in Fig. 2. When we study Allen’s relationships with indexing and query evaluation in mind, we observe that they fall into two distinct groups.

Relationships between two intervals such as ‘start’, ‘start-by’, ‘finish’, ‘finish-by’, ‘before’, ‘after’, ‘meet’and ‘meet-by’: $m_i$ can be queried efficiently by one dimensional index structures such as $B^{+}$-tree. This is because the problem is reduced to a simple comparison of two points, start or end. However to efficiently answer queries with relationships between two intervals that require the
Fig. 1. Interval representation in two-dimensional space

Fig. 2. Allen's 13 IA relationships between two intervals

comparison of both starting and ending points of both intervals such as: 'overlap', 'overlap-by', 'during', 'contain' and 'equal' require special access method.

From now on, we focus on the problem of efficiently answering queries about relationships in the second group. We also study queries about the more general 'intersects' relationship and its special case the 'membership' relationship (or 'point' query). The basic query types we consider are queries from group two plus intersection and point query.

If the universe of intervals is $U = \{[u_s, u_e] \mid 0 \leq u_s < u_e \leq \lambda \}$. Due to the definition of intervals that they are semi-open $u_s$ must be only less than $u_e$ and can not be equal. Then Fig. 3(a) shows a set of intervals A, B, C, D, a query point at $T_0$, and a query interval $I_{qt} = (T_1, T_2)$. The result of each query type above is then a two-dimensional rectangle, or point, as defined below.

- Equality Query EMQ - checks if the database contains an interval which equals the query interval:
  
  $$EMQ([i_s, i_e]) = \{[r_s, r_e] \mid r_s = i_s \land r_e = i_e \}$$
  
  is a point in two-dimensional space;
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Fig. 3. Query regions

- Intersection Query (IQ), Fig. 3(b) - finds all intervals that intersect the query interval:
  \[ IQ([i_s, i_e]) = \{ [r_s, r_e] \mid (r_s < i_e) \land (i_s < r_e) \} \] is a rectangle \([0, \lambda), (i_e, i_s)\), in our example \(i_s = T_1\) and \(i_e = T_2\);

- Point Query (PQ), Fig. 3(c) - also called timeslice query is a special case of intersection query it finds all intervals that contain the query point:
  \[ PQ(p) = \{ [r_s, r_e] \mid r_s < p < r_e \} \] is a special case of IQ and results in the rectangle \([0, \lambda), (p, p)\), in our example \(p = T_0\);
– Contained-in Query (CQ), Fig.3(d) - finds all intervals that are contained in the query interval:
\[
CQ([i_s, i_e]) = \{ [r_s, r_e] \mid (i_s < r_s < i_e) \land (i_s < r_e < i_e) \}
\]
can be simplified to \{ [r_s, r_e] \mid (i_s < r_s < r_e < i_e) \}, maps to the rectangle \([i_s, i_e], (i_s, i_s)\);

– Enclosure Query (EQ), Fig.3(e) - finds all intervals that contain the query interval:
\[
EQ([i_s, i_e]) = \{ [r_s, r_e] \mid (r_s < i_s < r_e) \land (i_s < i_e < r_e) \}
\]
can be simplified to \{ [r_s, r_e] \mid (r_s < i_s < i_e < r_e) \}, as \(r_s < r_e\) and \(i_s < i_e\), and results in the query box \([0, \lambda), (i_s, i_s)\),

– Overlap Query (OQ), Fig.3(f): \(OQ([i_s, i_e]) = \{ [r_s, r_e] \mid (i_s < r_s) \land (r_s < i_e) \}
\]
maps to the rectangle \([0, i_s), (i_s, i_s)\);

– Overlap by Query (OBQ), Fig.3(g): \(OBQ([i_s, i_e]) = \{ [r_s, r_e] \mid (r_s < i_s \land r_s < i_e) \}
\]
is rectangle \([i_s, \lambda), (i_s, i_e)\);

The point of this analysis is that the evaluation of every query type can now be reduced to the spatial problem of finding all data intervals that belong to the rectangle associated with that query. In particular, this means that every query type can be evaluated by a common algorithm, which is what we now study. Note, to form a rectangular query region for particular query type, the query region can extend under the line \(E = S\), as for example for intersection query Figure 3(b) and containment query Figure 3(d). Because \(0 \leq i_s < i_e \leq \lambda\) no intervals will be registered under the line \(E = S\) so extending query region under the line \(E = S\) to form rectangular query region will not affect the answer.

4. The Triangular Decomposition Tree (TD-tree)

The structure of our indexing method is based on the observation, that all data and query intervals of interest represented in two dimensional space lie in the isosceles, right-angle triangle with vertices at \((0,0)\), \((0, \lambda)\) and \((\lambda, \lambda)\), which lies above the line \(E = S\). We call this triangle the basic triangle Figure 1. This is due to nature of interval space transformation and fact that \(i_s < i_e\).

Given that our region of interest is a triangle, our main proposal is to recursively decompose the basic triangle into two smaller triangles. This triangular decomposition of the basic triangle forms a tree which we call a TD-tree. This tree is not balanced in general. Data intervals (points in two-dimensional space) are stored in the database in blocks associated with the leaves of the TD-tree. Figure 4 shows the second and third level of an unbalanced triangular decomposition. Arrows point to the “apex”, the right-angled vertex of the triangle, of each triangle.

In such a triangular decomposition, each triangle is uniquely identified by its apex position \((s, e)\), and its direction \(d\), the direction of the arrow from the midpoint of the triangle’s hypotenuse to the apex. Note that there are eight possible directions, corresponding to the eight points of the compass, all of which are shown in Figure 5.

Given a Parent (P) triangle in this decomposition, its apex and direction uniquely determine the apex and direction of each of its two subtriangles. We
Fig. 4. Unbalanced triangular decompositions of the basic triangle.

Fig. 5. Positions of low and high subtriangles

call these subtriangles \textit{low} and \textit{high Children (C)}. Figure 5 shows, for each possible direction, which are the low and high subtriangles, and where the apexes of these two subtriangles are. Note that we number the possible directions 0 to 7 clockwise starting from direction “north”.

\textbf{Input}: \((P.d: \text{Parent direction})\)

\textbf{Output}: \(L.d: \text{Left child direction}, \: R.d: \text{Right child direction}\

\begin{algorithm}
\begin{verbatim}
begin
\quad if (1 <= P.d <= 4) then
\quad \quad L.d = (P.d + 5) \ mod \ 8;
\quad \quad H.d = (P.d + 3);
\quad else
\quad \quad L.d = (P.d + 3) \ mod \ 8;
\quad \quad H.d = (P.d + 5) \ mod \ 8;
end
\end{verbatim}
\end{algorithm}

\textbf{Algorithm 1}: Children apex directions
By observation of Fig. [5] we see that it is possible to define the apex position and direction of the subtriangles of a given triangle using the following two algorithms. Algorithm 1 computes the direction $d$ of the lower (L) and higher (H) Children (C) subtriangles of a Parent triangle $P$ with direction $d$.

**Input**: ($P.s$: Parent start, $P.e$: Parent end, $d$: direction), $length$

**Output**: $C.s$: Child start, $C.e$: Child end

begin
  if $(d = 0)$ then
    $C.s := P.s; C.e := P.e - length$
  else if $(d = 1)$ then
    $C.s := P.s - length/root(2); C.e := P.e - length/\sqrt{2}$
  else if $(d = 2)$ then
    $C.s := P.s - length; C.e := P.e$
  else if $(d = 3)$ then
    $C.s := P.s - length/root(2); C.e := P.e + length/\sqrt{2}$
  else if $(d = 4)$ then
    $C.s := P.s; C.e := P.e + length$
  else if $(d = 5)$ then
    $C.s := P.s + length/root(2); C.e := P.e + length/\sqrt{2}$
  else if $(d = 6)$ then
    $C.s := P.s + length; C.e := P.e$
  else
    $C.s := P.s + length/root(2); C.e := P.e - length/\sqrt{2}$
end

**Algorithm 2**: Children apex position calculation

Algorithm 2 computes the position $(s, e)$ of the apex of each subtriangle $C$ of a parent triangle $P$ at any level $l$. This is possible only knowing the position of the parent apex and its level.

From Fig 1 it is straightforward that the basic triangle apex is $(0, \lambda)$ and we accepted that the basic triangle has level 0. Without loss of generality, we may assume that $\lambda = 2^k$, for some $k > 0$. To find the children’s apex position the adjustment length that has to be applied to the parent apex position as presented in Algorithm 2. Adjustment length depends only on level of partition $l$ and $k$. It can be calculated as:

$$length = 2^k \times (2^{1/2}/2)^{l-1}$$  \hspace{1cm} (1)

Note that both child subtriangles of the parent triangle have the same apex position. Position of the child $C$ apex $(s, e)$ will be calculated depending to the direction $d$ of the parent $P$ apex using the Algorithm 2. Note that the level of the subtriangles of a triangle are one more than the level of the triangle. Note also that the resulting tree need not be balanced. In an unbalanced tree, different leaves may be at different levels. The shape of a tree depends on the distribution and density of data intervals.
Because we can identify the apex and direction of every node of a TD-tree, starting from the basic triangle, using the two algorithms, we do not need to store the internal tree nodes. Thus, a TD-tree is a virtual tree. All we need to store is the value $\lambda$ and a reference to the root node.

The actual data intervals, together with information about the intervals, are stored in a table indexed by a leaf identifier. The tree is organised so that at most $b$ data intervals are stored with each leaf, for some integer blocking factor $b > 0$. A node identifier is a binary string, stored as a (binary) integer, constructed as follows. The identifier of the base triangle or tree root is $1$. If a node has identifier $\phi$, the lower and upper children of the node have identifiers $\phi0$ and $\phi1$ respectively. The length of the identifier is thus one greater than the depth of the node.

Information about leaf nodes themselves are stored in a separate directory, containing an identifier and number of records per leaf. The root node stores the blocking factor $b$ and current maximum depth of the tree $l$.

## 4.1. Insertion algorithm

Insertion of data interval into a TD-tree is performed according to Algorithm 3. We first descend the tree from the root to the virtual leaf at maximum tree depth containing the interval. This is done arithmetically, without disk access, by repeatedly selecting the lower or upper child of each node depending on the value of the interval.

The leaf found is called “virtual” because that branch of the tree may have length less than the maximum depth. For example, the upper child of the root node in Fig. 6 labelled ‘g’ is a leaf on a path of length 2, whereas the tree has maximum depth 7, as it can be seen in Table 1.

**Input:** (object for insertion: $OBJ$, Directory: $D$, blocking factor: $b$, max_population, max_depth)

begin

Find maxregion at max_depth where OBJ would belong;

$target\_region = \text{region in } D \text{ with longest number of bits in common left to right with the maxregion;}$

Find $target\_region$ population;

if ($target\_region$ population > max_population) then

Increment the population in $D$ of $target\_region$;

Update region with $target\_region$;

else

perform Split;

end

end

**Algorithm 3:** Insertion

Given the sample decomposition from Fig. 6, the directory would be as shown in Table 1. This table shows the label, identifier (in both binary and decimal) and identifier extension (in both binary and decimal) for each leaf of the
The identifier extension is the unique extension of the leaf identifier with zeros so that it is of length $l$, where $l$ is the maximum depth of the tree. Values for binary identifier and both binary and decimal identifier extension are not stored as they can be calculated from decimal identifier and max depth of the tree ‘$l$’.

![Running example regular decomposition](image)

**Fig. 6.** Running example regular decomposition

<table>
<thead>
<tr>
<th>Label</th>
<th>Identifier (binary)</th>
<th>Identifier (decimal)</th>
<th>Extension (binary)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>100</td>
<td>4</td>
<td>1000000</td>
</tr>
<tr>
<td>b</td>
<td>1010</td>
<td>10</td>
<td>1010000</td>
</tr>
<tr>
<td>c</td>
<td>10111</td>
<td>23</td>
<td>1011100</td>
</tr>
<tr>
<td>d</td>
<td>101100</td>
<td>44</td>
<td>1011000</td>
</tr>
<tr>
<td>e</td>
<td>1011010</td>
<td>90</td>
<td>1011010</td>
</tr>
<tr>
<td>f</td>
<td>1011011</td>
<td>91</td>
<td>1011011</td>
</tr>
<tr>
<td>g</td>
<td>11</td>
<td>3</td>
<td>1100000</td>
</tr>
</tbody>
</table>

Table 1. Directory for sample tree

We attempt to insert the data interval into the actual leaf that is an ancestor of the virtual leaf found by the above traversal.

If the identifier of the virtual leaf $w$ containing the interval is $z$, then the identifier of the actual leaf $v$ that is ancestor of $w$ is given by the longest identifier in the directory that is a prefix of $z$. For example, if the identifier of the virtual leaf containing the interval is 1010010, then the identifier of the actual leaf in which the interval should be stored is 1010.
Considering the sample from Figure 6 and Table 1, let for example an interval, according to the start and end points, would belong to region on max depth '1010010'. This max depth region '1010010' at the maximum depth doesn’t does not exist so it is required to locate the actual region to store the interval in. That region is given by the longest identifier in the directory that is a prefix of max depth region '1010010' and in our case it is the region ‘1010’. Having found the region which to store the interval, we simply update leaf identifier in table with that identifier and in directory increment number of records that region holds by one.

To ensure efficient retrieval, we store at most $b$ data intervals with each leaf. If a leaf already has that many intervals, we construct the two children of the leaf, replace the parent with the two children in the directory, distribute the current (and new) intervals between the two children as appropriate, and repeat this process recursively if all intervals go into the same child. If this operation increases the maximum tree depth, we record the new maximum depth. This split is performed according to Algorithm 4.

**Input:** ($SR$: Split Region, $D$: Directory, blocking factor, $max_pop$, $max_depth$)

**begin**

while not both child regions population < max_pop do

divide data of SR into children; current_depth = SR depth + 1;

if current_depth > max_depth then

max_depth = max_depth + 1;

end

if child region is POINT then

Exit;

end

end

**end**

**Algorithm 4:** Split

It is possible that all intervals in a region that has to be split are located within one newly created smaller region, which will cause a further split. Splits will be performed until intervals can be distributed between two child regions or the maximum split was reached (region represents a point). If maximum split was reached the population of the region is allowed to grow beyond blocking factor, which means that multiple blocks may associate with one region.

### 4.2. Query algorithm

Following the analysis of Section 3 we can assume that every query corresponds to a rectangular region of the two-dimensional interval space, defined by the top-left and bottom-right corners of this region. The task of the query evaluation is to find all data intervals that occur within this query region. The particular region chosen depends on whether we are performing an intersection query, an overlaps query, a contains query, and so on, but in each case the query evaluation algorithm is identical, an important property of our approach.
Query evaluation itself proceeds in two phases Algorithm 5. In the first phase we find those TD-tree nodes which are contained entirely within the query region and those TD-tree leaves which overlap (but are not contained in) the query region. This phase accesses the disk to retrieve nodes from the directory and to retrieve data intervals from overlapping leaves. In the second phase, we return the intervals in the first set of nodes, and scan the intervals in the second set of leaves for those that occur in the query region. This second phase requires no additional disk access.

The first phase may be implemented as follows. It takes as input the query region \( Q \) and the directory \( D \). It returns the set of data intervals that occur within \( Q \).

**Input:** \( (D: \text{Directory}, Q: \text{Query region}) \)

**Output:** \( A_1: \text{Containing leaves}, A_2: \text{Overlapping leaves} \)

**begin**

Add all nonempty leaves in \( D \) to a LIST;  
let length \( L \) be 1;  
**while** LIST is not empty  
let \( F \) be the first leaf in LIST;  
let \( R \) be the ancestor of \( F \) whose identifier consists of the first \( L \) digits of \( F \)'s identifier;  
**if** \( R \) is contained within \( Q \) **then**  
add all leaves in LIST with the same prefix as \( R \) to \( A_1 \) and remove them from LIST;  
set \( L \) to 1;  
**else if** \( R \) is disjoint from \( Q \) **then**  
remove all leaves in LIST with the same prefix as \( R \) from LIST;  
set \( L \) to 1;  
**else if** \( R \) equals \( F \) **then**  
add \( R \) to \( A_2 \) and remove it from LIST;  
**else**  
increment \( L \);  
**end**

**end**

**Algorithm 5:** Query algorithm

This phase terminates with \( A_1 \) containing the set of nodes whose descendent leaves are contained entirely within \( Q \), and \( A_2 \) containing the set of leaves which overlap \( Q \). By testing whether the ancestor \( R \) of \( F \) is contained within \( Q \), we can select all leaves under \( R \) in one operation. This property of our algorithm significantly reduces the number of disk accesses and improves its overall performance. To test whether a triangle is contained within a rectangle or whether a triangle intersects a rectangle are straightforward geometric operations based on the vertices of the two operations.

On Figure 7 and 8 virtual region ‘100’ (dark grey) lies completely outside the region for point query at \( T_0 \), and for that reason all leaf regions that are children of virtual region ‘100’ are excluded from the answer \( 10001, 100000, 100001, \ldots \)
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10010, 100110, 100111). This bulk exclusion improves the query efficiency. On Figure 7 and 8 we show total exclusion and total inclusion with the dark and light grey respectively.

Fig. 7. Point query on transformed region

Fig. 8. Unbalanced Binary tree
In the second phase, it suffices to return all data intervals in all descendent leaves of nodes of $O_1$ and to scan all data intervals in all leaves of $O_2$, returning those intervals that occur within $Q$. This latter test is a simple arithmetic comparison. No additional disk accesses are required in this phase.

**Deletion** Algorithm removes regions from the directory that contain zero objects due to the decrement of population. Also, this algorithm merges two children into parent region if sum of population of both children falls under the one third of the blocking factor.

**Input:** $D$: Directory, object for deletion, blocking factor

```
begin
  delete_region = region where object for deletion belongs;
  Delete object for deletion;
  Decrement the population of delete_region;
  if combined population of delete region and its sibling < blocking_factor/3
    then merge two children into parent regions;
end
```

**Algorithm 6:** Deletion

Update can be seen as delete and insert and therefore is handled by Deletion and Insert algorithms.

It is straightforward to show that the query evaluation algorithm of the previous subsection returns all data intervals that occur within the query region and only these. In the interests of brevity we omit the details. It is perhaps more important to note the following complexity result.

**Proposition 1:** An intersection query on a TD-tree with blocking factor $b$ and $n$ data intervals with answer size of phase one of the query algorithm $a$ having the directory size $m$, performs $O(m/b + \log b n + a/b)$ disk accesses.

**Proof** Because the TD-tree has no internal nodes, to find the answer size of phase one of the query algorithm $a$ having the directory size $m$ and block size $b$, $O(m/b)$ I/O complexity is performed. Additionally, scanning the index organised table has I/O complexity of $O(\log b n)$ and reporting the total of $a$ results requires $O(a/b)$ operations. Therefore, the I/O complexity for TD-tree is $O(m/b + \log b n + a/b)$.

Note that in worst case scenario, due to the secondary filtering of phase two of the query algorithm, $a$ can be equal to $n$. Similarly to any query algorithm that has secondary filtering in worst case scenario I/O complexity can be basically $O(n/b)$. However, in our experiments we could not replicate such scenario.

In Table 2 we present the complexity cost for TD-tree and several other access methods of interest. $a$ denotes the size of the point query while $n$ represents the number of interval objects. For RI-tree $h$ is a virtual backbone tree that corresponds to the current expansion and granularity of the data space but does not depend on $n$. Because there is no internal nodes in TD-tree and the size of the directory is significantly smaller than the data table, the complexity cost for TD-tree practically depends only on answer size. Our experimental results support this claim.
### Table 2. Performance analysis of access methods of interest

<table>
<thead>
<tr>
<th>Access Method</th>
<th>Space Usage</th>
<th>Point Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-Trees</td>
<td>$O(n/b)$</td>
<td>$O(n/b)$</td>
</tr>
<tr>
<td>Time Index</td>
<td>$O(n^2/b)$</td>
<td>$O(\log_b n + a/b)$</td>
</tr>
<tr>
<td>Bitemp.R-Tree</td>
<td>$O(n/b)$</td>
<td>$O(\log_b n + a/b)$</td>
</tr>
<tr>
<td>RI-tree</td>
<td>$O(n/b)$</td>
<td>$O(h\log_b n + a/b)$</td>
</tr>
<tr>
<td>TD-tree</td>
<td>$O(m/b)$</td>
<td>$O(m/b + \log_b n + a/b)$</td>
</tr>
</tbody>
</table>

5. Experimental evaluation

To show the practical relevance of our approach, we performed an extensive experimental evaluation of the TD-tree and compared it to the RI-tree [11].

The RI-tree was chosen, since it provides the same practically important properties as our approach. It is easy to implement and integrate, it uses standard RDBMS methods which provides scalability, update-ability, concurrency control and space efficiency. Furthermore it has been proven [11] that the RI-tree is superior to the Window-List [15], Oracle Tile Index (T-Index) and IST-technique [7] so performance results of the TD-tree can be transferred to these indexing techniques. We could not compare our TD-tree with improved implementation of RI-tree [6] as it indexes Interval-and-Value tuples together while our method only index intervals.

All experimental results presented in this section are computed on eight 850MHZ CPU - SUN UltraSparc II processor machine, running Oracle 10.2.0 RDBMS, with a database block size of 8K and SGA (System Global Area) of 500MB. At the time of testing database server did not have any other significant load. We used Oracle built-in methods for statistics collection, analytic SQL functions and the PL/SQL procedural runtime environment.

5.1. Data sets

In order to simulate different real applications scenarios we used different data distributions. The start position of the intervals was always uniformly distributed on the interval domain, while the duration was varied. Following data distributions have been considered:

- Uniformly distributed start and uniform distributed length within the range [1, 10000] with 20% of uniformly distributed now-relative data.
- Uniformly distributed start and exponentially distributed length according to the exponential distribution function $y = e^{-0.00041 \times x}$ with 20% of uniformly distributed now-relative data.

Uniform distribution of interval start, appearance of now-relative data and exponential distribution of the duration reflects most real world applications.
where short intervals are more likely to occur than long intervals. We used maximum timestamp approach to represent current time. Furthermore, in real world applications there is usually a upper bound for the interval duration and in our case we have chosen 10,000 (days) for the upper bound, not considering now-relative data, which are represented with maximum timestamp approach.

All data set distributions had separate relations with different number of tuples, 250,000, 500,000 and 1,000,000.

5.2. Query sets

In our experiment we tested performance on intersection queries and particularly on point query as its specific case. Because of the nature of our query algorithm, by comparing the data region with the rectangular query region, as has been shown in subsection 3 results for performance evaluation apply to the other query types.

The point query that timeslices the timeline at the current time was used to determine how access method performs with now-relative data. The point query that timeslices the time line at the current time is considered to be the most important because most often we will ask queries about the current state of reality.

5.3. Update sets

Most often updates in Temporal databases happen when facts cease to be valid (in valid time databases) or tuple is logically deleted (in transaction time databases). In both cases ending time of interval that contain semantic for ‘now’ (now-relative data) is replaced with the current time. We tested performance of our TD-tree on updates of randomly selected now-relative interval data of 100 tuples. As explained in update algorithm to perform update it is required to perform delete from the previous region and insert interval into the new region.

5.4. Experiments

The same data set is used both for RI-tree and TD-tree testing experiment. The initial relations with structure Employment(ID, Name, Position, Start, End) were replicated and altered accordingly to suit each particular method.

Relations for testing the performance of the RI-Tree, were altered with column node, which is calculated for every row of data by algorithm as explained in paper [10]. Two B+-tree composite indexes have been created LowerIndex (node, Start) and UpperIndex (node, End). A point query is performed by calling the dedicated procedure that collects leftnodes and rightnodes and then performs the transformed SQL statement as instructed in [11].

Relations for testing the performance of the TD-tree were altered with column Region, which is calculated according the algorithm as explained in Subsection 4.1. The root node, which contains information for λ, blocking-factor,
adjustment date and maximum depth of the tree we stored as one tuple relation. Because TD-tree has only leaf nodes it can be organised as a list and stored in directory tables. To ensure that the population of a region corresponds to one block, so it can be efficiently retrieved, we introduced a blocking factor. We built relation Employment as index organised table using Region and ID as a primary key.

5.5. Results

To compare the space requirements for RI-tree and TD-tree, we considered tables with different number of rows. We generated tables with 250,000 rows, 500,000 rows and 1,000,000 tuples. All tables are altered to suit the particular approach and all required primary and secondary indexes are created. In Fig. 9 we show the space requirement for the TD-tree and RI-tree. Results represent the sum of used space for table, primary/secondary indexes and for the TD-tree we also added required space for the directory table.

Fig. 9. Comparison of the space usage (Table plus indexes)

To measure the query performance we used a data set of one million tuples. Results shown in Fig. 10 are for the point query with uniformly distributed start and exponentially distributed length with 20% of now-relative data. Results represent disk I/O and average CPU usage for different points on timeline which contain different answer sizes. We performed tests with all data distributions mentioned in subsection 5.1 but testing resulted in similar qualitative results as those presented here.

The Theory of Indexability [8] identifies I/O complexity cost, measured by the number of disk accesses, as one of the most important factors for measuring query performance. Other measures of importance such as CPU usage and query response time are also used in conjunction with the number of disk accesses to assess the performance of the query processes.
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Fig. 10. Physical disk I/O as a factor of answer size

Table 3. Average number of answers per one Physical disk I/O

<table>
<thead>
<tr>
<th>Answer Size</th>
<th>TD-tree Disk I/O</th>
<th>Answers/ Disk I/O</th>
<th>RI-tree Disk I/O</th>
<th>Answers/ Disk I/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>19365</td>
<td>6102</td>
<td>3.17</td>
<td>11902</td>
<td>1.63</td>
</tr>
<tr>
<td>74727</td>
<td>8952</td>
<td>8.35</td>
<td>43891</td>
<td>1.70</td>
</tr>
<tr>
<td>124280</td>
<td>12958</td>
<td>9.59</td>
<td>72426</td>
<td>1.72</td>
</tr>
<tr>
<td>163530</td>
<td>16012</td>
<td>10.21</td>
<td>92776</td>
<td>1.76</td>
</tr>
<tr>
<td>186795</td>
<td>18054</td>
<td>10.35</td>
<td>107068</td>
<td>1.74</td>
</tr>
</tbody>
</table>

For the TD-tree the number of leaf regions accessed to answer the query is simply the number of regions returned in the Primary filter. Secondary filtering only does pruning so it does not require any additional disk access, it only adds CPU usage. When the answer is smaller, interval objects pruned with the secondary filter effect the performance of the TD-tree and number of answers per one physical disk I/O is relatively smaller. In Table 3 we can see that TD-tree even for a small answer size has better factor of answers per physical disk reads. For the RI-tree the number of answers per physical disk read is not dependent on query load, however for the TD-tree, due to the secondary filter features, the number of answers per physical read is dependent on query load and reaches the best performance on larger query loads.

Beside the queries mentioned in subsection 5.2, we tested applicability and performance of the TD-tree on several other query types, such as during, contain, and even before and after. These results will be mentioned and analysed in the next subsection.

The TD-tree performs well on now-relative data using MAX approach to represent current time, because the area where these intervals are stored can be divided as often as required as shown in Figure 12. If we represent interval objects that belong to the particular RI-tree nodes in two dimensional space, it can
5.6. Comparative analysis

When making performance measurements of index structures, it is important to not only consider response time but also other parameters such as space requirements, clustering, CPU usage, updates, and locking. In our analysis, we have concentrated on space requirements, physical disk reads, CPU usage and clustering of data. Because both the RI-tree and TD-tree rely on the relational paradigm, updates and locking are handled well by the RDBMS itself.

be seen that all now-relative data will be located in the root node (biggest rectangle in Figure 12) or on the right edge of the RI-tree. Knowing the importance of now-relative data in temporal databases this is a significant constraint.

Fig. 11. CPU usage as a factor of answer size

Fig. 12. Now-relative data in TD-tree and RI-tree
The TD-tree requires only one virtual index structure, which means only leaf nodes have to be stored. The list of leaf nodes are stored in the directory table and its size is very small comparing to the table itself. In our experiment the TD-tree directory for one million interval objects required only 26 data blocks. In addition to directory table there is a need for extra space considering that table is index organised by region, which is comparable with the primary index of RI-tree method.

The RI-tree requires two composite index structures lowerIndex and the upperIndex. One composite index is on node and Start - start of the interval, and another composite index is on node and End - end of the interval. The size of the indexes depend on the number of interval objects and in our experiment one million interval objects required 6708 data blocks (3354 each index), which is significantly bigger than the 26 blocks required for the TD-tree directory. For this reason, the total number of blocks required for table and index structures for TD-tree is much smaller than the number of total blocks required for RI-tree. This difference increases with increasing number of interval objects, as shown in Fig. [9].

The TD-tree enables efficient usage of clustering of the data by one dimension, i.e region, as every region associate with block size. Clustering data improves the query performance and reduces the number of physical I/O, as shown in Table [3] clustering ensures higher number of answers per physical disk I/O. In contrast, the RI-tree can not efficiently use clustering of data as it has to decide which dimension to use start or end. If it is clustered by node it will not result in similar improvements, as in RI-tree node are fixed size and are too large to provide effective clustering.

In Figure [10] it can be seen that the virtual structure of the TD-tree, clustering of data and the query algorithm significantly reduces the physical disk I/O reads. This is particularly the case when the answer size is bigger due to the good clustering, which is achieved by dividing the regions as often as needed.

The TD-tree performs as good on now-relative data as on any other data. We could not notice any difference in the number of physical disk I/O’s and CPU usage for a point query, which timeslices time line at the current time and at any other time point on the time line. This is because the area where these intervals are stored can be divided as often as required.

Our experimental testing shows that the TD-tree query algorithm performs well on other query types such as: during, contain, before and after. This is because it compares the data region with the query region and uses the same algorithm. It is important to mention that the RI-tree needs dedicated query transformation for specific query type. Despite the TD-tree performing well on before and after query types it has worse performance in comparison with the straightforward usage of one dimensional indexes, as was anticipated and highlighted in section [3]. The TD-tree does not perform well on query types such as start and finish because the query region is a line. However, these query types can be efficiently answered with one dimensional index, which is also highlighted in section [3].
6. Conclusions

We described a new approach that is demonstratively better than existing approaches for handling temporal, and more generally, interval data. More specifically, in this study, we:

- Presented a two-dimensional interval space representation of intervals and interval relationships to reduce all interval relationship problems to simpler spatial intersection problems;
- Showed that a wide range of interval query types can be reduced to an intersection of data with a rectangular region, so one algorithm can be applied uniformly;
- Proposed the "Triangular Decomposition Tree" (TD-tree) and associated algorithms that can efficiently answer a wide range of query types including point or timeslice queries;
- Experimentally evaluated the TD-tree by comparing its performance with RI-tree, and demonstrated its overall superior performance.

The TD-tree is a unique access method as it uses tree structures, and at the same time has some characteristics of hashing approaches due to it only stores data in leaf nodes. In contrast to hashing methods that do not perform well on range queries, the TD-trees can efficiently answer a wide range of different query types. It is important to mention that the management of the virtual structures is done automatically by using database triggers, which fire on insert, calculates, updates the region of the record and also increments the region in the directory. If required, it also initiates and performs splits. Similarly, database triggers fire on updates/deletes and performs actions in line with Deletion and Insert Algorithms.

As a wide range of query regions of interest can be reduced to rectangles, it is possible to answer such queries using a single algorithm without requiring any query transformation. This itself, and the fact that the TD-tree can be incorporated within commercial RDBMS, makes the TD-trees superior to other methods proposed for temporal data.
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Abstract. This paper gives an overview of educational operating system called COLIBROS. It is small, object oriented, library operating system, based on micro-kernel concepts, supporting high level concurrency and synchronization primitives. In fact, COLIBROS is simplified operating system kernel accompanied with hardware emulation layer that emulates keyboard, monitor, disk and interrupt mechanism. A concurrent COLIBROS program behaves like stand alone program executing in emulated environment, in our case as plain GNU/Linux process. Encapsulating all critical concepts in host operating system user space makes COLIBROS development and debugging easier and more user friendly.
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1. Introduction

In order to teach basic operating system undergraduate course, specially designed educational operating system is useful. This operating system should be simple enough that it can be presented with all details to students in one-semester course. Also, it should give students insight in all basic operating system concepts like multitasking, synchronization, memory management, interrupt handling, device controlling and preemption. So, we developed COLIBROS (COncurrent LIBRary Operating System) [15], educational operating system with these properties.

In the rest of this paper COLIBROS project is discussed in more details. Rationale for COLIBROS development is presented in chapter two, followed by project history in chapter three. COLIBROS implementation details such as modules, core implementation and hardware emulation are explained in chapter four. Overview of COLIBROS interface is given in chapter five. This chapter focuses on multithreading, thread synchronization, atomic variables and device controlling mechanisms provided by COLIBROS. Our conclusions and further development directions are presented in chapter six, followed by references in chapter seven.
2. Rationale for COLIBROS Development

In introductory operating system course concurrency is the key new concept that distinguishes operating system from other "ordinary" programs. Without mastering concurrency concepts it is really difficult for students to comprehend operating system behavior and functionality. Consequently, we decided to put concurrency in the center of students' attention during operating system course. Examples of concurrent problems are used to give students insight in operating system internals. Though, concurrency is placed in the center of student's attention, we think that well known educational concurrency tools, like BACI [3, 4] or Hartley's java library [17], are not best shaped for operating system course because they are not adequate to present other operating system aspects.

To support our approach, we developed COLIBROS. It is designed to support execution of student programs in emulated environment on GNU/Linux platform. Students, by solving all sort of concurrent problems, in fact write different parts of operating system. We are convinced that this offers invaluable experience that prepares student minds to accept "real" problems. On that basis, it is easy to complete the whole operating system picture and help students navigate in huge number of its details.

COLIBROS offers small and simple kernel suitable for students' projects aimed to change and improve its functionality. It is similar to the well-known operating system courses during which students improve minimal kernel through assignments [2, 12, 18, 13].

Our approach differs from other well-known operating systems developed as educational tools, which are designed as fully functional UNIX-like operating systems like MINIX [24] or XINU [7]. Using our approach we directs student attention only to fundamental concepts, supported by fairly small implementation (COLIBROS core consists of 1500 lines).

There is resemblance between COLIBROS and exokernel [10, 11] library operating system. Difference is that COLIBROS is educationally oriented and it stands above hardware emulation layer (virtual machine) instead of exokernel. Without hardware emulation, standalone COLIBROS program can be executed on bare hardware. In that constellation, COLIBROS core represents simplified operating system kernel executing in the same address space with application.

Since COLIBROS is minimal operating system kernel, it offers realistic insight into crucial aspects of operating system behavior. Modifying COLIBROS core students can change system behavior influencing process, memory management or device handling.

COLIBROS exports object oriented, high level programming concurrency abstractions interface. The same abstractions are used to build operating system kernel modules. Distinguishing feature of COLIBROS is that it can be used in two ways, for teaching concurrency in high-level programs and for teaching operating system kernel internals. COLIBROS simplified operating system kernel uses threads and their synchronization to provide some typical kernel functionalities.
3. COLIBROS Project History

COLIBROS history begins with conCert (CONcurrent C for Embedded RealTime) [14]. The conCert project started in early 1990-es with intention to develop small, educational tool for operating system course at Computer and Control Department of Faculty of Technical Science at University of Novi Sad. Its goal was to support concurrency in simple multiprocessing environment. The conCert was designed as monolithic but well structured (layered), single space, library operating system. It was developed on DOS platform, using Borland Turbo C compiler, like XINU [7] or MPX-PC [20]. Putting everything in one address space, without any hardware protection between threads and kernel, made it simple and fast. During 1990-es conCert was ported to several Intel based platforms (80x86, 80960) and used as real time executive for control industrial applications.

Couple of years later, conCert was renamed to COLIBRY, redesigned to become object oriented and migrated to C++ language. Since then, COLIBRY uses objects to represent system elements (thread, memory, ready_list...). Concurrency (thread definition and creation) and synchronization (cooperation between threads and cooperation between threads and interrupt handlers) are implemented using C++ classes, similar to Choices [5, 6], instead of introducing new language primitives.

COLIBRY programs were executed on DOS without any hardware protection (similar to [22]). Students had difficulties developing and debugging programs in such hostile environment. Thus, COLIBRY project was migrated again [21] to GNU/Linux platform and GNU gcc compiler and renamed to COLIBROS.

During this migration it was necessary to introduce hardware emulation layer between COLIBROS core and Linux kernel. This emulation layer emulates only devices (terminal, disk) and mechanisms (interrupt handling) that are not directly/completely accessible to unprivileged Linux process. Our goal was to help students to understand real hardware and master its asynchronous behavior of hardware devices/mechanisms.

In the latest version of COLIBROS, students can use GNU/Linux memory protection and debugging tools for safe COLIBROS program development and at the same time they can freely access (emulated/real) hardware devices.

4. COLIBROS Implementation

COLIBROS consists of two layers: core (COLIBROS kernel) and hardware emulation layer. Every COLIBROS program is statically linked with COLIBROS (kernel core and emulation layer) and executed as plain GNU/Linux process (as shown in Fig 1). This organization allows independent COLIBROS processes to be executed at the same time on the same GNU/Linux host.
COLIBROS kernel is set of library functions/objects, which are linked with user code, similar to Engler's exokernel [10]. That’s why it is referred to as Library Operating System. This organization allows different kernel implementations/configurations to be chosen at compile time.

Fig 1. COLIBROS environment. Many COLIBROS processes (potentially created by different users) can coexist on the same GNU/Linux host. Every COLIBROS process executes in user space and encapsulates it’s own instance of emulated hardware layer.

COLIBROS source code is divided in modules that represent logical parts of COLIBROS project.

4.1. COLIBROS Modules

COLIBROS core consists of `exec` and `in_out` modules.

The `exec` module contains platform independent COLIBROS executable source code. For every platform there should be also platform specific code. Currently there is only one platform supported: i386-pc-linux.

The `in_out` module contains character and block drivers for devices used by COLIBROS. Only terminal and disk are currently implemented.

The `exec` and `in_out` modules (without emulation layer) contain around 1500 lines of code and can be executed in couple hundred KBs of RAM.
Besides these two modules COLIBROS also contains: *tests*, *measures* and *programs* modules.

The *tests* module contains carefully designed automatic and manual test programs used during development of COLIBROS.

The *measures* module contains COLIBROS programs used to measure efficiency of different COLIBROS implementations.

The *programs* module contains examples discussed throughout course. Examples demonstrate basic concurrent and parallel problems like Producer/Consumer, Dining Philosophers, Readers/Writers, Disk Head Scheduling, Parallel Sorting, Matrix Multiplication, Parallel Contour Finding and so on.

At the end it should be noted that COLIBROS is accompanied with operating system course book [15] contained in *doc* module. This book contains COLIBROS reference manual and its source code with explanations.

4.2. **COLIBROS Core Implementation**

COLIBROS core implementation is based on several system objects. The objects *ready* and *kernel* are in charge of processor and numerical co-processor management, and support scheduling and synchronization. These objects support context switching, preemptive round robin scheduling, mutual exclusion and conditional synchronization with sorting of thread waiting lists as well as dealing with asynchronous events (interrupts).

The objects *exception* and *timer* represent drivers that take care of exceptions and system time.

The object *memory* is due to memory management. It supports contiguous first fit memory allocation as well as C++ new and delete operators.

The objects *delta* and *wake_up_daemon* deal with thread sleeping.

Character and block input and output are supported by the objects *display_driver*, *keyboard_driver* and *disk_driver*.

These system objects constitute simplified operating system kernel suitable for changing and extending. So, during the operating system course different improvements (like advanced scheduling mechanisms, memory management techniques (e.g. virtual memory) or file system) can be added to basic COLIBROS functionality.

Other, higher level, services can be built as user threads (similar to micro-kernel architecture [24]) without changes in COLIBROS core.

4.3. **COLIBROS Hardware Emulation Layer**

The hardware emulation layer is added to COLIBROS during migration to GNU/Linux platform. Using it COLIBROS program is executed as plain GNU/Linux process that freely accesses only emulated hardware and therefore there is no need for real hardware access privileges.
The emulation introduces system objects that represent keyboard, display and disk controller as well as terminal. Another three system objects represent emulated interrupt table and deal with Linux signals and Linux timer.

Emulated keyboard and display controllers are software objects that together represent terminal (serial device) in raw mode. This emulation is implemented using GNU/Linux terminal primitives.

Emulated disk controller is software object that represents hardware magnetic disk device. This controller emulates small capacity, block device which stores its data in COLIBROS process's memory. It, also, emulates some physical characteristics of magnetic disk like seek time and rotational delay.

Emulation of interrupt mechanisms requires emulation of interrupt notification mechanism, interrupt table and interrupt flag. GNU/Linux signals are used to emulate interrupt notification. Signals are designed for inter-process asynchronous communication and are well suited for emulation of interrupt notification.

Interrupt handling logic is implemented in signal handlers. Signal handlers invoke appropriate interrupt handlers (registered in emulated interrupt table) depending on emulated interrupt flag state (that enables or disables interrupt handling).

System timer emulation is based on periodic signaling provided by Linux kernel.

The emulation layer allows students to manage emulated hardware without constrains and without risk of crashing underlain operating system. At the same time, it does not hide device implementation. On the contrary, it ensures that every important implementation detail is visible.

COLIBROS emulation layer can be used on any Linux kernel based platform distribution, but install scripts are designed for and tested on Debian and some Debian-like distributions.

5. Overview of COLIBROS Interface

COLIBROS concurrency primitives are designed having in mind rich heritage of process synchronization papers [16, 25, 19, 1, 23]. COLIBROS also offers tools to synchronize threads and interrupt handlers in manner similar to ones used to synchronize threads. Besides that, COLIBROS offers flexible interface to determine order of continuation of thread activities, stopped for synchronization reasons. COLIBROS interface is intentionally designed to bare similarity to Java programming language [9] to prepare students for concurrent programming in Java.
5.1. COLIBROS Multithreading

Thread creation is conducted in three steps:

- Definition of thread class,
- Instantiation of thread object and
- Activation of thread.

Each user class that inherits COLIBROS class _Thread_ represents thread.

Program 1: Thread class definition

```cpp
class Thread {
...
    virtual void run(void) = 0;
...
    void* operator new(size_t type_size, size_t stack_size = STACK_SIZE);
    void start(const int priority = DEFAULT_PRIORITY, const unsigned alias = 0);
    friend void destroy();
};
```

Such user class must implement member function _run(),_ that contains thread body (see Program 1).

Thread objects are instantiated by C++ operator _new()._ Every thread object is therefore instance of previously defined user class.

Calling member function _start(),_ inherited from class _Thread_, activates thread.

When thread activity is completed, thread objects are automatically destroyed. The friend function _destroy()_ allows thread to stop its activity and terminate its existence.

The example of complete COLIBROS program shown in Program 2 illustrates definition, creation and activation of thread that prints string "Hello world".

Program 2: Example of Complete COLIBROS Program

```cpp
class Example : public Thread {
public:
    void run();
};

void Example::run()
{
    tout << "Hello World!";
}
```
void 
Initial::run()
{
    Thread* t;
    t = new Example();
    t -> start();
}

The example of complete COLIBROS program is presented as Program 2. It contains member function run() of COLIBROS predefined class Initial. Initial class represents initial thread, which is automatically created and started at the beginning of the program execution. The object tout is predefined object for the program output (similar to standard C++ object cout).

5.2. COLIBROS Thread Synchronization Using Exclusive Variables

Cooperation between threads is achieved by using exclusive variables. Exclusive variable is instance of an exclusive class - a user defined class that inherits COLIBROS class Exclusive.

Program 3: Exclusive class definition

class Exclusive
    class Exclusive_block {
        ...
        Exclusive_block(Exclusive* ex);
        ~Exclusive_block();
    }

class Condition {
    ...
    void await(unsigned t = 0);
    void signal();
    bool first(unsigned* t = 0);
    bool last();
    bool next(unsigned* t = 0);
    bool attach_tag(unsigned t);
    }
};

Mutual exclusion is implemented in Exclusive_block class (see Program 3). Exclusion enter protocol is implemented in constructor and exclusion exit protocol is implemented in destructor. Creation and destruction of an object of this class begins and ends exclusive regions.

Conditional synchronization is implemented through Condition class. Thread might need more than one condition to be fulfilled before it can
resume its activity in exclusive region. Because of that, COLIBROS exclusive
class can contain several members of Condition type.

Member function await() is intended to stop thread activity until some
condition is fulfilled, and function member signal() is intended to continue
thread activity after some condition is fulfilled. It is possible to influence order
in which threads continue their execution after necessary conditions have
been fulfilled. This is accomplished by linking threads (their descriptors) into
waiting lists. When linked in list, each thread can be assigned value (tag),
which can be used to determine order in the list. Thread lists manipulation is
supported by operations: first(), next(), last() and attach_tag() of class
Condition.

The first operation (first()) positions internal pointer at first thread element in
list, the second one (next()) enables sequential moving throughout the list, the
third (last()) positions internal pointer at last thread element in list and the
fourth (attach_tag()) enables changing of value (that determines a thread
position in the list) associated with pointed thread element.

The Semaphore Example

Semaphores are not directly supported in COLIBROS but they can be easily
implemented as in Example of Semaphore Definition (Program 4).

Program 4: Example of Semaphore Definition

class Semaphore : public Exclusive
{
    int state;
    Condition open;
public:
    Semaphore(int value = 1) : state(value) {}
    void wait();
    void resume();
};

void Semaphore::wait()
{
    Exclusive_block set_up(this);
    if(state-- <= 0)
        open.await();
}

void Semaphore::resume()
{
    Exclusive_block set_up(this);
    state++;
}
Semaphore definition (shown as Program 4) illustrates how creation and destruction of local variable \textit{set\_up} makes exclusive region. Also, it shows how conditional synchronization is achieved by \textit{await()} and \textit{signal()} operations on object open of \textit{Condition} class.

Program 5 illustrates how \textit{Semaphore} class can be used to achieve mutual exclusion.

Program 5: Example of Critical Region Protection Using Semaphore

```cpp
Semaphore mutex;
mutex.wait() // mutualy exclusive region
mutex.resume()
```

The Delta List Example

As already mentioned, users can influence order in which threads continue their execution after necessary conditions have been fulfilled. For example delta list implementation (shown as Program 6) requires threads to be sorted in relative order of their expected awakening. Position of each thread in delta list depends of its sleeping time. Sleeping time of each thread is relative to its predecessor sleeping time (except the first thread with absolute sleeping time). Object delta is used by threads to access delta list.

Program 6: Example of Delta List Implementation

```cpp
class Delta : public Exclusive
{
    Condition delta;
    public:
        void sleep(unsigned time_to_wait);
        void tick();
};

void Delta::sleep(unsigned time_to_wait)
{
    unsigned time;
    Exclusive_block set_up(this);
    if(delta.first(&time)) {
        do {
            if(time_to_wait >= time) 
                time_to_wait -= time;
        } else {
            
```
void Delta::tick()
{
    unsigned time_to_wait;
    Exclusive_block set_up(this);
    if(delta.first(&time_to_wait)) {
        if(--time_to_wait)
            delta.attach_tag(time_to_wait);
        else {
            do {
                delta.signal();
            } while( (delta.first(&time_to_wait))
                && (time_to_wait == 0) );
        }
    }
}

5.3. COLIBROS Device Drivers

Device drivers usually consist of two parts: synchronous and asynchronous. Synchronous part is used by computer system to ask device for some kind of service. Asynchronous part is used by device to notify computer system about (usually urgent) event [8].

In traditional operating system to implement device driver one must accomplish two unrelated operations: 1) register system service (for synchronous part) and 2) register interrupt handler (for asynchronous part).

In COLIBROS these two operations are conducted through definition and instantiation of atomic variable. Atomic variable is instance of atomic class – a
user defined class that inherits COLIBROS template class *Atomic* (Program 7).

**Program 7: Atomic class definition**

```cpp
template<int VECTOR_NUMBER>
class Atomic {
    ...
    class Event {
        ...
        void expect(void);
        void notify(void);
    };
    class Atomic_block {
        ...
        Atomic_block();
        ~Atomic_block();
    };
    void start_interrupt_handling();
};
```

Atomic class must implement *interrupt_handler()* member function (inherited from *Atomic_base* class). This function is registered in interrupt table under interrupt number given as template argument for class *Atomic*.

*Event* class encapsulates mechanism that enables threads to wait for external events (*expect()*)) and to resume activity after that events arrival (*notify()*).

Consistency of atomic variables is preserved using *Atomic_block* class. Constructor of this class disables interrupt handling, while destructor is returning it in previous state.

The example of timer device driver (shown as Program 8) contains atomic class that supports registration of time (*current_ticks*) and sleeping/wakeup (*countdown*). A single thread can postpone its activity by calling member function *sleep()*, providing sleep duration time. Creation and destruction of local variable *set_up*, in member function *sleep()*, begins and ends atomic region.

**Program 8: Example of COLIBROS Timer Device Driver**

```cpp
class Timer : public Atomic<TIMER>
{
    unsigned long current_ticks;
    unsigned long countdown;
    Event alarm;
public:
    Timer(void);
    void sleep(unsigned duration);
    unsigned time_get() { return current_ticks; }
};
```
protected:
  void interrupt_handler();
};

Timer::Timer()
{
  current_ticks = 0;
  countdown = 0;
  start_interrupt_handling();
}

void
Timer::sleep(unsigned duration)
{
  Atomic_block set_up;
  if(duration > 0) {
    countdown = duration;
    alarm.expect();
  }
}

void
Timer::interrupt_handler()
{
  current_ticks++;
  if((countdown > 0) && ((--countdown) == 0)) {
    alarm.notify();
  }
}

6. Conclusion and Future Work

For the last decade COLIBROS (and its predecessors) is continuously used as educational tool, providing generations of students with their first impressions of operating system details. COLIBROS joins concepts of classical and object oriented operating systems with multithreading concepts of high-level programming languages through simple and clean interface. Its implementation helps undergraduate students establish first contact with problems of concurrency, parallelism and operating systems.

Using COLIBROS in classroom has other advantages for students, like: better understanding of semantics and limitations of C++ language, introduction to Linux system calls and basic knowledge of hardware emulation (virtual machines).
In future, COLIBROS is going to be ported on bare hardware and used as small and fast object oriented, real-time (probably wireless sensor network) operating system.
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**Abstract.** Currently, one can witness a growing mutual influence between the Model Driven Architecture (MDA) and the Semantic Web. MDA is an approach that uses models for system development, but its architecture limits usability of these models for knowledge empowered solutions. A lot of research tackles applicability of MDA standards in the technical space of the Semantic Web. In this paper, we present an approach aimed at facilitating the use of Software and Systems Engineering Meta-Model (SPEM) for improvements that are rooted in knowledge engineering approaches. We show how SPEM can be used in the Semantic Web technical space. We describe how following our approach a project plan can be generated and verified. Finally, we present an example of project planning that uses ontology of a software requirements activity.
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1. **Introduction**

Software project management is the art of balancing competing objectives, managing risk, and overcoming constraints to deliver a product that meets the needs of the customers and the end users [1]. Project management is accomplished through the use of processes such as: initiating, planning, executing, controlling and closing [2]. Despite the fact that at present there exist many software developments process frameworks (e.g. Rational Unified Process, Eclipse Process Framework), the fact that relatively few projects are completely successful is an indicator of the difficulty of the task. One of the problems is that standard software development process frameworks are usually used as a navigable websites that contain only human-readable descriptions with supporting materials as documents templates etc. Thus, these kinds of frameworks cannot be used to represent machine interpretable content [3]. Moreover, these process frameworks are used in the technical spaces [4] that have model based architecture, such as MDA or Eclipse.
Modeling Framework (EMF) [5]. These kinds of technical spaces also limit knowledge based processing, owing to their weakly defined semantics [6]. However, at present the emerging field of Semantic Web technologies promises new stimulus for Software Engineering research [7].

The Semantic Web is a vision for the future of the Web, in which information is given explicit meaning, making it easier for machines to automatically process and integrate information available on the Web [8]. The today’s key Semantic Web technology is Web Ontology Language (OWL). OWL is intended to be used when the information contained in documents needs to be processed by applications, as opposed to situations where the content only needs to be presented to humans [9]. Aforementioned problems in software engineering and facts about the Semantic Web implies an opportunity to support project management with OWL, and thus to support project management with knowledge based techniques. In this work we address such opportunity and propose a method for project plan generation and verification that makes use of an ontology. To achieve it we need to move project planning in to the Semantic Web technical space. According to these requirements we attempt to make use of the potential of combining OWL and Software and Systems Engineering Meta-Model (SPEM).

1.1. Related works

SPEM is MDA standard used to define software and systems development processes and their components [10]. A SPEM process can be systematically mapped to a project plan by instantiating the different process’ breakdown structure views. Therefore a SPEM model can represent a knowledge base that can be used for verification, whether a project plan conforms to this knowledge. However, the SPEM metamodel has the semiformal architecture, thus it is not possible to make and to verify created SPEM language statements with formal techniques such as the consistency or satisfiability verification [11]. But if we transform SPEM to the Semantic Web technical space, we can use the mentioned formal techniques due to facilities of OWL. Because SPEM is based on MDA, we can utilize the research results of transforming other MDA’s standards to the Semantic Web technical space.

SPEM is specified in the Meta Object Facility (MOF) language that is the key language of MDA. MOF is a language for metamodel specification and it is used for specification of all model-based MDA standards [12]. It provides metadata management framework, and a set of metadata services to enable the development and interoperability of model and metadata driven systems [13]. On the Semantic Web side, OWL is intended to provide a language that can be used to describe the classes and relations between them that are inherent in Web documents and applications. OWL is based on Resource Description Framework Schema (RDFS) [14]. Both MOF and RDFS provide language elements, which can be used for metamodeling. Although they have similar language concepts such as mof:ModelElement with rdf:Resource, or mof:Class with rdf:Class, the languages are not equivalent. RDFS, as a
schema layer language, has a non-standard and non-fixed-layer metamodeling architecture, which makes some elements in model to have dual roles in the RDFS specification [15]. MOF is also used for specification of the Unified Modeling Language (UML) that is a language for specification, realization and documentation of software systems [16]. Even if UML and RDFS are similar in a domain of system specification, they are also substantially different. One issue that has been addressed was the problem that RDF properties are first class entities and they are not defined relative to a class. Therefore a given property cannot be defined to have a particular range when applied to objects of one class and another range when applied to objects of a different class [17]. Note this difference have also been propagated between OWL and UML [18]. It should be noted that efforts to transfer explicit knowledge into machine processable form encompass a much wider spectrum of works, e.g. [19, 20]. Still others attempt to develop domain specific languages, incorporating knowledge on the domain, that would be adaptable [21] improving in such a way the process of software evolution [22]. At present the main bridge that connects the Semantic Web with MDA is stated in the Ontology Definition Meta-Model (ODM) [23]. ODM defines the OWL Meta-Model specified in MOF (MOF – OWL mapping) and also the UML Profile for Ontology modeling (UML – OWL mapping). This architecture can be extended with additional mappings between the UML Profile for OWL and other UML Profiles for custom domains [24, 25]. We have already utilized this principle in our previous works where we created an approach to SPEM model validation with ontology [26] and ontology driven approach to software project enactment with a supplier [27]. However, our works are not the only one that concern with using of SPEM in the Semantic Web technical space. In short, the following subsection references to the three other related works.

The first work proposes to represent SPEM in DL [28]. The work creates mapping from MOF to DL and mapping from OCL (OMG, 2006b) constraints of SPEM to DL. The reason for the former mapping is to represent the SPEM MOF based metamodel with DL and the latter is to represent additional OCL constraints that supplement the SPEM metamodel with additional semantics. The second work presents a competency framework for software process understanding [29]. The motive is to create assessments for a correct understanding of a process that can be used in a software development company. The paper introduces creation of SPEM software process ontology for the SCRUM [30] software process with EPF Composer. However, only the third work is the most closest to our approach, since it proposes a project plan verification with ontology. The work intends to use SPEM process constraint definitions with the semantic rules with SWRL [31]. Note that SWRL is W3C Semantic Web Rule Language that combines OWL and RuleML [32].
1.2. Aims and objectives

We aimed in our research to devise a method that allows generation and verification of a project plan with the SPEM Ontology that use OWL-DL reasoning. Besides that, we present an example, where the subject of project planning is a requirements specification activity.

The rest of the paper is structured as follows. Section 2 presents our solution to the problem. First we define a conformance level with the SPEM compliance point and in short we discuss the SPEM transformation to the Semantic Web that we have already created and published. Then we describe the main principles of our approach to project plan generation and verification with ontology. Subsequently, Section 3 presents an example of ontology driven project plan verification with a requirements specification knowledge. Finally, Section 4 provides conclusion and future research direction.

2. An Approach to Ontology based SPEM

The key objective of project planning is to allocate tasks and responsibilities to a team of people over time and to monitor and manage progress relative to project plan [1]. To support this objective with knowledge based techniques, we need to have knowledge about software methods that could be used for project planning. We need to store this knowledge in form that is suitable for knowledge based processing. It ought to be possible to use this knowledge for a project plan generation. Following these requirements, we selected MDA language SPEM since is aimed for software process specification and is capable for process enactment with planning tools such as Microsoft Project by providing the means to map Processes to project plan [10]. Forasmuch as SPEM is not supportive to knowledge based techniques, we propose a way of transforming it into technical space of the Semantic Web.

2.1. Setting SPEM compliance point

SPEM metamodel is MOF-based and reuses UML 2 Infrastructure Library [33]. Its own extended elements are structured into seven main meta-model packages. Above these packages SPEM defines three compliance points (CP) which are: the SPEM Complete CP, SPEM Process with Behavior and Content CP and the SPEM Method Content CP. The scope of our solution is covered with Compliance Point “SPEM Process with Behavior and Content”. The reason of this compliance point is because we need to work with separated reusable core method content from its application in processes, because a software method content can be used with arbitrary software process, such as iterative, agile etc. This separation is represented with two SPEM metamodel packages that are the Method Content and the Process with Method metamodel packages. The former provides concepts for SPEM
users and organizations to build up a development knowledge base that is independent of any specific processes and development projects. These concepts are the core elements of every method such as Roles, Tasks, and Work Product Definitions etc. The latter necessary metamodel package defines the structured work definitions that need to be performed to develop a system, e.g., by performing a project that follows the process. Such structured work definitions delineate the work to be performed along a timeline or lifecycle and organize it in so called breakdown structures. The most important elements of the Process with Method metamodel package are the Method Content Use elements. These elements are the key concept for realizing the separation of processes from method content. A Method Content Use can be characterized as a reference object for one particular Method Content Element, which has its own relationships and properties. When a Method Content Use is created, it shall be provided with congruent copies of the relationships defined for the referenced content element.

2.2. Moving SPEM into the Semantic Web

![Fig. 1. Mappings between SPEM and OWL](image)

Thus only a mapping between SPEM and OWL has to be created. Since the hallmark work [6] proposes the transformation of a MDA standard to the Semantic Web technical space with a mapping between UML Ontology Profile and an arbitrary UML Profile, we have either used this principle, thus we have created a mapping between the Ontology UML Profile and the SPEM UML Profile as it is shown in Figure 1.

However, the mapping between the Ontology UML Profile and the SPEM UML Profile were not sufficient to create the SPEM Ontology. The main problem was that the SPEM UML Profile does not contain SPEM semantics, and in addition for example, it was not possible to derive a domain and range of a relationship, etc. Therefore we had decided to create semiautomatic transformation that is based on merged SPEM metamodel to the SPEM UML Profile, where the result is the SPEM OWL DL Ontology. For more detailed
and comprehensive description about the SPEM transformation to the Semantic Web technical space and its utilizations, a reader may refer to [36, 37]. We have used OWL-DL, because this dialect of OWL retains computational completeness (all conclusions are guaranteed to be computable) and decidability (all computations will finish in finite time) [8]. To be conformed to this dialect, we have to adhere that an individual cannot be either a class, what is not violated in MDA technical space because of its 4 meta-layer architecture. For example, an analyst "Slávko Liška" is an instance of a Software Analyst SPEM class that is an instance of the Role Definition SPEM metaclass at the same time, thus the Software Analyst class is an individual and also a class. To avoid this problem in the Semantic Web technical space we have stated that a method content owl class is subclass of a SPEM owl class, and concrete individual is its instance. For example, the individual "Slávko Liška" is the instance of the Software Analyst owl class that is subclass of the Role Definition owl class from the SPEM Ontology. For the sake of clarity, follow Figure 2 illustrates the mapping in more detail.

Fig. 2. SPEM in the Semantic Web Technical space
2.3. Project plan generation and verification

As we have already mentioned the SPEM Method Content is intended for a software method specification from the static point of view, whereas the SPEM Process provides concepts for representing method content elements in a process. Therefore once we have created the SPEM Ontology conformed to the SPEM Process with Behavior and Content Compliance Point, we can create ontology for a software method and process. To do so, we have created XSL transformations SPEMMethodContent2OWL and SPEMProcess2OWL. The former transforms a SPEM method content model to a SPEM method ontology and the latter transforms a SPEM process model to a SPEM process ontology.

At this point we can use OWL DL consistency verification between the SPEM Ontology, a SPEM method ontology and a SPEM process ontology. The first reason is to verify, whether a SPEM method ontology and a SPEM process ontology are correctly specified with the SPEM Ontology, for example whether a Task Definition element is performed only with a Role Definition element or whether a Role Use element is responsible just for a Work Product Use element. The second reason of the OWL DL verification at this point can be to ensure whether a SPEM process ontology is correctly traced to a SPEM method ontology, for example whether a Role Use element traces just a Role Definition element.

Since the scope of SPEM is purposely limited to the minimal elements necessary to define any software and systems development process, the SPEM metamodel does not include elements such as the Iteration, Phase etc. The reason is because not every software development process needs to have iterations for example. Therefore we had to extend the engine for a project plan validation either with the SPEM Base Plugin that is included in the SPEM specification. It provides commonly used concepts for the domain of software engineering such as the Phase, Iteration, Checklist etc.

However, none of mentioned ontologies does represent concrete project plan. To include it to the OWL DL verification we simply use the enactment between SPEM and a project planning system as it SPEM defines. The enactment is based on instantiation relationships between SPEM process elements and project plan elements. Thus we have created additional XSL transformation MPP2OWL that transforms a project plan to the individuals of a SPEM process ontology. The complete engine for project planning support with the SPEM ontology we propose is depicted in Figure 3.

When the result of the OWL DL verification is the inconsistency its source should be removed. In our case the inconsistency should be removed from the project plan. Finally, since a project plan can be mapped to a SPEM process we have created an additional XSL transformation SPEMProcess2MPP. The transformation generates a project plan from a SPEM process ontology. So, as it is shown in Figure 3 the OWL DL reasoning is based on the consistency verification between the SPEM Ontology, SPEM Base Plugin Ontology, a SPEM method ontology, a SPEM process ontology.
and SPEM process individuals obtained from a project plan. Such solution provides two major utilization scenarios:

- Scenario 1. **Project plan generation with ontology.** When a project manager wants to create a project plan, he can create a SPEM method and process models first and then use OWL DL consistency reasoning to ensure that they are consistent. Then he can just simply transform his SPEM process model to the SPEM process ontology.

- Scenario 2. **Project plan verification with ontology.** This scenario is essential when a project manager wants to ensure that his already created project plan is consistent with desired method content and process. However, this second scenario usually follows upon the first. A project manager obviously makes many changes to his project plan; therefore it is necessary to ensure that these changes do not break the required consistency.

**Fig. 3.** An approach of project planning with SPEM ontology

To be more precise, we give the formally defined conditions that cover the mentioned utilization scenarios. Since the first scenario is included in the second, we focus only on the Scenario 2. First we define the Project Plan Knowledge as the union of the SPEM Ontology, SPEM Base Plugin Ontology, a SPEM method ontology and a SPEM process ontology, as it is shown in Formula 1.
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Project Planning Knowledge = SPEM Ontology \cup SPEM Base Plugin Ontology \cup SPEM method content ontology \cup SPEM process ontology . 

(1)

Then we say, that the Project Planning Knowledge is satisfied in a project plan if it is true that

$$\text{Project Plan} \models \text{Project Planning Knowledge} .$$

(2)

From the First Order Logic point of view, the Project Plan Knowledge is the theory and a project plan is its model. Since a theory can have a model only if a theory is consistent [38], it is necessary, that the Formula 3 is either true

$$\text{SPEM Ontology} \vdash \text{SPEM Base Plugin Ontology} \vdash \text{SPEM method content ontology} \vdash \text{SPEM process ontology} .$$

(3)

2.4. Implementation

Ontologies rely on well-defined and semantically powerful concepts in artificial intelligence [39], such as description logics, reasoning, and rule-based systems [40]. Since we use OWL DL form of ontology, the implementation has goal to present the proposed utilization scenarios with a Knowledge Representation System that supports description logics. Developing a knowledge base using a description logic language means setting up a terminology (the vocabulary of the application domain) in a part of the knowledge base called the TBox, and assertions about named individuals (using the vocabulary from the TBox) in a part of the knowledge base called the ABox [41]. In other words, the ABox describes a specific state of affairs in the world in terms of the concepts and roles defined in the TBox [6].

<table>
<thead>
<tr>
<th>Ontology type</th>
<th>KBRS component</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEM Ontology</td>
<td>TBox</td>
</tr>
<tr>
<td>SPEM Base Method Plugin</td>
<td>TBox</td>
</tr>
<tr>
<td>SPEM method content ontology</td>
<td>TBox</td>
</tr>
<tr>
<td>SPEM process ontology</td>
<td>TBox</td>
</tr>
<tr>
<td>SPEM method plugin ontology</td>
<td>TBox</td>
</tr>
<tr>
<td>Individuals of a SPEM process ontology</td>
<td>ABox</td>
</tr>
</tbody>
</table>

Table 1. Mapping between components of a knowledge based representation system to our approach’s ontologies

As we have it discussed in Subsection 2.2, our approach is conformed to the OWL DL dialect that disallows to an individual to be either a class. Therefore all classes of the ontologies used in our approach constitute TBOX, whereas only individuals obtained from a project plan create ABOX as it is depicted in Table 1.
3. Example of project plan verification with ontology

For the sake of clarity we present an example of a project plan verification with the SPEM ontology. The example shows the OWL DL consistency reasoning of simple Create Requirements Method Content and Create Requirements Process with the project plan that also contains simple plan for requirements specification. The reasoning fully supports the engine presented in Figure 3, therefore the SPEM Ontology, SPEM Base Plugin Ontology, Create Requirements Method Ontology, Create Requirements Process Ontology and the ontology of the project plan are the input ontologies to the reasoning process. Intentionally, the first result of the reasoning is inconsistency, thus the project planning knowledge is not satisfied in the project plan. However, when the origin of the inconsistency is removed, we get desired project plan that is consistent with the project planning knowledge.

Figure 4 presents an excerpt of the SPEM Ontology. The asserted axiom depicted in the figure represents the key concept of SPEM that is the separation of a method content from process.

![SPEM Ontology](image)

Fig. 4. An excerpt of the SPEM Ontology

For the purpose of this article we do not show an excerpt of the SPEM Base Plugin Ontology, because it just defines additional concepts such as the Iteration, Process etc. which are the specialized classes from the SPEM Ontology classes. Instead, we focus on the Create Requirements Method Content Model that is depicted in Figure 5 in an instant.

The method content model defines role definitions, work product definitions, task definitions and their appropriate relationships which are needed to create software requirements. As it is shown in Figure 2 we have created the XSL transformation MethodContent2OWL that transforms a XML serialization of a method content model to the XML format of the OWL DL ontology. In our case, an excerpt of the resulted Create Requirements Ontology is depicted in Figure 6.
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Fig. 5. Create Requirements Method Content Model

<table>
<thead>
<tr>
<th>Create Requirements Method Ontology</th>
</tr>
</thead>
<tbody>
<tr>
<td>imports:</td>
</tr>
<tr>
<td>SPEMOntology</td>
</tr>
<tr>
<td>owlClasses:</td>
</tr>
<tr>
<td>BusinessAnalyst, RequirementsSpecifier, TestAnalyst …</td>
</tr>
<tr>
<td>asserted axioms:</td>
</tr>
<tr>
<td>RequirementsSpecifier ≡ RoleDefinition ( \forall ) responsible.(FunctionalSpecification u UCPEstimates u …</td>
</tr>
</tbody>
</table>

Fig. 6. Create Requirements Method Content Model Ontology

<table>
<thead>
<tr>
<th>Create Requirements Process Ontology</th>
</tr>
</thead>
<tbody>
<tr>
<td>imports:</td>
</tr>
<tr>
<td>CreateRequirementsMethodOntology, SPEMBasePluginOntology</td>
</tr>
<tr>
<td>owlClasses:</td>
</tr>
<tr>
<td>myProcess, Iteration_I1, CreateRequirements_I1 …</td>
</tr>
<tr>
<td>asserted axioms:</td>
</tr>
<tr>
<td>myProcess ≡ Process, Iteration_I1 ≡ Iteration ( \forall ) nestedBreakdown.myProcess, CreateRequirements_I1 ≡ nestedBreakdown.Iteration_I1 …</td>
</tr>
</tbody>
</table>

Fig. 7. Create Requirements Process Ontology

The Create Requirements Ontology imports the SPEM Ontology for the purpose of SPEM classes specialization. For example, the Requirements Specifier class is specialization from the Role Definition SPEM class. However, as it can be seen in Figure 5 or Figure 6, the method content ontology does not represent any dynamics aspect of the create requirements software method. Thus, we have to additionally define even a process. An excerpt of the process is depicted in Figure 7. The excerpt defines that the
Process “myProcess” consists of the Iteration “Iteration_I1” that consists of the Activity “Create Requirements I1”.

Since we have presented the SPEM Ontology, Create Requirements Method Ontology and Create Requirements Process Ontology, we can define the Create Requirements Knowledge, as it is depicted in Formula 4.

\[
\text{Create Requirements Knowledge} = \text{SPEM Ontology } \cup \text{SPEM Base Plugin Ontology } \cup \text{Create Requirements Method Ontology } \cup \text{Create Requirements Process Ontology}
\]

(4)

At this point, all we need for the verification process is a project plan that also defines how to create requirements. The plan is depicted in Figure 8.

Fig. 8. Project Plan 1X

The project plan is created with the MS Project Plan that allows saving the plan into the XML format. Thus we can use our XML transformation MPP2OWL that transforms a project plan to the individuals of the Create Requirements Process Ontology. An excerpt of the resulted project plan ontology Project Plan 1X Ontology is depicted in Figure 9. Note that the depicted instantiation represents the enactment of SPEM with a project planning system.

Fig. 9. An excerpt of the Project Plan 1X Ontology
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So, when we execute the OWL verification at this point, we find out that the result is inconsistency. This means that the project plan is not properly defined with regard to the Create Requirements Knowledge, or by the more precise words, that the project planning knowledge is not satisfied in the project plan. It is true that

\[ \text{ProjectPlan1X} \nvdash \text{Create Requirements Knowledge}. \] 
\[ (5) \]

The source of inconsistency lies in Figure 7, where it is intentionally stated that the Role Definition “Business Analyst 1” is responsible for the Work Product Definition “NonFunctional Specification”. The assertion is inconsistent with the Create Requirements Method Ontology, where it is stated, that the Role Definition “Requirements Specifier” is responsible for the work product definition. Thus, after this inconsistency is removed, it is true that

\[ \text{ProjectPlan1} \models \text{Create Requirements Knowledge}. \] 
\[ (6) \]

4. Conclusion

We presented our approach to project plan generation and verification with the SPEM Ontology. When we compare our approach with the most similar work [29] we conclude that we created not only wider method specification, but we have also presented its implementation. Moreover, we presented the engine for project plan verification with ontology that supports key property of SPEM that is the Method Content separation from a Process and either the separation from the SPEM Base Plugin. Additionally, since a Method Plugin consists of a Method Content and a Process, our approach can be easily extended with any Method Plugin, for example, with the Rational Unified Process Plugin. However, we have to admit that our research must continue in this topic, in order to succeed in real commercial projects. It is very difficult to imagine that for a purpose of project plan verification a project manager will use a knowledge based framework directly, without appropriate user interfaces. Therefore, we have started implementation of a macro for the MS Project that will remotely access OWL API for OWL-DL reasoning purposes and it will print verification results back into MS Project Plan. Additionally, like the most similar work does, we have to include either SWRL to our approach to extend the expressiveness of description logic with the rule based expressions. All these mentioned deficiencies of our solution are the objectives of our future development.
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Abstract. The increasing amount of information and the absence of an effective tool for assisting users with minimal technical knowledge lead us to use associative thinking paradigm for implementation of a software solution — Panorama. In this study, we present object recognition process, based on context + focus information visualization techniques, as a foundation for realization of Panorama. We show that user can easily define data vocabulary of selected domain that is furthermore used as the application framework. The purpose of Panorama approach is to facilitate software development of certain problem domains by shortening the Software Development Life Cycle with minimizing the impact of implementation, review and maintenance phase. Our approach is focused on using and updating data vocabulary by users without extensive programming skills. Panorama therefore facilitates traversing through data by following associations where user does not need to be familiar with the query language, the data structure and does not need to know the problem domain fully. Our approach has been verified by detailed comparison to existing approaches and in an experiment by implementing selected use cases. The results confirmed that Panorama fits problem domains with emphasis on data oriented rather than ones with process oriented aspects. In such cases the development of selected problem domains is shortened up to 25%, where emphasis is mainly on analysis, logical design and testing, while omitting physical design and programming, which is performed automatically by Panorama tool.

Keywords: software development, associative thinking, object recognition, rapid application development.

1. Introduction

There is a vast amount of data available on a daily basis from various sources that we have to perceive, analyse and comprehend. Several approaches to organising data on computers exist, starting from straightforward support for simple data structures that majority of operating systems offer, to sophisticated database management systems for storage of composed and
complex data structures [1, 2]. Every approach deals with management of data in its own distinct way, where user is able to enter and edit the data as well as prepare and view reports. The key question is how a user without extensive IT knowledge can successfully cope with the complexity of all perceived data.

The development of Computer Science was always focused on aiding human actors at performing tasks [3-6]. In this paper, Panorama as an implementation of our approach to support human actors in information management and software development will be discussed. Panorama is based on principles of associative thinking and it supports inclusion of various data structures that compound our information space and facilitates traversing through data by following associations. This concept is based on the human observation of the environment and its context – the complete information about selected object is available at certain time with a possibility of further exploration of related concepts through associations. The present paper presents Panorama approach with object recognition process, based on context + focus information visualization techniques [7], that starts with observation and perception of the environment and continues with context of observed object. This paper also addresses how software development is facilitated with Panorama tool. There a user can develop, use and maintain an information system that would suit his/her needs for information management without an extensive technical knowledge. The advantage of Panorama is in its efficient coding of information with the principle of searching for information introduced in our solution being very similar to human information processing within memory system. Panorama's main goal is to facilitate the process of transferring concepts from long-term memory to short-term memory by associations [7-9] among concepts that user can freely traverse. The emphasis is given to intuitive user interface [10] that enables user with minimal technical skills to start browsing and building the information space without extensive previous training. The ideas of Memex [11-13], associations, context + focus techniques and particularly frames had a profound influence on our notion of how Panorama was designed and implemented. Panorama follows those concepts and presents an approach in presenting data based on principles of associative thinking. In employing Panorama approach for information system development several good practices from existing object-oriented, rapid development and people-oriented methodologies were considered, while considering low level of IT expertise required for development.

The remainder of this paper is structured as follows. In section 2, an overview of our approach to implementation of information systems is given. The following section 3 includes detailed comparison of Panorama approach and similar approaches in different themes in information systems development. An experiment is also presented that compares Panorama approach to object-oriented approach on selected use cases. This is followed by the final section that presents the conclusions and plans for future work.
2. Panorama approach

In the following section first architecture of Panorama will be introduced with elements of data vocabulary and traversing the information space. Then some aspects of Panorama, as input and reporting module, will be discussed with other elements of panoramic view on data. This section will also present information system development with Panorama approach. After short comparison to existing approaches detail steps will be depicted and their impact on the process.

The distinct value of Panorama approach is in supporting tool Panorama that is used throughout the process – in development and in using the implemented system. When developing information system Panorama facilitates definition of data vocabulary and enables automatic transformation of logical model to implementation model and therefore minimizes the required technical knowledge of users. By enabling this transformation in Panorama approach users don’t deal with programming phase, but rather put more attention to analysis and design. After successful implementation of information system, Panorama serves as intuitive user interface with employing of design patterns [14] and enabling traversing the information space by following associations and focus + context visualization techniques that improve user experience.

2.1. Data vocabulary and traversing the information space

Panorama has a two-layer architecture. The top layer is the data vocabulary containing all information about concepts being used. Data vocabulary serves for creating underlying tables with all fields corresponding to data vocabulary definition including fields that bind tables with links. Data vocabulary characterizes objects of classes and describes possible interconnections of objects from different classes. Based on the content of data vocabulary Panorama “interprets” individual attributes and presents appropriate visualization to the user.

Panorama’s advantage is in bidirectional nature of links in opposite to unidirectional links in documents for example found on the internet. Panorama is using network data structure with all input and output links indexed thus providing fast and elegant data retrieval. User has the possibility to compare level of authority, i.e. number of incoming links, just by clicking neighbour records of the same class and after choosing one of them he can enable filter on selected record to broaden record which are shown in subsequent search.

When using Panorama user deals with 5-dimensional space as depicted in Fig. 1. It follows a visual information-seeking mantra for designers [15]: overview first, zoom and filter, then details-on-demand. User interface supports traversing through this multi-dimensional space and is furthermore divided into two parts (Fig. 2): (i) on the left hand side are selection windows
for setting restrictions and (ii) on the right hand side is the **viewing window** for displaying the observed object and its context.

**Fig. 1.** Panorama’s 5 dimensional space

**Selection windows** contain a list of **classes, objects** and **filters**. With the selection of a class (1\textsuperscript{st} dimension), list of objects (2\textsuperscript{nd} dimension) is simultaneously updated.

The class interconnection is the way of changing point of view of data. Record attributes that belong to class interconnection data type are implemented as links between data records. All links in Panorama are bidirectional so the user can jump to records in both directions. Jump to record pointed to by selected link opens new possibilities for link selection and further data investigation. There is no need to go back in the tree of selected choices to change the path of investigation as is the case in tree data structure.

In Fig. 2 an example of opera works, developed by one of the world famous conductors using Panorama tools is presented. When one selects class **Opera Works**, the list of operas Don Giovanni, Fidelio, Figaro’s wedding and others is displayed. Furthermore, by selecting the object (Madame Butterfly in our example), all the related data within its context is displayed in **viewing window**. This first of all includes object’s attributes (3\textsuperscript{rd} dimension) and the list of dependent objects (4\textsuperscript{th} dimension) with its attributes (5\textsuperscript{th} dimension) respectively. Object’s attribute in our examples is Opera Work Madame Butterfly while dependant objects are objects from various classes – Roles (Cio-Cio-San, F. B. Pinkerton etc.), Small Roles (Bonze, Cio-Cio-San’s mother etc.), Silent Roles (Dolore, Cio-Cio-San’s child), Choir (Female Choir), Orchestra Cast and Scenic Music. All record links are displayed underlined.

Traversing from one information node to another is feasible simply by a mouse click on a selected concept that consequently becomes the new object of observation. As aforesaid one of the key elements of Panorama are bidirectional links. They enable unlimited traversal across information space. The observed object can also be marked as anchor which denotes that, while traversing through related links is limited only to selected object.
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The starting point for all mechanisms in Panorama that facilitate traversing from one object to another is in the design of specially structured database that enables to establish n-way relationships between objects and support object recognition process. Objects within the context of observation are stored in the database and grouped into classes of objects. All objects, instances of selected class, share the same set of properties, but differ in values of attributes. Among multi-value attributes, linking attributes can be found and they represent a connection between object of observation and its neighbourhood. Database used in Panorama is based on concepts of relational databases (RDB) [16, 17] with functionalities of object oriented databases (OODB) [18, 19]. Access to data in OODB can be faster because joins are often not needed (as in a tabular implementation of a RDB). This is because an object can be retrieved directly by following pointers and without a search. At the ground level navigational databases approach [20] is followed which incorporates both the network model and hierarchical model of database interfaces. Navigational techniques use pointers and paths to navigate among data records. This is in contrast to the relational model (implemented in RDB), which strives to use declarative or logic programming techniques where system is being queried for result instead of being navigated to. Panorama enables a simple definition of relationships between objects, without restrictions in quantity. Objects in Panorama can be linked in the following ways: (i) 1:1 or 1:n relationship by a pointer attribute that is a member of source object's set of attributes. Panorama uses this type of relationship for defining links. For example: compositions can have the same title (Symphony No. 1), but different authors (Ludwig van Beethoven, ...
Johannes Brahms etc.). When traversing through information space, Panorama offers a list of all known authors of selected compositions and on the other hand all compositions of each author are displayed regarding to the context. (ii) \( m:n \) relationship can be established by an intermediate class or an object and in its simplest form the intermediate object contains a two pointer attribute, forming the concatenated key of the object. (iii) \( m:n:q \) relationship (and subsequent cardinalities of relationships) can also be established by intermediate objects. The key is formed from concatenation of pointers and cardinality equals to number of relationships. Intermediate objects behave as normal objects and can be linked to subsequent relationships as basic objects can. They have their own identity and cannot be fully accessible through concatenated key. The multiple relationships with cardinality two or more represent the information node.

So far data vocabulary design of Panorama and structure of user interface was presented, but this is only a prerequisite for computer aided associative thinking process that is performed by the user.

### 2.2. Panoramic view on data

Besides controlled input of data and reporting module, Panorama also offers user friendly, easy to use, intuitive interface for data review and for traversing the information space. In ordinary applications all these functionalities have yet to be programmed.

Computer aided associative thinking process supported in Panorama is based on object recognition process (see Fig. 3) that starts with observation and perception of the environment. When observing the surrounding environment the focus is on the specific object of observation, nevertheless all the neighbouring objects are also comprehended. Therefore the context of the observed object is identified by the set of objects in the neighbourhood of that object. Classification of objects into classes is based on the equality of attributes’ sets (and interval of values) that belong to respective objects from a set of objects.

The question that arises is what kind of mechanism to use for neighbourhood observation and how to recognize each object based upon their attributes? Obviously all information about classes, their attributes and possible values for each of the attributes is stored somewhere in our brains. This leads to the conclusion that we need a very powerful data vocabulary, progressive by quantity of stored information and by search methods and data classification. When a new object is noticed, visible attributes of the object are perceived and we try to find a match in our data vocabulary. The pattern of recognized attributes defines the most probable class that the object belongs to. In some cases further analysis of other attributes is needed to confirm the correct class membership or to classify object into different class.
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Fig. 3. Object recognition process in information space

In Panorama object recognition is based on information residing in two information spaces: data vocabulary space (DVS) and known object space (KOS) (see Fig. 3). The techniques used for recognition of new objects and traversing through information space are based on several techniques in information visualization [7], especially overview + detail and focus + context approaches.

The simplicity of usage is one of the key elements of Panorama, because target users are users with very little technical knowledge of details in implementation. Querying complex data structures is based on intuitive graphical interface, whereas Panorama does not use query language to explore the information space, but it’s rather based on drag-and-drop approach by selecting objects with a mouse. This leads to the following advantages: (i) User doesn’t need to be familiar with the query language such as SQL (similar approach to Query-by-Example and Visual Query Builder methods). (ii) There is no need for being familiar with the data structure, where in navigational approach users not need to know the names of appropriate attributes to build a query, because a user only follows associations. (iii) For traversing the information space, user also does not need to know the problem domain fully. A major disadvantage of using query languages is responding with ‘no result found’ message to user in case of a false condition. User is not interested in what cannot be found, but only wants to know what is available. With the use of Panorama and traversal that it supports it is impossible to make a wrong turn to an empty information space.

The problems introduced are solved with intuitive user interface – display of multiple concepts with filtered data that are in direct relationship with observed object. Traversing through information does not require entering commands, but only to follow the links that represent a connection with linked objects. The traversal is feasible in all directions and not limited by iteration. To facilitate
quick start usage of Panorama, several import options exist. Data can be imported for selected class from multiple sources, while Panorama will recognize the input structure and display it to the user who can take appropriate actions. To maintain high level of adaptability, filters and anchors are also available to help the user in coping with the large amount of information and the appropriate formatting and displaying at latter to the screen. Filter is used to simply restrict our traversal through information space, so we can focus only on desired concepts. Anchor can be set for multiple classes and it limits the displaying of objects of selected classes only. For integration with other applications various types (screen, printer, clipboard or file – Excel, DBF, SQL, HTML, XML, TXT, RTF, PDF) of exports are available. The common quality of creating reports is the analogy with traversing the information space. Report can simply be defined for selected object of observation and its context or list of objects with applied restrictions. Again, no technical knowledge is required in a form of entering query expressions, but simply by selecting appropriate restrictions from data vocabulary.

2.3. Panorama and IS development

The general approach to developing information systems is the Information Systems Development Life Cycle (SDLC) [21, 22]. Although there are many variants, it has the following basic structure: (1) feasibility study, (2) system investigation, (3) systems analysis, (4) systems design stage, (5) implementation and (6) review and maintenance. The use of methodology improves the practice of information systems development, but due to dynamic environment and constantly changing requirements it’s hard to adopt only one approach with strictly defined phases, techniques and tools. Panorama with its novel approach to developing information systems follows examples mainly from Object-oriented methodologies [21, 23, 24], Rapid development methodologies [25-28], People-oriented methodologies [29-31] and Model-Driven approach [32, 33].

Panorama also includes some aspects of Method Engineering (ME). ME, sometimes referred to as methodology engineering, is the process of designing, constructing, and merging methods and techniques to support information systems development [34, 35]. ME is especially important in IS development as it is a sign of progress in the adaptation of methodologies to changing IS/IT environments and progress in methodology design itself. ME is often associated with the hierarchical and bureaucratic approaches of the 1980s as techniques were combined to form meta-methodologies. Normally it is concerned with the blending of methods and techniques into a methodology or framework. However, according to [22, 36], its most recent form is Enterprise resource planning (ERP) systems, which are combinations of application types rather than methods and techniques. There are also other known advances in ME such as The OPEN Process Framework (OPF) [37] and the ISO/IEC 24744 international standard [38].
The essential building blocks of information systems in object-oriented methodologies are captured by defining objects – both data and process encapsulated together. The resemblance with using Panorama for observation and perception of the environment can be found especially in Object-Oriented Analysis (OOA). In OOA five major activities exists: finding classes and objects, identifying structures, identifying subjects, defining attributes and defining services. The end result of finding classes and objects is a set of relevant classes, and for each class the associated objects modelled using the appropriate conventions. The second activity organizes basic classes and objects into hierarchies that will enable the benefits of inheritance. Afterwards, identifying subjects reduces the complexity of the model produced so far by dividing or grouping into more manageable and understandable subject areas. According to OOA, objects are composed of data and processing, where defining attributes defines the data and defining services defines the processing. The similar process is also conducted when building data vocabulary in Panorama. Implementation (step 5) and review and maintenance (step 6) in SDLC represent the majority of the time spent on project development [39]. To successfully complete projects that don’t require a lot of calculation and don’t emphasize process oriented aspects (e.g. office management, CRM or record management), Panorama offers a fast and efficient way. The first four phases (feasibility study, system integration, systems analysis and systems design) from SDLC are always present, because the development is not feasible without presence of requirements and designs. Panorama on the other hand tries to minimize the impact of phases 5 and 6 on the time required for completing the project. Our solution contains required mechanisms for updating and printing the content of data vocabulary and also controlled input of data with referential integrity checking. This leads to avoidance of the major part of the work that has to be done in implementation and review and maintenance phase. Furthermore the vast majority of complications are also avoided: (i) The lack of communication between designers and programmers leads to misunderstandings. (ii) Data model doesn’t cover all the requirements. (iii) The final application is not fully tested and it contains several bugs. (iv) Subsequent changes to the application, based on the requirements defined after the completion of the project etc.

Guidelines similar to those of Panorama’s can also be found in Rapid development methodologies, whereas Rapid Application Development (RAD) is a response to the need to develop information systems more quickly [22] because of rapidly changing business requirements. James Martin’s RAD (JMRAD) and Web IS development methodology (WISDM) place emphasis on the early stages of systems development as is the case of using Panorama. This concerns the definition of requirements, analysis and design with the use of a language that is of the business and the users, rather than the more technical language of information systems. As mentioned before, common guidelines can also be found in People-oriented methodologies, particularly in KADS, CommonKADS and End-user computing (EUC). People-oriented methodologies encompass the socio-technical view that, in order to
be effective, the technology must fit closely with the social and organizational factors in the application domain. These methodologies are people oriented in the sense that they attempt to capture the expertise and knowledge of people in the organization. They emphasize the importance of knowledge management and leverage knowledge as an important organizational resource. Knowledge, the ability to use information in action for a particular purpose, is even more important than information, which is more commonplace. Panorama in some aspects follows End-user computing paradigm, found in people oriented themes, where application is developed by non-specialist IT people, particularly in the form of spreadsheets. Main advantages are an effective way of providing some functionality of the information systems in organizations and an increase in user satisfaction. As Method Engineering emphasizes usage of best practices from systems development, Panorama can also be analysed using this perspective, but it is limited to data oriented approaches. While Method Engineering approaches (i.e. OPF) mainly focus on the process (framework, libraries, reusable methods, usage guidelines), thou also mention tools, Panorama is rather focused on the tool support that follows proposed approach.

We can therefore conclude that Panorama follows a kind of knowledge-engineering methodology with iterative approach and following next steps: (1) **Determination of the domain**, (2) **Identification and grouping of information (project definition)**, (2.1) Assembling of important concepts, (2.2) Defining classes, (2.3) Defining attributes and relationships and (3) **Using the project**.

We start with defining the domain and scope (step 1) which coincides with step 1 from SDLC. This includes the determination of the problem domain, type of questions that the Panorama model should provide answers to, users responsible for using and maintaining data vocabulary and known objects space etc.

Step 2 deals with construction of data vocabulary that characterizes objects of classes and describes possible interconnections of objects from different classes. Based on the content of data vocabulary, Panorama interprets individual attributes and presents appropriate visualization to the user. Defining data vocabulary is furthermore consisted of three sub steps: assembling of important concepts, defining the classes and defining the properties.

In assembling of important concepts the main concepts are identified, what properties those concepts have and what would we like to say about them. It is important to get a comprehensive list of concepts without paying special attention to overlaps between concepts they represent, relationships among the concepts and properties.

The next action is to define the classes which are used to group objects with the same properties. When classes are described they alone don't provide enough information to answer the questions from step 1, therefore we must describe the internal structure of concepts.

The phase of defining classes has already selected classes from the list created in step 2.1. Most of the remaining concepts are likely to be attributes
of these classes, mandatory or optional. Besides these proprietary attributes, each object also consists of a set of additional attributes that position selected object in space and time. By defining relationships among concepts we define foundation for Panorama to enable traversing through information space. Actions that have been made so far have roughly covered steps 2 to 5 in SDLC and prepared all the necessary requirements to start using Panorama. By using Panorama we consider entering new data or defining known objects space (step 3). This requires selecting a class, creating individual instance of that class and filling in perceived attributes.

Panorama tool offers users complete support in using this approach. In initial steps users define data vocabulary with all the restrictions that apply. The tool supports building data vocabulary from scratch and also importing data from several resources. When data vocabulary is defined user can enter all the restrictions that apply and finally couple this schema with actual data again from scratch or from various data sources. At this stage the use of the project starts where Panorama deals with all translations from abstract concepts in data vocabulary to actual implementation at the information system level. The traversal through information space is supported by intuitive user interface which does not require users to learn query language.

3. Evaluation

In the evaluation part of this research we tackled the following research questions: (1) How does developing computer software with Panorama approach differs from existing, especially object-oriented approaches? (2) What are the problem domains where application of Panorama approach is the most feasible? (3) What is the impact of Panorama approach regarding time and technical knowledge of users for completing the software development life cycle?

First a comparison between Panorama approach, STRADIS, SSADM, IE, DSDM, OOA and RUP was conducted following framework for comparing methodologies defined in [22]. Based on the findings from that comparison an experiment was carried out with 4 experts and 24 students as raters, who rated 2 problem domains and 2 approaches. Raters heuristically evaluated the required a priori knowledge for each of the approaches and time required to complete individual phase was measured.
3.1. Comparison of approaches

Method

We are aware that Panorama approach is not a methodology, because a methodology encompasses much more than an approach. Nevertheless the framework mentioned before is still appropriate due to its very generic design. There are several questions that need to be answered to give a complete comparison: (i) What are the underlying philosophical assumptions of the methodology? What makes it a legitimate approach? (ii) What particular skills are required of the participants? (iii) What representation, abstractions, and models are employed? (iv) What aspects of the development process does the methodology cover? (v) What is the focus of the methodology? Is it, for example, people-, data-, process-, and/or problem-oriented? Does it address organizational and strategic issues?

Besides Panorama approach six other approaches from different themes in information systems development were considered for comparison as follows: (i) Structured Analysis, Design and Implementation of Information Systems (STRADIS) from process-oriented methodologies, (ii) Structured Systems Analysis and Design Method (SSADM) from blended methodologies, (iii) Information Engineering (IE) from blended methodologies, (iv) Dynamic Systems Development Method (DSDM) from rapid development methodologies, (v) Object-Oriented Analysis (OOA) from object-oriented methodologies and (vi) Rational Unified Process (RUP) from object-oriented methodologies. Each of the seven selected approaches was discussed and mutually compared according to elements of the framework for comparing methodologies.

Results

There are number of sub elements to philosophy which we will examine in turn. The first sub element is paradigm where science and systems paradigm are identified as to be of critical importance. In science paradigm complexity is handled through reductionism, breaking things down into smaller and smaller parts for examination and explanation. In systems paradigm concern is for the whole picture, the emergent properties (e.g. the whole is greater than the sum of parts), and the interrelationships between parts of the whole. All approaches (STRADIS, SSADM, IE, DSDM, OOA, RUP and Panorama) follow science paradigm with clear reductionist approach and they all accept the ontological position of realism. They all argue that universe comprises objectively given, immutable objects and structure, whereas these exist as empirical entities, on their own, independent of the observer’s appreciation of them. One of fairly obvious clue to the methodology philosophy is the stated objectives. DSDM, although often resulting in the design of computer
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systems, is sometimes used to address organizational or general problem-solving issues. STRADIS, SSADM, IE, OOA and RUP all claim that they are not general problem-solving methodologies, but have clear objectives to develop computerized information systems. Panorama is also not general problem-solving approach, but its objective is to combine very heterogeneous information into a stable and networked computerized information system. Very important aspect is to enable display of object and its context and enable two-way interactions with objects from the context. The third factor relating to philosophy is the domain of situations that methodologies address. IE is identified as being of the planning, organization, and strategy type. It is an approach adopting the philosophy that an organization needs a strategic plan in order to function effectively, and that success is related to the identification of information systems that will benefit the organization and help achieve its strategic objectives. STRADIS, SSADM, DSDM, OOA and RUP are all classified as specific problem-solving methodologies; i.e. they do not focus on identifying systems required by the organization but begin by assuming that a specific problem is to be addressed. Panorama can like others also be classified as specific problem-solving methodologies with distinct top-down approach and identification of organization’s focus. It is also important to notice that Panorama is not intended for process oriented domains. Most methodologies appear to claim to be general purpose. OOA and RUP are considered to be general purpose, although it is suggested that they are not very helpful for simple, limited systems or systems with only a few class objects. STRADIS is also stated to be general purpose and applicable to any size of system, yet the main technique is data flow diagramming, which is not particularly suitable for all types of application, for example, the development of management information systems or web-based systems. SSADM and also STRADIS, IE, OOA and RUP have all been designed primarily for use in large organizations. Panorama is intended to help develop information systems in smaller environments or where the target system is PC-based. It is particularly suitable for the following types of application – office management, CRM, record management, planning, maintenance; and various user types, including management level.

The second element of the framework, the **model**, can be investigated in terms of the type of model, the levels of abstraction of the model, and the orientation or focus of the model. The primary process model used is the data flow diagram and it can be found in STRADIS, while in SSADM is an important model, although not the only one. It is also present in IE, but play a less significant role than, for example, in STRADIS. The data flow diagram is predominantly a process model, and data are only modeled as a by-product of the processes. In OOA and RUP the basic models are in integration of both process and data orientation, often in the same diagram, which is a key element of the object-oriented approach. Panorama in contrast to other approaches uses data-oriented modeling approach such as ER model whereas process orientation is not handled as an important aspect.

The third element of the framework is that of the **techniques and tools** that a methodology employs. STRADIS is an example of a methodology
which is largely described in terms of its techniques. A methodology which advocates the clear separation of the modeling of data and processes is SSADM. OOA and RUP use object-oriented techniques and models or models that incorporate the essential combination of data and process. Tools range from simple drawing tools through to tools supporting the whole development process, including prototyping, project management, code generation, simulation and so on. IE explicitly suggest that the techniques are not fundamental part of the methodology and that the current recommended techniques can be replaced. Panorama approach is mainly presented in a view of a tool that is used in throughout the development process by developers and users and as a final product by users. It supports the complete lifecycle of software development and is also deployed to a client and plays a vital role as a toolset which encompasses model, editor, reports, graphics screen interfaces, code and database generators, configuration tools etc.

**Scope** is an indication of the stages of the life cycle of stems development which the methodology covers (0 – it does not mention, 1 – briefly mentioned, 2 – address the area, 3 – covers the stage in some detail) and is presented in the following table.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>STRADIS</th>
<th>SSADM</th>
<th>IE</th>
<th>DSDM</th>
<th>OOA</th>
<th>RUP</th>
<th>Panorama</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Analysis</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Logical design</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Physical design</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Programming</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Testing</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Implementation</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Evaluation</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Maintenance</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The main focus of most compared methodologies is at the analysis and design stages, while maintenance is by far the worst covered stage. Panorama is also very strong in analysis and design phase but it also addresses maintenance.

The next element in the framework evaluates the **deliverables** at each stage and, in particular, the nature of the final deliverable. This can vary from being an analysis specification to a working implementation of a system and all its related procedures. STRADIS, SSADM, IE, DSDM, OOA and RUP all include analysis and design specification, while STRADIS, SSADM, IE, DSDM and RUP also cover working implementation of a system. In Panorama approach the emphasis is on working implementation of a system while products at the end of phases include a working version of logical model and data vocabulary.
Facilitating information system development with Panoramic view on data

The background of the methodology broadly identifies its origins in terms of academic or commercial. STRADIS, SSADM, IE, DSSDM, OOA and Panorama lie in the commercial sphere, whereas RUP has academic backgrounds. There is a view that commercial methodologies are not in as widespread use as is claimed but finding evidence is difficult. According to a research [22] 57% of organizations were using a systems development methodology, but, of these, only 11% used a commercial development methodology, 30% used a commercial methodology adapted for in-house use, and 59% a methodology which was internally developed and not based on an a commercial methodology. Panorama approach has a wide user base among different levels in organizations. Because of its design it is interesting to point out that is especially suitable for less technically oriented users.

The traditional view of information systems development is that a specialist team of professional systems analysts and designers perform the analysis and design aspects and professional programmers design the programs and write the code. Although the exact roles have different names, in general systems development is undertaken by professional technical developers. This view is taken by STRADIS, SSADM, IE, DSDM, OOA and RUP. Panorama takes a different view, and users have a much more active role by following JAD (Joint Application Design) which includes domain experts and professional technical developers. Therefore in Panorama, the users are directly involved in the analysis and design with the professional analysts as consultants. It has turned out, as seen in the following experiment, that leaving out analysis of current state could have beneficial consequences. In almost all methodologies considerable training and experience is necessary for at least some of the players. This may significantly increase the time and costs required to develop a project. With Panorama time required for implementation is very short because majority of features are automatically built from data vocabulary.

The last element of the framework is what purchasers actually get for their money. This may consist of software, written documentation, an agreed number of hours’ training, a telephone help service, and consultancy etc. With SSADM the product is large and copious sets of manuals. RUP has a range of documents, books, and specifications but also has a multimedia website, and indeed claims that the methodology product is actually delivered using this web technology. Panorama approach produces two types of products: (1) a tool that facilitates software development and is at later stage also used on a client side as implementation and (2) the project, based on JAD approach together with documentation.

Discussion

The following table summarizes the view about comparing selected methodologies. It can be argued that several differences exist among approaches, which is expected, because of their origin in different themes in information systems development.
Panorama stands out especially because of its data-oriented model and very strong orientation into a working implementation of a system with object and its context visualization approaches.

Table 2. Comparison of software development approaches (abbreviations used are further explained in the text, following the table).

<table>
<thead>
<tr>
<th></th>
<th>STRADIS</th>
<th>SSADM</th>
<th>IE</th>
<th>DSDM</th>
<th>OOA</th>
<th>RUP</th>
<th>Panorama</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Philosophy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Paradigm</td>
<td>Pa-1</td>
<td>Pa-1</td>
<td>Pa-1</td>
<td>Pa-1</td>
<td>Pa-1</td>
<td>Pa-1</td>
<td>Pa-1</td>
</tr>
<tr>
<td>b) Objectives</td>
<td>Ob-1</td>
<td>Ob-1</td>
<td>Ob-1</td>
<td>Ob-2</td>
<td>Ob-1</td>
<td>Ob-1</td>
<td>Ob-3</td>
</tr>
<tr>
<td>c) Domain</td>
<td>Do-1</td>
<td>Do-1</td>
<td>Do-2</td>
<td>Do-1</td>
<td>Do-1</td>
<td>Do-1</td>
<td>Do-3</td>
</tr>
<tr>
<td>d) Target</td>
<td>Ta-1</td>
<td>Ta-1</td>
<td>Ta-1</td>
<td>Ta-1</td>
<td>Ta-1</td>
<td>Ta-1</td>
<td>Ta-2</td>
</tr>
<tr>
<td>2. Model</td>
<td>Mo-1</td>
<td>Mo-2</td>
<td>Mo-2</td>
<td>Mo-3</td>
<td>Mo-4</td>
<td>Mo-4</td>
<td>Mo-5</td>
</tr>
<tr>
<td>3. Techniques and tools</td>
<td>TT-1</td>
<td>TT-2</td>
<td>TT-3</td>
<td>TT-4</td>
<td>TT-5</td>
<td>TT-6</td>
<td>TT-7</td>
</tr>
<tr>
<td>4. Scope</td>
<td>Sc-1</td>
<td>Sc-2</td>
<td>Sc-3</td>
<td>Sc-4</td>
<td>Sc-5</td>
<td>Sc-6</td>
<td>Sc-7</td>
</tr>
<tr>
<td>5. Outputs</td>
<td>Ou-1</td>
<td>Ou-1</td>
<td>Ou-1</td>
<td>Ou-1</td>
<td>Ou-1</td>
<td>Ou-1</td>
<td>Ou-2</td>
</tr>
<tr>
<td>6. Practice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Background</td>
<td>Bg-1</td>
<td>Bg-1</td>
<td>Bg-1</td>
<td>Bg-1</td>
<td>Bg-1</td>
<td>Bg-2</td>
<td>Bg-1</td>
</tr>
<tr>
<td>b) User base</td>
<td>Us-1</td>
<td>Us-1</td>
<td>Us-1</td>
<td>Us-1</td>
<td>Us-1</td>
<td>Us-1</td>
<td>Us-2</td>
</tr>
<tr>
<td>c) Participants</td>
<td>Ba-1</td>
<td>Ba-1</td>
<td>Ba-1</td>
<td>Ba-1</td>
<td>Ba-1</td>
<td>Ba-1</td>
<td>Ba-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Product</td>
<td>Pr-1</td>
<td>Pr-2</td>
<td>Pr-1</td>
<td>Pr-1</td>
<td>Pr-1</td>
<td>Pr-3</td>
<td>Pr-4</td>
</tr>
</tbody>
</table>

Abbreviations used in the table are as follows: **Paradigm**: (Pa-1) Science paradigm, clear reductionist approach, acceptance of the ontological position of realism. **Objectives**: (Ob-1) Not a general problem-solving methodology, but as having clear objectives to develop computerized information systems. (Ob-2) Often resulting in the design of computer systems, but is still sometimes used to address general problem-solving issues. (Ob-3) Not a general problem-solving approach, but to combine very heterogeneous information into networked IS. **Domain**: (Do-1) Specific problem-solving methodologies, Do not focus on identifying the systems required by the organization but begin by assuming that a specific problem is to be addressed. (Do-2) Planning, organization and strategy type, where organization needs a strategic plan in order to function effectively. (Do-3) Specific problem-solving approach. Not intended for process oriented domains. **Target**: (Ta-1) General purpose, primarily designed for use in large organizations, (Ta-2) Smaller environments, especially office management, CRM, record management, planning, project management, maintenance etc. **Model**: (Mo-1) Data flow diagram is the primary process model, (Mo-2) Data flow diagram is an important (although not only one) model, (Mo-3) Usually data flow diagram and data oriented model, (Mo-4) The basic model is an integration of both process and data orientation, often in the same diagram, which is a key element of the object-orient approach. (Mo-5) Data-oriented model. **Techniques and tools**: (TT-1) Largely described in terms of techniques, (TT-2) Clear separation of modeling of data and processes.
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Recommend the tools to some degree. (TT-3) Techniques are not fundamental part. (TT-4) No specific tools are recommended, (TT-5) OO techniques. Tools might be helpful but are not necessarily essential. (TT-6) OO techniques. Process should not be contemplated without the use of tools, the process being too complicated and time consuming. (TT-7) ER model as primary technique and mainly presented in a view of a tool Panorama. **Scope:** (Sc-1) Feasibility, analysis, logical and physical design are covered in detail. Programming and testing are addressed. Implementation and evaluation are only briefly mentioned. (Sc-2) Feasibility, analysis, logical and physical design are covered in detail. Strategy and implementation are addressed. Evaluation is only briefly mentioned. (Sc-3) Strategy, analysis, logical and physical design and testing are covered in detail. Feasibility, programming, implementation and evaluation are addressed. Maintenance is briefly mentioned. (Sc-4) Feasibility, analysis, logical and physical design are covered in detail. Strategy, programming, testing and implementation are addressed. (Sc-5) Analysis and logical design are covered in detail. Physical design is addressed. (Sc-6) Analysis, logical and physical design, testing, implementation and evaluation are covered in detail. Feasibility and programming are addressed. Strategy is only briefly mentioned. (Sc-7) Analysis, logical and physical design, programming, and implementation are covered in detail. Testing is addressed. Feasibility and maintenance are only briefly mentioned. **Outputs:** (Ou-1) Analysis and design specification and working implementation of a system and (Ou-2) Working version of logical model and data vocabulary and working implementation of a system. **Background:** (Bg-1) Commercial and (Bg-2) Academic. **User base:** (Us-1) Various and numerous and (Us-2) Small. **Participants:** (Ba-1) Professional technical developers and (Ba-2) Business users. **Product:** (Pr-1) Documentation, (Pr-2) Large and copious sets of manuals, (Pr-3) Range of documents, books, specifications and a multimedia website and (Pr-4) Tool, project implementation and documentation.

Based on these findings an experiment was conducted to measure the effectiveness of object-oriented (OO) and Panorama approach on two selected domains, as those approaches share the most commonalities and OO approach is one of the most widespread in information system development.

### 3.2. Experiment

**Method**

Altogether 28 members were chosen to conduct the experiment. 4 members (P_1 to P_4) from University of Ljubljana, Faculty of Computer and Information Systems, Information Systems laboratory and 24 students (S_1 to S_24) that attended undergraduate program at the same University. Evaluators P_1 to P_4
were experts in software development and had extensive practical experience with object-oriented software development, while evaluators $S_1$ to $S_{24}$ were users without extensive technical knowledge and inexperienced in software development. Panorama approach was presented to all evaluators before conducting the experiment, because none of them had any previous experience.

Before engaging the experiment all evaluators were randomly divided into two groups A and B of equal size and the same ratio among experts and students. This resulted in individual groups containing 2 expert members and 12 students. Each of the group had to evaluate both Object-oriented and Panorama approach, but in turn in different problem domain.

For evaluation purposes two fairly simple use cases $C_1$ and $C_2$ were identified. Use case $C_1$ is concerned about information system support for cinemas, whereas information about cinema halls, timetables, movies, genres and customer’s preferred seats by each cinema hall has to be available. Several functionalities had to be implemented, including performing analyses by customer to see which movie genre are they interested in, when they go to the cinema etc. Use $C_2$ deals with information support for mobile operators billing. Support for bundled services, customers, packages, billing detail types, conversation rates and subscription fees had to be captured. Master-detail view on the expenses related to customer has to be supported to enable further analyses of rating information.

Each group of participants (A and B) was requested to implement use cases $C_1$ and $C_2$ using Object-oriented and Panorama approach. The requirements of cases $C_1$ and $C_2$ were described in detail with the natural language. Participants had a goal to produce a working computer program following given use case and accompanying documentation. In the last phase of Software Development lifecycle – Evaluation, all results from participants were independently double-blind evaluated by domain experts according to the original objectives and requirements. If these requests were not met, users were required to repair their solution and if afterwards the solution was still inadequate, the participant ($P_1$ to $P_4$ and $S_1$ to $S_{24}$) was excluded from the analysis. Due to this issue three participants were excluded from the set of raters which resulted in reduced number of participants from 27 to 24.

With Object-oriented approach PowerDesigner tool was used in analysis and design phase for user requirements analysis and logical design of the system. UML modeling notation was used to capture and define the problem domain (use case diagrams, class diagrams etc.). Eclipse development environment with a Microsoft SQL Server database was used in the programming phase. For Panorama approach Panorama tool was used throughout the software development cycle, following steps defined in section 2.3.

The experiment was then performed in two steps (see Table 3). First group A implemented case study $C_1$ using Object-oriented approach, while group B implemented case study $C_1$ using Panorama approach. In second step roles have been reversed and group B implemented $C_2$ using object-oriented approach and group A implemented $C_2$ using Panorama approach.
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Table 3. Procedure of conducting experiment

<table>
<thead>
<tr>
<th></th>
<th>Object-oriented approach</th>
<th>Panorama approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1:</td>
<td>Use case C₁</td>
<td>group A</td>
</tr>
<tr>
<td>Step 2:</td>
<td>Use case C₂</td>
<td>group B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>group A</td>
</tr>
</tbody>
</table>

For each participant several elements were measured, from time required to complete each stage of software development lifecycle, final outputs and artifacts between the stages and at the end whether the requirements were met.

The phases of the Software Development approach were evaluated on a time consumption and output basis. In analysis users were required to get familiar with problem domain and no special outputs were requested from this phase. In logical design users had to capture the requirements in selected notation (UML use case and class diagrams for Object-oriented approach and business vocabulary in Panorama). In physical design transformation of logical into physical model is required when specific environment is selected. The outputs required from this phase include generation of database schema in Object-oriented approach. In programming phase users were requested to implement required functionalities and the output is a working prototype. The following phase of testing deals with implemented prototype and leads to elimination of any development errors. As already mentioned, in evaluation results are compared to original requirements.

Besides measurements, the questionnaire (Table 4) was introduced to give feedback on different approaches used for information system development. The aim was to capture users view on important aspects such as capability of approach to express static and dynamic aspects of the system, the required effort to progress from design to implementation stage, level of user participation etc. All questions were in Liker-type format.

Table 4. Questionnaire for measuring the development process

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Time spent [min]</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Includes user requirements analysis.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical design</td>
<td>Design independent of physical environment.</td>
<td></td>
</tr>
<tr>
<td>Physical design</td>
<td>Physical development of the system.</td>
<td></td>
</tr>
<tr>
<td>Programming</td>
<td>Planning as well as the testing of systems, programs, and procedures.</td>
<td></td>
</tr>
<tr>
<td>Testing</td>
<td>Planning and implementation of technical, social, and organizational aspects.</td>
<td></td>
</tr>
<tr>
<td>Implementation</td>
<td>Measurement and evaluation of the implemented system and a comparison with the original objectives.</td>
<td></td>
</tr>
</tbody>
</table>
The aim of the experiment was to investigate following hypotheses presented in Table 5 and after collecting the data the analysis was performed using SPSS toolkit.

**Table 5. Hypotheses of the experiment**

| H1 | Time spent to complete software development of selected use cases is shorter with Panorama than object-oriented approach. |
| H2 | Panorama puts emphasis on analysis, logical design and testing, while object-oriented approach on physical design and programming. |
| H3 | Panorama is more appropriate for domains with static (data oriented) rather than dynamic (process oriented) components. |
| H4 | With Panorama approach in contrast to object-oriented approach, users are more encouraged to participate, required technical knowledge for development is lower, introducing additional functionalities is less demanding and the approach is easier to learn. |

**Results**

A total of 2 case studies (C1 and C2), 28 raters (P1 to P4 and S1 to S24) and 2 approaches (Panorama and Object-oriented) were included in the experiment. Aforementioned resources resulted in 56 executions using different approaches on different use cases (2 x 2 x 14).

To test for differences in rater bias ANOVA (ANalysis Of VAriance) model was used, including the calculation of intraclass correlation (ICC) and to describe raters’ marginal distributions graphical method of histograms was employed.

With intraclass correlation (ICC) [40-42] rating reliability was assessed by comparing the variability of different ratings of the same subject (questions from the questionnaire and effort distributions on Software Development activities by approach) to the total variation across all ratings and all subjects. ICC is calculated according to the following formula:

$$ ICC = \frac{\sigma^2(\text{subjects})}{\sigma^2(\text{subjects}) + \sigma^2(\text{raters})}$$

(1)

Because in practice we do not know the true values of $\sigma^2(\text{subjects})$ and $\sigma^2(\text{raters})$, we must instead estimate them from sample data. With calculation of ICC we have to be aware that there exist several types – Case 1, Case 2 and Case 3. For our experiment Case 2 was selected, where the same set of k raters rate each subject. This corresponds to a fully-crossed (rater x subject), 2-way ANOVA design in which both Subject and Rater are separate effects. Because rater is considered a random effect, this means that k raters in the study are considered a random sample from a population of potential raters; therefore this type 2 of ICC estimates the reliability of the larger population of raters.
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Hypothesis $H_1$
The claim of $H_1$ is that time spent to complete software development of selected use cases is shorter with Panorama than Object-oriented approach. The hypothesis was tested with 2-way ANOVA model with factors Approach and Case study and dependent variable Total time. Before conducting ANOVA test, exploratory data analysis was performed to confirm that data is normally distributed, so first pre-requirement to proceed with ANOVA was met. Levene’s test of equality of error variances also indicated that the error variance of the dependent variable is equal across the groups, i.e. the assumption of the ANOVA test has been met.

Table 6. Tests of between-subjects effects on dependent variable Total time

<table>
<thead>
<tr>
<th></th>
<th>$F$-value</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected model</td>
<td>$F(3, 55) = 46.44$</td>
<td>✓</td>
</tr>
<tr>
<td>Intercept</td>
<td>$F(1, 55) = 6.357,42$</td>
<td>✓</td>
</tr>
<tr>
<td>Approach</td>
<td>$F(1, 55) = 137.48$</td>
<td>✓</td>
</tr>
<tr>
<td>Case study</td>
<td>$F(1, 55) = 0.05$</td>
<td>x</td>
</tr>
<tr>
<td>Approach x Case study</td>
<td>$F(1, 55) = 1.78$</td>
<td>x</td>
</tr>
</tbody>
</table>

The results of 2-way ANOVA test are depicted in Table 6, where is clearly seen that the only significant effect on Total time variable is of the factor Approach, while factor Case study and Approach together with Case study don’t have a significant effect on Total time.

Based on this findings we can reject the null hypothesis of mean times spent to complete software development of selected cases are the same for Object-oriented and Panorama approach. This leads to accepting alternative hypothesis of mean times for development being significantly different. Descriptive statistics in Table 7 and graphical presentation of mean time spent to complete software development of use cases clearly show that time required to complete development is shorter with Panorama than Object-oriented approach.

Table 7. Descriptive statistics of total time

<table>
<thead>
<tr>
<th>Approach</th>
<th>Case study</th>
<th>N</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object-oriented</td>
<td>C₁</td>
<td>14</td>
<td>12h 59min</td>
</tr>
<tr>
<td></td>
<td>C₂</td>
<td>14</td>
<td>13h 25min</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>28</td>
<td>13h 22min</td>
</tr>
<tr>
<td>Panorama</td>
<td>C₁</td>
<td>14</td>
<td>9h 59min</td>
</tr>
<tr>
<td></td>
<td>C₂</td>
<td>14</td>
<td>9h 40min</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>28</td>
<td>9h 49min</td>
</tr>
<tr>
<td>Total</td>
<td>C₁</td>
<td>14</td>
<td>11h 29min</td>
</tr>
<tr>
<td></td>
<td>C₂</td>
<td>14</td>
<td>11h 33min</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>28</td>
<td>11h 31min</td>
</tr>
</tbody>
</table>

To conclude, there is a significant difference between the mean time spent to complete software development of selected use cases using Object-
oriented and Panorama approach, with $F (1, 55) = 137.48$ and level of significance $p < 0.05$ and that time is shorter with Panorama than object-oriented approach.

**Fig. 4.** Mean time spent to complete software development of use cases

With use cases $C_1$ and $C_2$ the development with Panorama was 25% faster than with Object-oriented approach, as depicted in Fig. 4.

**Hypothesis H$_2$**

Hypothesis H$_2$ asserts that Panorama puts emphasis on analysis, logical design and testing, while object-oriented approach on physical design and programming.

When examining the data we can see from Fig. 4 that effort distribution by approaches (Object-oriented and Panorama) is not equally divided. The comparison depicts distribution on Software Development activities by approaches, where we can notice that in Panorama approach majority of the time is spent in Analysis, Logical design and Testing, while no time is allocated to Programming and Physical design. In contrast to Panorama is in Object-oriented approach time allocated to Programming and Physical design quite substantial. The Programming and Physical design phase in Panorama is omitted, due to the fact that user defines all the requirements in Analysis and Logical design, while the code at implementation level is automatically generated and supported by Panorama tool.

**Fig. 5.** Mean effort distribution on Software Development activities grouped by significant factors

For better comparison of effort distribution on Software Development activities the visualization depicted in Fig. 5 groups aforementioned phases and approaches. The data is normalized regarding the total time required to
complete use cases $C_1$ and $C_2$ and belonging percentage of time of selected phase is than displayed.

To test the significance of the results multiple 1-way ANOVA tests with factor Approach and following groups of dependent variables: A) Analysis, logical design and testing; B) Physical design and programming and C) Implementation and evaluation were conducted. Exploratory data analysis confirmed that data is normally distributed and Levene’s test also confirmed the assumption of the ANOVA test. The results of ANOVA test and accompanying descriptive statistics are depicted in, where we can confirm for all 3 factors I, II and III that the mean effort distribution between Object-oriented and Panorama approach differs significantly.

The most significant difference in mean effort distributions of Physical design and programming between Object-oriented and Panorama approach with $F(1, 54) = 4.668$ and level of significance $p < 0.05$, which confirms the fact that in Panorama users don’t spent time for physical design and programming, because this is done automatically by underlying system. The second most significant difference in mean effort distributions is of Analysis, logical design and testing between Object-oriented and Panorama approach with $F(1, 54) = 1.755$ and level of significance $p < 0.05$, which confirms the fact that this phases are significantly more addressed in Panorama than in Object-oriented approach. Mean effort distributions of Implementation and evaluation is with $F(1, 54) = 107$ and level of significance $p < 0.05$ also significant but is less notable than with previous factors. Based on these findings we can confirm hypothesis $H_2$.

Table 8. ANOVA results and descriptive statistics of combined effort distributions on Software Development activities

<table>
<thead>
<tr>
<th>Software development phases</th>
<th>Approach</th>
<th>N</th>
<th>Mean (Phase)</th>
<th>F-value</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>I) Analysis, logical design and testing</td>
<td>Object-oriented</td>
<td>28</td>
<td>37.76%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Panorama</td>
<td>28</td>
<td>77.64%</td>
<td>$F(1, 54) = 1.755$</td>
<td>✔</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>56</td>
<td>57.70%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II) Physical design and programming</td>
<td>Object-oriented</td>
<td>28</td>
<td>47.65%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Panorama</td>
<td>28</td>
<td>0.00%</td>
<td>$F(1, 54) = 4.668$</td>
<td>✔</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>56</td>
<td>23.83%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>III) Implementation and evaluation</td>
<td>Object-oriented</td>
<td>28</td>
<td>14.59%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Panorama</td>
<td>28</td>
<td>22.36%</td>
<td>$F(1, 54) = 107$</td>
<td>✔</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>56</td>
<td>18.47%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

More detail interpretation of time allocations by software development activities and critical overview can be found in [43].

Questionnaire analysis
The results of the questionnaire are summarized in Table 9 and grouped by selected approach. Each of the 7 questions was rated on a Likart-type scale from 1 to 10.
Table 9. ANOVA results and descriptive statistics of question analysis from questionnaire

<table>
<thead>
<tr>
<th></th>
<th>Mean score by approach</th>
<th></th>
<th>F-value</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C. What is your experience with the methodology you are assessing? (1 – somewhat familiar, 4 – knows its details, 7 – I’ve used it, 10 – I’ve created it)</td>
<td>3.89</td>
<td>2.32</td>
<td>3.11</td>
<td>F (1, 54) = 8.86</td>
</tr>
<tr>
<td>D. The notation is capable of expressing models of both static aspects of the system (e.g. structure) and dynamic aspects (e.g. processing)? (1 – strongly disagree, 4 – disagree, 7 – agree, 10 – strongly agree)</td>
<td>8.57</td>
<td>4.32</td>
<td>6.45</td>
<td>F (1, 54) = 187.15</td>
</tr>
<tr>
<td>E. Did you find the notation and modeling language easy to learn? (1 – very hard, 4 – hard, 7 – fairly easy, 10 – very easy)</td>
<td>6.07</td>
<td>7.57</td>
<td>6.82</td>
<td>F (1, 54) = 38.04</td>
</tr>
<tr>
<td>F. Identify the required a priori technical knowledge for conducting analysis and design stage of software development life cycle! (1 – very detailed software development knowledge, 3 – advanced software development knowledge, 7 – basics of software development, 10 – intuitive approach, very little knowledge required)</td>
<td>6.09</td>
<td>7.29</td>
<td>6.68</td>
<td>F (1, 54) = 20.81</td>
</tr>
<tr>
<td>G. Estimate the effort required to progress from design into implementation stage! (1 – manually with user intervention, 3 – semi-automatically with major user interventions, 7 – semi-automatically with minor user interventions, 10 – automatically, without user intervention)</td>
<td>4.82</td>
<td>9.07</td>
<td>6.95</td>
<td>F (1, 54) = 379.69</td>
</tr>
<tr>
<td>H. How well is user participation encouraged and supported? (1 – very difficult, only professional developers are involved in software development, 4 – satisfactory, users are involved on their request, 7 – intermediate, with users involvement in early stages of software development, 10 – very well, the user can even build a simple system from scratch to working prototype)</td>
<td>7.04</td>
<td>9.32</td>
<td>8.18</td>
<td>F (1, 54) = 87.63</td>
</tr>
</tbody>
</table>
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I. Estimate the effort required introducing additional functionalities in working software product!

<table>
<thead>
<tr>
<th></th>
<th>4.46</th>
<th>8.21</th>
<th>6.34</th>
<th>F (1, 54)</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – very demanding</td>
<td>complete reorganization of software product and involvement of multiple actors</td>
<td>4 – intermediate</td>
<td>new user requirements are passed to developers</td>
<td>8 – minor changes can be done immediately with cooperation between users and developers</td>
<td>10 – very intuitive, user can introduce changes to software product without the support of technical staff</td>
</tr>
</tbody>
</table>

\[
F (1, 54) = 267.93
\]

The first question (C) addressed evaluators’ background and their experience with given approach. As expected, evaluators had more experience in Object-oriented approach (mean = 3.89) than Panorama (mean = 2.32). That’s because they previously hadn’t worked with Panorama but evaluators S1 to S24 had introductory knowledge and P1 to P4 had experience in Object-oriented approach. Mean experience with the methodology is with \( F (1, 54) = 8.86 \) and level of significance \( p < 0.05 \), which confirms that evaluators have different experience in selected approaches.

Hypothesis H3
The claim of H3 is that Panorama is more appropriate for domains with static (data oriented) rather than dynamic (process oriented) components. This aspect of development approach was addressed in question D (see Table 9) where users had to indicate whether the approach is capable of expressing models of both static aspects of the system (e.g. structure) and dynamic aspects (e.g. processing). The difference in mean notation capability of expressing dynamics with \( F (1, 54) = 187.15 \) and level of significance \( p < 0.05 \), which confirms that null hypothesis can be rejected and alternative hypothesis is confirmed. Mean notation capability of expressing dynamics in Object-oriented approach is 8.57 and with Panorama 4.32, that leads to conclusion that Panorama with score of 4.32 on a 1 to 10 scale is not appropriate for problem domains with emphasis on processing but rather for data oriented applications. Object-oriented approach has, as expected, scored very high score, because its notation is capable of expressing statics and dynamics of the system.

Hypothesis H4
Hypothesis H4 asserts that with Panorama approach in contrast to Object-oriented, users are more encouraged to participate, required technical knowledge for development is lower, introducing additional functionalities is less demanding and the approach is easier to learn. The aforementioned hypothesis is concerned about questions E, F, G, H and I from the questionnaire depicted in Table 9.
Based on analysis of aforementioned questions from Table 9 (simplicity to learn the approach, low a priori technical knowledge, simplicity of progress from design to implementation, user participation and simplicity of introducing additional functionalities) we can confirm with significance that hypothesis $H_4$ is valid.

**Association and bias of raters**

**Intraclass correlation (ICC)** across raters $P_1$ to $P_4$ and $S_1$ to $S_{24}$ was analyzed. In our experiment this was the case 2 ICC with the same set of raters that rate each subject, which corresponds to a fully-crossed (rater x subject), 2-way ANOVA design in which both subject and rater are separate effects. There were 28 raters ($P_1$ to $P_4$ and $S_1$ to $S_{24}$) and 30 subjects (8 questions about the development process and 7 effort distributions of development time) included in ICC calculation. In case 2, rater is considered a random affects, which means the raters in the study are considered a random sample from a population of potential raters. The case 2 ICC estimates the reliability of the larger population of raters. ICC was used separately to evaluate expert and student users and to estimate the reliability of a single rating (consistency) and the reliability of a mean of several ratings (absolute agreement). The result of both measurements is depicted in Table 10.

<table>
<thead>
<tr>
<th></th>
<th>Consistency</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single</td>
<td>Average</td>
<td>Single</td>
<td>Average</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>measures</td>
<td>measures</td>
<td>measures</td>
<td>measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICC(2,1)</td>
<td>0.949</td>
<td>0.987</td>
<td>0.943</td>
<td>0.985</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICC(2,k)</td>
<td>0.959</td>
<td>0.998</td>
<td>0.959</td>
<td>0.998</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results in Table 10 denote that there exist a statistically significant positive correlation between all raters – experts and students. Both reliability of a single rating and reliability of a mean of several ratings are high. ICC approaches 1 when there is no variance within subjects, indicating total variation in measurements on the Likart scale is due solely to the target variable. ICC is high because any given subject tends to have the same score across the raters. ICC is also interpreted as the ratio of variance explained by the independent variable divided by total variance, where total variance is the explained variance plus variance due to the raters plus residual variance. High ICC is a result of no or little variance due to the raters and no residual variance to explain.

Based on the nature of Case 2 intraclass correlation with random effects that was used, the results obtained can be generalized to other raters.
Discussion

The results show that time spent to complete software development of selected use cases $C_1$ and $C_2$ is shorter when using Panorama approach opposed to using Object-oriented approach (see Fig. 4). In Panorama approach the emphasis is on logical design stage, where business vocabulary is constructed and on testing stage, where actual data is inserted into the system and actual testing is performed. On the other hand with Object-oriented approach extra work is conducted in programming and physical design stage.

In average this results in 25% less time required to complete software development life cycle using Panorama approach towards Object-oriented. It has to be noted that this is valid for problem domains with emphasis on data oriented aspects rather than process oriented.

The results of questionnaire analysis (see Table 9) show that the experience of raters is higher in Object-oriented approach due to raters' background and high dissemination of Object-oriented approach in modern software development projects. Panorama approach is not as strong as Object-oriented approach in expressing dynamic aspects (e.g. processing) of the system, while it focuses on static aspects (e.g. structure). Notation and modeling language is slightly easier to learn in Panorama approach as it is mainly focused on data modeling techniques. The same applies to a priori technical knowledge for analysis and design. As progressing from design to implementation stage is concerned Panorama turns out to be preferred approach due to availability of automatic code generation and transformation from logical to physical design. Following JAD approach Panorama also emphasizes user participation and received better score than Object-oriented approach. An important aspect is also the effort for introducing additional functionalities in working software product, whereas Panorama approach scored higher than object-oriented approach because of almost nonexistent programming phase which is automatically implemented in Panorama tool.

4. Conclusions and future work

In this paper a software solution for facilitating associative thinking paradigm, Panorama, was presented. The main goal was to create a "user friendly" tool for information management and software development for people with low IT skills. This was accomplished by introducing visualization in multi-dimensional space with focus on the chosen node (object of observation) and its nearest neighbours (object’s context). Only semantically nearest nodes with appropriate attributes are being displayed with a possibility of freely traversing through information space by changing to the new object of observation. The user interface we have developed is very simple and pursues presenting and organizing the information on the screen in a way that user is not overloaded...
but still has the ability to expand the context and view the situation in all its extent (following focus + context information visualization techniques).

We can conclude that the conceptual idea of using associative thinking paradigm in computer aided software development was successfully realized in several real world cases. By following the proposed methodology with the Panorama tool, the user is given an opportunity to design the application and start using it, without extensive technical knowledge. Panorama especially minimizes the impact on the last two phases in Software Development Life Cycle (implementation and review), due to existence of all required mechanisms for updating and viewing the content of data vocabulary and controlling the input of data with referential integrity checking. Future trends in information visualization were also addressed. One of them was utilization of information visualization techniques in information systems development process that was realized in Panorama tool.

With the detailed comparison of Panorama approach to existing software development approaches Panorama is positioned as a specific problem-solving approach. It is not intended for process oriented domains, but rather for smaller environments, especially office management, CRM, record management, planning, maintenance etc. The conducted experiment pointed out that there was less time spent to complete software development of selected use cases than using Object-oriented techniques and approaches. One of the findings is also the effort distribution of Software Development activities. In Object-oriented approaches emphasis is on design and programming, while Panorama eliminates programming activity and is focused mainly on design and testing.

This research has several limitations as already pointed out in section 3. The Panorama approach is suitable only for problem domains that emphasis data oriented problem domains while it lacks to support the ones with process oriented aspects.

The results of this research could also assist ontology management community, where Panorama can be used as an ontology editor. Export of Panorama’s data vocabulary and known objects space to XML format is already supported, but clearly further work is required to make data available in ontological languages with more expressive power. In our future work we will therefore expand the variety of export formats that Panorama supports. Data from Panorama available in a form of ontology could enable reuse of knowledge in intelligent systems with inference capabilities to derive new knowledge.
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Abstract. The concept of complexity is used in many areas of computer science and software engineering. Software complexity metrics can be used to evaluate and compare quality of software development and maintenance processes and their products. Complexity management and measurement is especially important in novel programming technologies and paradigms, such as aspect-oriented programming, generative programming, and metaprogramming, where complex multi-language and multi-aspect program specifications are developed and used. This paper analyzes complexity management and measurement techniques, and proposes five complexity metrics (Relative Kolmogorov Complexity, Metalanguage Richness, Cyclomatic Complexity, Normalized Difficulty, Cognitive Difficulty) for measuring complexity of metaprograms at information, metalanguage, graph, algorithm, and cognitive dimensions.
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1. Introduction

Complexity is a difficult concept to define. Though the term “complexity” is used in many of 25 roadmaps for software [1] and can, e.g., be found in relation to software development, software metrics, software engineering for safety, reverse engineering, configuration management, empirical studies of software engineering [2], so far there is no exact understanding of what is meant by complexity with various definitions still being proposed. High complexity of a system usually means that we cannot represent it in a short and comprehensive description. L.C. Briand et al. [3] state that complexity (of a modular software system) is a system property that depends on the relationships among elements and is not a property of any isolated element. IEEE Std. 610.12:1990 [4] defines software complexity as “the degree to which a system or component has a design or implementation that is difficult to understand and verify”. Therefore, complexity relates both to comprehension complexity as well as to representation complexity.
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The other definition deals with psychological complexity (also known as cognitive complexity) of programs explaining that “true meaning of software complexity is the difficulty to maintain, change and understand software” [5]. There are 3 specific types of psychological complexity that affect programmer ability to comprehend software: problem complexity, system design complexity, and procedural complexity [6]. Problem complexity is a function of the problem domain. It is assumed that complex problem spaces are more difficult for a programmer to comprehend than simple problem spaces.

Knowledge-based perception of software complexity is described in [7] as a process of “translating” human-seen complexity into numbers. The process starts with an experiment that involves human beings and provides data with embedded knowledge about human perception of complexity. Data processing and analysis of data models lead to discovery of simple rules which represent human perception of software complexity.

From the organizational viewpoint, complexity of a system is defined with respect to number, dissimilitude and states’ variety of system elements and relationships between them [8]. These complexity variables enable distinction between structural (static) and dynamic complexity. Structural complexity describes the system structure at a defined point in time, and dynamic complexity represents the change of system configuration in time.

How to manage complexity? Many factors influence on better management of complexity. E.g., from the cognitive complexity viewpoint, the major factor is understandability [9]. One way to avoid exceeding the cognitive constraints and creating cognitive overload is to reduce the amount of information that needs to be stored in a short-term memory and to decrease the uncertainty of that information [10]. A common method to achieve this would be by creating new and useful abstractions. As a program is more than just the informative code during the process of understanding, a programmer’s level of expertise in a given domain, i.e., domain knowledge, greatly affects program understanding, as well as programmer’s knowledge. The commonly recognized principles for managing complexity are reducing the amount of information, decomposing a system into modules, abstracting or hiding information, and providing different levels of abstractions.

The abstraction level is the level of detail of a software system [11]. In this sense, abstraction is a basic property for understanding the reality and managing complexity of software systems. Abstraction is a gradual increase in the level of representation of a software system, when existing detailed information is replaced with information that emphasizes certain aspects important to the developer while other aspects are hidden. More abstract programming language mechanisms allow to replace complex and repeating low-level operations, and allow to address complex problems with less code and less programming errors.

Software design complexity is also related with design quality. As complexity increases, design quality also tends to decrease. To achieve the levels of quality needed in today’s complex software designs, quality must be designed in, not tested in. Thus the design-for-quality paradigm is becoming extremely important. In this context, M. Keating [12] proposed a simple
software design partitioning rules as a basis for a quantitative measure of complexity: *the number of modules at any level of hierarchy must be 7 +/- 2.*

The complexity growth forces researchers to seek for the adequate means for better management of complexity. A number of techniques has been identified and followed in software design practice that enforces higher program comprehensibility reuse and eases complexity management. These include various lexical conventions, design style conventions and design process conventions. The primary tasks are understanding of the complexity problem and finding of relevant measures for evaluating software complexity. These issues may have a direct influence on testability, performance, efficiency and other characteristics of software systems to be designed.

Software metrics have always been strongly related to the programming paradigm used by the respective researchers. E.g., McCabe’s Cyclomatic Complexity [13] was proposed for measuring the testing efforts of structural programs. For object-oriented programs, complexity metrics are based on special object-oriented (OO) features, such as the number of classes, depth of inheritance tree, number of subclasses, etc. [13]. With the arrival of new higher-level programming paradigms such as aspect-oriented programming, generic programming or metaprogramming, new complexity metrics should be defined, because metrics applied to programs implemented in different paradigms than the one they were developed for may report false results [14].

The aim of this paper is to contribute towards research in software complexity measurement and management by defining complexity metrics specifically for metapograms. The research is relevant because of the importance of ensuring metaprogram testability and reliability and developing effective metaprogram testing procedures, to which metaprogram complexity measures can contribute similarly to the contribution of software metrics to predict critical information about reliability and maintainability of software systems using automatic analysis of source code.

The outline of the paper is as follows. Section 2 discusses related works on complexity metrics. Section 3 analyzes evaluation of metaprogramming and metaprogram complexity. Section 4 describes the proposed metaprogram complexity metrics. Section 5 presents theoretical validation of the proposed metrics. Section 6 gives two examples of metaprogram complexity calculation. Finally, Section 7 presents conclusions and outlines future work.

### 2. Related Work on Complexity Metrics

Complexity is the intrinsic attribute of systems and processes through which systems are created. Complexity measures allow reasoning about system structure, understanding system behaviour, comparing and evaluating systems or foreseeing their evolution. System design complexity addresses complexity associated with mapping of a problem space into a given representation. An overall rating of system complexity (*System Complexity*) consists of the sum of the individual module complexities associated with the
module's connections to other modules (Structural Complexity) and the amount of work the module performs (Data Complexity) [15].

Structural complexity addresses the concept of coupling, i.e., the interdependence of modules of source code. It is assumed that the higher coupling between modules is, the more difficult it is for a programmer to comprehend a given module. Data complexity addresses the concept of cohesion, i.e., the intradependence of modules. In this case, it is assumed that the higher cohesiveness is, the easier it is for a programmer to comprehend a given module. The structural and data complexity measures are based on the module's fan-in, fan-out, and number of input/output variables. These metrics address system complexity at the system and module levels. Procedural complexity is associated with the complexity of the logical structure of a program assuming that the length of a program in Lines of Code (LOC) or the number of logical constructs such as sequences, decisions, or loops determines complexity of the program.

M. Rauterberg [16] addresses a similar problem, i.e., how to measure the cognitive complexity in human-computer interaction. He proposes to derive cognitive complexity (CoC) from behaviour complexity (BC), system complexity (SC) and task complexity (TC) as: CoC = SC + TC – BC.

S.D. Sheetz et al. [17] address complexity of the OO system at the application, object, method, and variable levels, and at each level propose the measures to account for the cohesion and coupling aspects of the system. Complexity of the OO system at each level is presented as a function of the measurable characteristics such as fan-in, fan-out, number of I/O variables, fan-up, fan-down, and polymorphism. Each measure is defined with adherence to the principles that measures must be intuitive and that they must be applicable to all phases of the OO development lifecycle.

Cyclomatic complexity is one of the more widelyaccepted static software metrics [13]. It is intended to be independent of the language and language format. The other metrics bring out other facets of complexity, including both structural and computational complexity: Halstead complexity measures [18] identify algorithmic complexity, measured by counting operators and operands; Henry and Kafura metrics [19] indicate coupling between modules (parameters, global variables, calls); Bowles metrics [13] evaluate the module and system complexity, coupling via parameters and global variables; Troy and Zweben [13] metrics evaluate modularity or coupling; complexity of structure (maximum depth of a structure chart). Wang's cognitive complexity measure [20] indicates the cognitive and psychological complexity of software as a human intelligence artefact. With the arrival of new programming paradigms, new complexity metrics have been proposed for aspect-oriented programming (AspectJ) [21] and generic programming (C++ Standard Template Library) [22].

There were efforts to describe formal properties of complexity metrics that could be used for evaluation and theoretical validation of complexity measures. J. Weyuker [23] introduces a set of syntactic software complexity properties as criteria and examines the strengths and weaknesses of the known complexity measures, which include statement count, cyclomatic
number, effort measure, and data flow complexity. L.C. Briand et al. [3] provide a theoretical framework for relating structural complexity, cognitive complexity and external quality attributes.

3. Complexity of metaprogramming and metaprograms

It is a well-known fact that the same algorithm implemented in different programming paradigms or languages can have very different complexity of description (i.e., description complexity is not a property of an algorithm but rather a property of an implementation language). For example, one study [24] shows that complexity of Quick Sort algorithm implementations measured using Halstead Volume, Program Effort and Program Difficulty metrics [18] is highest for C and lowest for Assembly and Visual Basic language programs.

Metaprogramming [25], as a paradigm for developing programs that create other programs, is a level of complexity above traditional programming paradigms. There are two types of metaprogramming: homogeneous metaprogramming and heterogeneous metaprogramming.

In case of homogeneous metaprogramming, we have two subsets of a domain language: one is dedicated for expressing domain functionality, and the other is used for managing variability at meta-level (generic parameters, templates, etc.). The developer has to know only one programming language syntax, the metaprogram is as readable as a domain program written in the same domain programming language, and the development flow uses the same development toolset. Therefore, the complexity of developing metaprograms using homogeneous metaprogramming technique is only slightly higher than complexity of traditional programming.

In case of heterogeneous metaprogramming, we have two different languages: a domain language itself and a metalanguage, which manipulates with source code of domain language programs. As a result, the cognitive complexity of heterogeneous metaprograms expressed in terms of their readability and understandability is significantly higher, because the developer must know, understand and use the syntactical constructs of two different languages in the same metaspecification. The development flow is significantly more complex: not only two development environments have to be used, but also the testing of metaprograms is a significant and time-consuming problem. Therefore, complexity of developing metaprograms using heterogeneous metaprogramming techniques is considerably higher than complexity of traditional programming.

Complexity measures may be helpful for reasoning about metaprogram structure, understanding the relationships between different parts of metaprograms, comparing and evaluating metaprograms. Here we distinguish between: 1) first-order properties, or characteristics, which are derived directly from the metaprogram description itself using simple mathematical actions such as counting, e.g., program size (count of symbols in a file); and 2)
second-order properties, or metrics, which cannot be derived directly from artefacts, but are calculated from the first-order properties.

Metaprogram complexity can be evaluated at several dimensions:

1) **Information**: Metaprogram as message (sequence of symbols) containing information with unknown syntax and structure.

2) **Metalanguage**: Metaprogram as annotated domain knowledge. Domain knowledge is expressed using a domain language, whereas domain variability is specified using a metalanguage. Such separation of domain and meta levels is a first step towards the creation of a metaprogram.

3) **Graph**: Metaprogram as a graph of execution paths, where a root is a metaprogram, the nodes are the metalanguage constructs, and the leaves are the domain program instances.

4) **Algorithm**: Metaprogram as a high-level program specification (algorithm), which contains a collection of functional (structural) operations. An operation may have one or more operands specified as metaprogram attributes (parameters).

5) **Cognition**: Metaprogram as a number of different information units available for human cognition. A unit may represent either a metalanguage construct (macro, template, function), its argument or a meta-parameter.

### 4. Metaprogram Complexity Metrics

We use the following metrics for evaluating complexity at different dimensions of a metaprogram: Relative Kolmogorov Complexity (RKC), Metalanguage Richness (MR), Cyclomatic Complexity (CC), Normalized Difficulty (ND), and Cognitive Difficulty (CD).

#### 4.1. Information dimension: Relative Kolmogorov Complexity

There are several methods to evaluate informational software complexity such as Shannon entropy, computational complexity, network complexity and topological complexity. We use the algorithmic complexity metric also known as **Kolmogorov Complexity** [26]. Kolmogorov complexity is a measure of randomness of strings and other objects based on their information content. Kolmogorov Complexity measures complexity of an object by the length of the smallest program that generates it. Suppose, we have an object \( x \) and a description system (e.g., a programming language) \( \varphi \) that maps from a description \( w \) to this object. Kolmogorov Complexity \( K_{\varphi}(x) \) of an object \( x \) is the size of the shortest program in the description system \( \varphi \) capable of producing \( x \) on a universal computer:

\[
K_{\varphi}(x) = \min_w \{ \| w \| : \varphi_w = x \} \tag{1}
\]
Different description systems can provide distinct values of $K(x)$, but one can prove that the differences are only up to a fixed additive constant. Intuitively, Kolmogorov Complexity $K(x)$ is the minimal size of information required to generate $x$ by an algorithm. Unfortunately, it cannot be computed in the general case and must be approximated. Usually, compression algorithms are used to give an upper bound to Kolmogorov Complexity. Suppose that we have a compression algorithm $C_i$. Then, a shortest compression of $w$ in the description system $\phi$ will give the upper bound to information content in $x$:

$$\forall i \exists C_i \exists \phi \phi(x) \leq C(x) \leq \min_i \|C_i\|_{\phi} = x$$

(2)

Kolmogorov Complexity has been used earlier (under the name of Generative Software Complexity) to measure the effectiveness of applying program generation techniques to software [27]. Program generators were defined as compressed programs, and the shortest generator is assumed to have maximal generative complexity.

Here we evaluate the complexity of a metaprogram $M$ using the Relative Kolmogorov Complexity (RKC) metric, which can be calculated using a compression algorithm $C$ as follows:

$$RKC = \frac{\|C(M)\|}{\|M\|}$$

(3)

where $\|M\|$ is the size of a metaprogram $M$, and $\|C(M)\|$ is the size of a compressed metaprogram $M$.

A high value of RKC means that there is a high variability of text content, i.e., high complexity. A low value of RKC means high redundancy, i.e., the abundance of repeating fragments in metaprogram code.

### 4.2. Metalanguage dimension: Metalanguage Richness

Metaprogram $M$ can be defined as a collection of domain language statements with corresponding annotations (metadata) expressed symbolically: $O = \{ (s, m) \mid s, m \in \Sigma^* \}$, where $s$ is a domain language statement, $m$ is the metadata of $s$, and $\Sigma^*$ is a string of symbols from alphabet $\Sigma$. For the evaluation of metaprogram complexity at the metalanguage dimension, we use the Metalanguage Richness (MR) metric:

$$MR = \frac{\sum_{m \in M} \|m\|}{\|M\|}$$

(4)
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where $|M|$ is the size (length) of a metaprogram $M$, and $|m|$ is the size (length) of the metalanguage constructs in a metaprogram $M$.

A higher value of MR means that a metaprogram contains more metadata and its description is more complex.

4.3. Graph dimension: Cyclomatic Complexity

Cyclomatic Complexity (CC) [28] of a program directly measures the number of linearly independent paths through a program’s source code from entrance to each exit. For metaprograms, CC is equal to the number of distinct domain program instances that can be generated from a metaprogram.

A metaprogram $M$ can be defined as a function $\Phi(M): P \rightarrow I$ that maps from a set of its parameters $P$ to a set of its domain program instances $I$. Following this definition, CC of a metaprogram is equal to the cardinality of a set of the distinct domain program instances described by a metaprogram.

$$CC = |\text{cod } \Phi| = |I|$$ (5)

Since $\Phi$ is an injective function, which associates distinct metaprogram parameter values with distinct domain program instances, the cyclomatic complexity of a metaprogram $M$ can be computed using only the interface description of a metaprogram. For independent parameters, the value of CC can be calculated as a product of the number of allowed parameter values for each parameter of a metaprogram:

$$CC = \prod_{p \in P} |\text{dom } p|$$ (6)

A higher value of CC indicates higher complexity of the metaprogram’s parameter set (meta-interface).

4.4. Algorithmic complexity: Normalized Difficulty

A functional program specification $S$ is a sequence of functions $S = \{f | f \in F\}$, where $f : (a, a \in A) \rightarrow A$ is a specific function (operator) that may have a sequence of operands as its arguments, and $A$ is a set of function operands. For metaprograms we accept that operations are specified as metalanguage functions, and operands are specified as metaprogram parameters. For the evaluation of metaprogram complexity at the algorithm dimension, we use the Halstead complexity metrics [18]. From a metaprogram we derive the number of distinct operators $n_1 = |F|$, the number of distinct operands $n_2 = |A|$, the total number of operators $N_1 = |S|$, the total number of operands $N_2 = \sum_{f \in S} |A|$. 
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Halstead Difficulty $D$ indicates the cognitive difficulty of a program:

$$D = \left( \frac{n_1}{2} \right)^{N_2}$$

(7)

The Halstead Volume $V$ measures the size of a program specification:

$$V = N \log_2 n$$

(8)

For evaluating metaprogram complexity at the algorithm dimension we propose the Normalized Difficulty (ND) metric, which is a normalized ratio of the cognitive difficulty and size metrics:

$$ND = \frac{n_1 N_2}{(N_1 + N_2)(n_1 + n_2)}$$

(9)

The ND metric measures the complexity of a metaprogram as an algorithm. A high value of the ND metric means that metaprogram is highly complex in terms of time and effort required to understand it.

4.5. Cognitive complexity: Cognitive Difficulty

Following the works of G. Miller [29] stating that humans can hold 7 (+/- 2) chunks of information in their short-term memory at one time, and M. Keating [12], who claims that the number of modules at any level of software hierarchy must be 7 +/- 2, for evaluating complexity of metapograms we propose the Cognitive Difficulty (CD) metric. Cognitive Difficulty is calculated as the maximal number of meta-level units (metaparameters $P$, metalanguage constructs $N_1$, or their respective arguments $N_2$) in a metaprogram.

$$CD = \max(P . N_1 . N_2)$$

(10)

The proposed metaprogram complexity metrics are summarized in Table 1.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Objects of measurement</th>
<th>Meaning for a metaprogram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Kolmogorov Complexity</td>
<td>Object: metaprogram</td>
<td>High variability of content</td>
</tr>
<tr>
<td></td>
<td>Program: compressed metaprogram</td>
<td></td>
</tr>
<tr>
<td>Metalanguage Richness</td>
<td>Data: domain language constructs</td>
<td>Complexity of description at meta level</td>
</tr>
<tr>
<td></td>
<td>Metadata: metalanguage constructs</td>
<td></td>
</tr>
<tr>
<td>Cyclomatic Complexity</td>
<td>Independent paths: number of distinct instances</td>
<td>Complexity of a meta-interface</td>
</tr>
<tr>
<td>Normalized Difficulty</td>
<td>Operators: metalanguage functions</td>
<td>Algorithmic complexity of a</td>
</tr>
<tr>
<td></td>
<td>Operands: metaprogram parameters</td>
<td></td>
</tr>
</tbody>
</table>
5. **Theoretical validation of complexity metrics**

Validation of software metrics is important to ensure that metrics are accepted by the scientific community and used properly. There are two methods of metrics validation: *theoretical* and *empirical* [30]. Theoretical validation ensures that the metric is a proper numerical characterization of software property it claims to measure. Empirical validation relates metrics with some important external attributes of software (such as the number of faults). While both types of validation are necessary, the empirical validation requires much time and many researchers to contribute since many studies need to be performed to gather convincing evidence from many real-world libraries and applications that a metric is valid. The domain of metaprogram complexity research is not mature yet, therefore while there are open metaprogram libraries available (such as Boost [31] in C++) for such research currently there are not sufficient data available publicly on the external characteristics of such metaprograms such as reliability or maintainability.

Therefore, we validate the proposed metaprogram complexity metrics theoretically using Weyuker's properties [23], a set of formal properties that can be used to evaluate any software metrics.

**Property 1** (Eq. 11) will be satisfied when we can find two metaprograms of different complexity. All proposed complexity metrics satisfy Property 1.

\[
(\exists P)(\exists Q)(|P| \neq |Q|)
\]  

**Property 2** is satisfied when there are finitely many programs of complexity \( c \), where \( c \) is a non-negative number. The property is not satisfied for all complexity measures that are size-independent (scaled). Therefore Property 2 is not satisfied for all proposed metaprogram complexity metrics.

**Property 3** (Eq. 12) is satisfied if we can find two distinct metaprograms that have equal complexity. The property is satisfied by all proposed metaprogram complexity metrics.

\[
(\exists P)(\exists Q)(P \neq Q)(|P| = |Q|)
\]  

**Property 4** (Eq. 13) is satisfied if equivalent metaprograms of different complexity can be written. The property is not satisfied by RKC and MR metrics.

\[
(\exists P)(\exists Q)(P \equiv Q)(|P| \neq |Q|)
\]  

**Property 5** (Eq. 14) is satisfied if after concatenating two metaprograms, the complexity of the merged metaprogram increases beyond individual
complexities of original metaprograms. The property is satisfied by all metrics, except MR (because of averaging).

\( \forall P \forall Q \left| P \right| = \left| Q \right| \leq \left| P + Q \right| \)  \hspace{1cm} (14)

**Property 6** (Eq. 15) is satisfied if concatenation of two equal complexity metaprograms with some other metaprogarm gives different complexity metaprograms. The property is satisfied by all metrics (because metaprograms can have common metaparameters, but distinct metabolies).

\( \exists P \exists Q \exists R \left| P \right| = \left| Q \right| \land \left| P; R \right| \neq \left| Q; R \right| \)  \hspace{1cm} (15)

**Property 7** is satisfied if by permuting the order of statements in a metaprogram, the complexity of a metaprogram changes. The property is not satisfied by all metaprogram complexity metrics except RKC metric.

**Property 8** is satisfied if renaming of the symbols and variables of a metaprogram does not change the complexity of a program. The property is satisfied for all metaprogram complexity metrics except RKC metric.

**Properties 9a** (Eq. 16) and **9b** (Eq. 17) are satisfied when a two (or more) metaprograms are concatenated, the sum of complexities of the original metaprograms is less than the complexity of the bigger metaprogram. The property is satisfied by RKC (because the concatenation provides more opportunities for compression), CC (because adding new metaparameters leads to geometrical increase of metaprogram instance number), CD (because two metaprograms can have the same metaparameters, metalanguage constructs or their arguments) metrics. Properties 9a and 9b are not satisfied by MR metric (because combining two metaprograms will not lead to their increased coupling). Only property 9a is satisfied by ND metric.

\( \exists P \exists Q \left| P \right| + \left| Q \right| < \left| P; Q \right| \)  \hspace{1cm} (16)

\( \forall P \forall Q \left| P \right| + \left| Q \right| \leq \left| P; Q \right| \)  \hspace{1cm} (17)

**Table 2. Summary of metaprogram complexity validation**

<table>
<thead>
<tr>
<th>Complexity metric</th>
<th>Weyuker's property</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>RKC</td>
<td>+</td>
</tr>
<tr>
<td>MR</td>
<td>+</td>
</tr>
<tr>
<td>CC</td>
<td>+</td>
</tr>
<tr>
<td>ND</td>
<td>+</td>
</tr>
<tr>
<td>CD</td>
<td>+</td>
</tr>
</tbody>
</table>

The results of theoretical validation are summarized in Table 2. Note that Weyuker’s properties were developed for procedural languages. Hence, there might be possibility that a proposed metaprogram complexity measure may not satisfy all the properties, but still may be valid for metaprogramming.
domain as, e.g., some object-oriented metrics that do not satisfy Weyuker's properties are still considered valid for object-oriented programs [32].

6. Example of metaprogram complexity calculation

6.1. Heterogeneous metaprogramming

We demonstrate the complexity calculation of the heterogeneous metaprogram developed for hardware design domain. In hardware design domain, a great number of similar domain entities exist. For example, the most widely used hardware library components are gates (see Fig. 1; in VHDL), which implement a particular logical function. The hardware designer requires many different gate components implementing different functions and having a different number of inputs. All these components are very similar to each other both syntactically and semantically, and thus they constitute a component family.

```
entity gate is
  port ( X1, X2 : in bit; Y : out bit );
end gate;

architecture behave_gate of gate is
  begin
  Y <= X1 and X2;
end behave_gate;

entity gate is
  port ( X1, X2, X3 : in bit; Y : out bit );
end gate;

architecture behave_gate of gate is
  begin
  Y <= X1 or X2 or X3;
end behave_gate;
```

Fig. 1. Instances of VHDL gate family: a) 2-input AND gate, and b) 3-input OR gate

Next, we develop a metaprogram, which describes a gate component family. For example, the identified generic parameters and their values for the gate component family are as follows:

\[ \text{Gate function} = \{ \text{AND, OR, XOR, NAND, NOR, XNOR} \} \]
\[ \text{Gate inputs} = \{ \text{integer numbers from 2 to 8} \} \]
A *gate* metaprogram (see Fig. 2) was developed using Open PROMOL [33] metalanguage. The metaprogram has 2 parameters, 3 metalanguage functions, and its size is 291 B.

```
$  
"Enter gate function: "  {and, or, xor, nor, nand, xnor}  f := and;  
"Enter number of inputs:"  {2..8}  num := 2;  
$  
entity gate is  
  port ( @gen[num,(,1)] : in bit; Y : out bit );  
end gate;  
architecture behave_gate of gate is  
  begin  
  Y <= @gen[num, { @sub[f] }];  
end behave_gate;  
```

**Fig. 2.** Generic gate described using Open PROMOL metalanguage

We calculate RKC value using a BWT (*Burrows-Wheeler Transform*) compression algorithm, because currently it allows achieving best compression results for text-based information and thus allows to better approximate information content. The size of the *gate* metaprogram is 271 B. The size of the compressed metaprogram will put the upper limit on its information content. After compression we obtain 245 B, therefore RKC value of a *gate* metaprogram is equal to 245/271 = 0.90.

We calculate MR of the *gate* metaprogram by calculating the size of its metainterface and the length of its metalanguage functions, which is equal to 139 B. Therefore, its MR value is equal to 139/271 = 0.51.

Cyclomatic Complexity of a metaprogram is a number of different program instances that can be generated from it. The metric can be calculated as the number of distinct metaprogram parameter values. Parameters $f$ and $num$ are independent. Parameter $f$ can have 6 different values, and parameter $num$ can have 7 values. The *gate* metaprogram covers a family of $6 \times 7 = 42$ different component instances. Therefore, its CC value is 42.

The *gate* metaprogram has 3 metalanguage functions, 2 distinct functions (@gen, @sub), 4 metalanguage function arguments and 3 distinct arguments (num, {}, {@sub[f]}). Therefore, its ND is equal to: $\frac{2 \cdot 4}{(3+4)(2+3)} = \frac{8}{35} = 0.23$. From the same values, we calculate that its CD is $\max(2,3,4) = 4$.

The values of the calculated complexity metrics for the *gate* metaprogram are summarized in Table 3.

Based on the metaprogram complexity metric values we can make the following conclusions on complexity of the *gate* metaprogram. The RKC value is high, therefore the metaprogram almost has no repeating fragments, it is coded at a meta-level efficiently and there is hardly room for any additional generalization without introducing new parameters or widening the scope of the metaprogram. The MR value shows that metalanguage constructs cover only about a half of the metaprogram’s size, therefore, its understandability and readability is good. Following Frappier *et al.* [34], who introduce the
following boundaries of the CC values based on empirical research and practical implementations of large software systems: simple (1-10), slightly (moderately) complex (11-20), complex (21-50), over-complex and untestable (> 50), we conclude that due to large parameter space of the metaprogram, the exhaustive testability of its instances is complex. The CD value is below lower threshold (< 5) for short-term memorability of chunks of information as formulated by [29], therefore, cognitive complexity of the metaprogram is low.

**Table 3. Complexity measures of the gate metaprogram**

<table>
<thead>
<tr>
<th>Complexity dimension</th>
<th>Complexity metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information</td>
<td>Relative Kolmogorov Complexity (RKC)</td>
<td>0.90</td>
</tr>
<tr>
<td>Metalanguage</td>
<td>Metalanguage Richness (MR)</td>
<td>0.51</td>
</tr>
<tr>
<td>Graph</td>
<td>Cyclomatic Complexity (CC)</td>
<td>42</td>
</tr>
<tr>
<td>Algorithm</td>
<td>Normalized Difficulty (ND)</td>
<td>0.23</td>
</tr>
<tr>
<td>Cognitive</td>
<td>Cognitive Difficulty (CD)</td>
<td>4</td>
</tr>
</tbody>
</table>

Finally, we present complexity values calculated for Open PROMOL meta-programs created from Altera’s library for OrCAD VHDL components (Table 4). Altera’s library is a large collection of specific components, which are supposed to cover the entire circuit design domain (it contains 282 macro-functions and 73 primitives, i.e., 355 VHDL components at all). The components were generalized using Open PROMOL metalanguage to create a generic VHDL component library [35].

**Table 4. Complexity of Open PROMOL components of generic VHDL library**

<table>
<thead>
<tr>
<th>No.</th>
<th>PROMOL metaprogram</th>
<th>Complexity metric</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Serial multiplier</td>
<td>RKC 0.219 MR 0.03 CC 4 ND 0.229 CD 27</td>
<td>Simple</td>
</tr>
<tr>
<td>2</td>
<td>Trigger</td>
<td>RKC 0.271 MR 0.27 CC 80 ND 0.111 CD 52</td>
<td>Over-complex</td>
</tr>
<tr>
<td>3</td>
<td>Gate</td>
<td>RKC 0.502 MR 0.49 CC 181 ND 0.026 CD 26</td>
<td>Over-complex</td>
</tr>
<tr>
<td>4</td>
<td>Adder</td>
<td>RKC 0.478 MR 0.25 CC 4 ND 0.169 CD 20</td>
<td>Simple</td>
</tr>
<tr>
<td>5</td>
<td>Register</td>
<td>RKC 0.457 MR 0.34 CC 512 ND 0.136 CD 94</td>
<td>Over-complex</td>
</tr>
<tr>
<td>6</td>
<td>Multiplexer</td>
<td>RKC 0.507 MR 0.36 CC 32 ND 0.051 CD 22</td>
<td>Complex</td>
</tr>
<tr>
<td>7</td>
<td>Comparator</td>
<td>RKC 0.429 MR 0.31 CC 9 ND 0.123 CD 33</td>
<td>Simple</td>
</tr>
<tr>
<td>8</td>
<td>Shift Register</td>
<td>RKC 0.392 MR 0.31 CC 18 ND 0.091 CD 121</td>
<td>Moderate</td>
</tr>
<tr>
<td>9</td>
<td>Subtractor</td>
<td>RKC 0.378 MR 0.20 CC 4 ND 0.072 CD 84</td>
<td>Simple</td>
</tr>
<tr>
<td>10</td>
<td>Parallel multiplier</td>
<td>RKC 0.328 MR 0.38 CC 96 ND 0.092 CD 126</td>
<td>Over-complex</td>
</tr>
<tr>
<td>11</td>
<td>Register File</td>
<td>RKC 0.358 MR 0.24 CC 36 ND 0.084 CD 255</td>
<td>Complex</td>
</tr>
<tr>
<td>12</td>
<td>Counter</td>
<td>RKC 0.323 MR 0.28 CC 30 ND 0.044 CD 172</td>
<td>Complex</td>
</tr>
<tr>
<td>13</td>
<td>Multiplier</td>
<td>RKC 0.331 MR 0.64 CC 8 ND 0.092 CD 28</td>
<td>Simple</td>
</tr>
<tr>
<td>14</td>
<td>Divider</td>
<td>RKC 0.527 MR 0.38 CC 30 ND 0.096 CD 48</td>
<td>Complex</td>
</tr>
</tbody>
</table>
We evaluate the results presented in Table 4 as follows. Most complex metaprograms are those, which describe components with largest variability in the domain, thus requiring a larger number of parameters for selection of a specific instance and a larger number of metalanguage functions to represent their variability (see values of CC and CD metrics). Such metaprograms are difficult to test and maintain. Their complexity can be decreased by introducing hierarchical decomposition at the metaprogram level.

6.2. Homogeneous metaprogramming

As an example of complexity measurement of homogeneous metaprograms, we analyze Boost C++ Libraries [31]. Boost is a collection of open source libraries that extend the functionality of C++. To ensure efficiency and flexibility, Boost extensively uses C++ template metaprogramming techniques. In C++, the template mechanism provides a rich facility for computation at compile-time. Here we analyze complexity of template functions in a Boost.Math. This library several contributions in the domain of mathematics such as complex number and special mathematical functions. An example of such template function (a fragment) is presented in Fig. 3.

```cpp
template<class T>
inline T fabs(const std::complex<T>& z)
{
    return ::boost::math::hypot(z.real(), z.imag());
}
```

Fig. 3. An example of template function (fabs)

The complexity measurement results using the proposed metaprogram complexity metrics are presented in Table 5.

Template functions in the Boost.Math library are rather simple. They mostly have CC values either 3, 16 or 19 meaning that each template function has a single template parameter, which can accept either 3 floating point, 16 integer or 19 floating point and integer C++ type values. Only common_factor_ct has template function static_lcm, whose template parameters are numbers of long type rather than types. All template functions also have the same ND value, because all template references are to the same template parameter class and have only one template parameter, therefore the number of distinct metaprogram operators and operands is equal to 1, and ND is equal to 0.25. The value of the CD metric is larger for components, which have a larger number of template references. The values of the RKC and MR metrics are larger for smaller components, which have less domain language (C++ non-template) code. When evaluating testability and maintainability of Boost.Math library components, the CD value could be used using the boundaries proposed by Frappier et al. [34] (see last column of Table 5).
<table>
<thead>
<tr>
<th>No.</th>
<th>Template function</th>
<th>Complexity metric</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RKC</td>
<td>MR</td>
</tr>
<tr>
<td>1.</td>
<td>acos</td>
<td>0.229</td>
<td>0.037</td>
</tr>
<tr>
<td>2.</td>
<td>acosh</td>
<td>0.488</td>
<td>0.128</td>
</tr>
<tr>
<td>3.</td>
<td>asin</td>
<td>0.218</td>
<td>0.037</td>
</tr>
<tr>
<td>4.</td>
<td>asinh</td>
<td>0.488</td>
<td>0.144</td>
</tr>
<tr>
<td>5.</td>
<td>atan</td>
<td>0.423</td>
<td>0.116</td>
</tr>
<tr>
<td>6.</td>
<td>atanh</td>
<td>0.231</td>
<td>0.035</td>
</tr>
<tr>
<td>7.</td>
<td>bessel</td>
<td>0.149</td>
<td>0.157</td>
</tr>
<tr>
<td>8.</td>
<td>beta</td>
<td>0.134</td>
<td>0.090</td>
</tr>
<tr>
<td>9.</td>
<td>binomial</td>
<td>0.373</td>
<td>0.201</td>
</tr>
<tr>
<td>10.</td>
<td>cbrt</td>
<td>0.438</td>
<td>0.144</td>
</tr>
<tr>
<td>11.</td>
<td>common_factor_ct</td>
<td>0.171</td>
<td>0.042</td>
</tr>
<tr>
<td>12.</td>
<td>common_factor_rt</td>
<td>0.160</td>
<td>0.043</td>
</tr>
<tr>
<td>13.</td>
<td>cos_pi</td>
<td>0.410</td>
<td>0.216</td>
</tr>
<tr>
<td>14.</td>
<td>digamma</td>
<td>0.224</td>
<td>0.061</td>
</tr>
<tr>
<td>15.</td>
<td>ellint_1</td>
<td>0.242</td>
<td>0.133</td>
</tr>
<tr>
<td>16.</td>
<td>ellint_2</td>
<td>0.264</td>
<td>0.167</td>
</tr>
<tr>
<td>17.</td>
<td>ellint_3</td>
<td>0.213</td>
<td>0.116</td>
</tr>
<tr>
<td>18.</td>
<td>ellint_rc</td>
<td>0.391</td>
<td>0.137</td>
</tr>
<tr>
<td>19.</td>
<td>ellint_rd</td>
<td>0.354</td>
<td>0.121</td>
</tr>
<tr>
<td>20.</td>
<td>ellint_rf</td>
<td>0.363</td>
<td>0.127</td>
</tr>
<tr>
<td>21.</td>
<td>ellint_rj</td>
<td>0.320</td>
<td>0.105</td>
</tr>
<tr>
<td>22.</td>
<td>erf</td>
<td>0.210</td>
<td>0.055</td>
</tr>
<tr>
<td>23.</td>
<td>expint</td>
<td>0.234</td>
<td>0.038</td>
</tr>
<tr>
<td>24.</td>
<td>expm1</td>
<td>0.279</td>
<td>0.172</td>
</tr>
<tr>
<td>25.</td>
<td>fabc</td>
<td>0.666</td>
<td>0.150</td>
</tr>
<tr>
<td>26.</td>
<td>factorials</td>
<td>0.244</td>
<td>0.141</td>
</tr>
<tr>
<td>27.</td>
<td>fpclassify</td>
<td>0.146</td>
<td>0.086</td>
</tr>
<tr>
<td>28.</td>
<td>gamma</td>
<td>0.138</td>
<td>0.140</td>
</tr>
<tr>
<td>29.</td>
<td>hermite</td>
<td>0.421</td>
<td>0.208</td>
</tr>
<tr>
<td>30.</td>
<td>hypot</td>
<td>0.396</td>
<td>0.211</td>
</tr>
<tr>
<td>31.</td>
<td>laguerre</td>
<td>0.260</td>
<td>0.164</td>
</tr>
<tr>
<td>32.</td>
<td>lanczos</td>
<td>0.225</td>
<td>0.070</td>
</tr>
<tr>
<td>33.</td>
<td>legendre</td>
<td>0.237</td>
<td>0.136</td>
</tr>
<tr>
<td>34.</td>
<td>log1p</td>
<td>0.204</td>
<td>0.112</td>
</tr>
<tr>
<td>35.</td>
<td>modf</td>
<td>0.293</td>
<td>0.233</td>
</tr>
<tr>
<td>36.</td>
<td>next</td>
<td>0.202</td>
<td>0.085</td>
</tr>
<tr>
<td>37.</td>
<td>octonion</td>
<td>0.030</td>
<td>0.013</td>
</tr>
<tr>
<td>38.</td>
<td>pow</td>
<td>0.239</td>
<td>0.196</td>
</tr>
<tr>
<td>39.</td>
<td>powm1</td>
<td>0.390</td>
<td>0.254</td>
</tr>
<tr>
<td>40.</td>
<td>quaternion</td>
<td>0.059</td>
<td>0.029</td>
</tr>
<tr>
<td>41.</td>
<td>round</td>
<td>0.274</td>
<td>0.229</td>
</tr>
<tr>
<td>42.</td>
<td>sign</td>
<td>0.516</td>
<td>0.155</td>
</tr>
<tr>
<td>43.</td>
<td>sin_pi</td>
<td>0.471</td>
<td>0.209</td>
</tr>
<tr>
<td>44.</td>
<td>sinc</td>
<td>0.215</td>
<td>0.098</td>
</tr>
<tr>
<td>45.</td>
<td>sinh</td>
<td>0.224</td>
<td>0.084</td>
</tr>
<tr>
<td>46.</td>
<td>spherical_harmonic</td>
<td>0.210</td>
<td>0.150</td>
</tr>
<tr>
<td>47.</td>
<td>sqrt1pm1</td>
<td>0.468</td>
<td>0.238</td>
</tr>
<tr>
<td>48.</td>
<td>trunc</td>
<td>0.276</td>
<td>0.225</td>
</tr>
<tr>
<td>49.</td>
<td>zeta</td>
<td>0.257</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Table 5. Complexity of components of Boost.Math library
7. Conclusions and Future Work

Complexity of metaprosgrams and metaprogramming techniques is an important factor in developing and maintaining generic components and software generators. Complexity of metaprosgrams can be evaluated at several dimensions (information, metalanguage, graph, algorithm, cognition) using a variety of measures adopted from information theory and software engineering domain. Such metrics can be used to rank metaprosgrams based on their complexity values, to assess testability and maintainability of metaprosgrams, and can be used by reusable software library developers for evaluating complexity of their work artefacts. Despite the lack of larger-scale empirical validation, we still expect that metaprog complexity metrics could be used to indicate poorly written or untestable metaprosgrams, when the metric values exceed predefined maximal or minimal boundaries.

Future work will focus on the empirical validation of proposed metrics using open metaprog libraries implemented in different metalanguages.
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Abstract. This paper addresses the problem of time-dependent shortest multimodal path in complex and large urban areas. This problem is one of the important and practical problems in several fields such as transportation, and recently attracts the research focus due to developments in new application areas. An adapted evolutionary algorithm, in which chromosomes with variable lengths and particularly defined evolutionary stages were used, was employed to solve the problem. The proposed solution was tested over the dataset of city of Tehran. The evaluation consists of computing shortest multimodal path between 250 randomly selected pairs of origins and destination points with different distances. It was assumed that three modes of walking, bus, and subway are used to travel between points. Moreover, some tests were conducted over the dataset to illustrate the robustness of method. The experimental results and related indices such as convergence plot show that the proposed algorithm can find optimum path according to applied constraints.
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1. Introduction

Finding optimum path between two designated points is one of the classic and fundamental problems in the network analysis [6, 13]. According to literature, this problem and its variations have been extensively investigated in different fields. One of the most interesting application domains is transportation in which the problem in various forms including classic, constrained, dynamic, and multi-criteria can be recognized [29]. Moreover, recent developments in intelligent transportation system (ITS), Location-based Services (LBS) and route advisory systems have led many researchers to concentrate further on different aspects of problem [2, 6, 9, 15, 22, 35, 36].

Multimodal transportation systems are public, ordinary networks in urban areas, particularly in metropolises where the citizens may utilize the combinations of several modes of transportation such as personal car, taxi, subway, tram, bus, and walking. Using these networks brings real benefits for
citizens by saving their time and cost, and also greatly assists sustainable development of metropolises with reduction of traffic jams and air pollutions.

Multimodal shortest path problem is concerned with finding a path from a specific origin to a specific destination in a given multimodal network while minimizing total associated cost. The complexity of finding multimodal route is obviously much higher than monomodal one. In the multimodal networks several modes of transportation operate concurrently under the changing conditions. Since using a multimodal network requires information about timetables of vehicles, it is necessary to have some information about departure time of travel to solve the problem. Due to this nature of these networks, they can be considered as dynamic networks in which travel time associated to each arc changes with time [21, 37].

A novel formulation and evolutionary-based solution is proposed in this paper to compute single-objective shortest path on multimodal networks, taking both travel and switching time into account. It is assumed that the multimodal network consists of three modes of walking, bus, and subway and the arcs of network have time-dependent weights. In the remainder of this paper, in section 2, the related researches are reviewed. Section 3 gives a detailed description and formulation of the multimodal shortest path problem, and moreover, states proposed solution to the problem in detail. In Section 4, the solution is examined as a case study, and the results are evaluated to show the proficiency of proposed method. Finally, section 5 concludes with the extensions of the proposed solution.

2. Review of Related Research

There have been many research on computing multimodal shortest paths. A considerable portion of them is about finding solutions for static multimodal shortest path problem [12, 27, 28, 34]. Most of these algorithms approximate waiting time of transfer according to headway, or using generating of artificial waiting time arcs [11]. But, recent researches have changed the direction towards working on dynamic solutions.

Battista et al. [7] introduced a heuristic approach called path composition approach for finding reasonable routing rules on multimodal networks based on what a user probably chooses. They used these composition rules to concatenate small number of good sub-paths to create the shortest path.

Modesti and Sciomachen presented an approach based on the classical shortest path problem for finding multi-objective shortest paths in urban multimodal transportation networks with objectives of minimizing the overall cost, time, and users’ discommodity associated with the required paths. They used an ad hoc utility function to assign the weights to arcs according to their cost and time while simultaneously considered the preferences of the users related to all of the possible transportation modalities [26].

The temporal intermodal optimum path algorithm, which was proposed by Ziliaskopoulos and Wardell according to the principles of dynamic
programming, took the delays at modes, and arc switching points into account. Their Time-Dependent Intermodal Least Time Path (TDILTP) algorithm was based on a general framework in which the routes from all origins, departure time, and modes to a destination node are computed [37]. The TDILTP algorithm operates in a label-correcting manner, assuming that dynamic travel time of arcs and actual schedules of transit lines are known. Chang et al. extended the TDILTP algorithm to calculate Time-Dependent Intermodal Minimum Cost Paths (TDMICP) from all origins and departure time to a destination node, based on time-dependent, fixed travel and transfer costs [11]. Despite the time-invariant problems, this algorithm considered time as an index, which determines the feasibility of a path, while a separate cost function is optimized.

Lozano and Storchi proposed a multimodal shortest path algorithm to find the shortest viable path, in which paths with illogical sequences of used modes were eliminated [23]. They used label correcting techniques and an ad hoc modification of the Chronological Algorithm (Chrono-SPT) which was proposed by Pallottino and Scutella [29] to solve the problem. They extended their algorithm to calculate the viable hyperpath [24].

Abdelghany and Mahmassani proposed an algorithm to calculate intermodal paths based on a multi-objective shortest path algorithm, where the set of non-dominated paths was computed and an optimum path is selected among them based on a generalized cost function[1].

Another research was conducted by Sherali et al. in the Route Planner Module of Transportation Analysis Simulation System (TRANSIMS) [33]. They proposed a dynamic programming-based approach for the time-dependent, label-constrained shortest path problem by adapting existing partitioned shortest path algorithmic schemes.

Bielli et al. proposed a framework to address both algorithmic approaches proposed for solving the multimodal shortest path problem and a transportation network modeling using geographic information systems (GIS) [10]. They developed a modified version of k-shortest path algorithm to define an efficient solution for multimodal shortest path with time constraints.

A new graph structure, namely transfer graph, was introduced by Ayed et al. to model the multimodal networks [4]. A transfer graph is described by a set of sub-graphs called components. They proposed an algorithm to deal with multi-objective route guidance problem in the time-dependent multimodal network. The advantage of their algorithm was the capabilities to find the multimodal route when all involved networks are kept separated, which imply to be accessed separately.

Qu and Chen proposed a hybrid multi-criteria decision making method combining the fuzzy Analytic Hierarchy Process (AHP) and Artificial Neural Network (ANN) to find the multimodal, multi-criteria paths [31]. They used fuzzy AHP to find the suitable initial input-hidden weights to improve the efficiency of ANN. The improved ANN with error back-propagation is applied to study the relationships between criteria and the alternatives performance. They used this approach to find the best way from a certain origin to a specific...
destination through a multimodal transportation network according to six main
criteria, which was extracted among 15 criteria.
In addition to these researches, some practical systems have been
developed, and most of them are in the form of multimodal route planners,
which include modules to find the shortest multimodal path for users. Some of
these systems are [8, 16, 20, 25, 30, 32].
The major weakness of these researches is that they were not carried out
on real dataset of any metropolises that include complex transportation
networks. In these cities, search spaces are too large and highly complex.
Thus, the problem will be too complex to be solved by traditional methods,
and efficient optimization strategies are required to deal with this difficulty.

3. Proposed Solution for Time-dependent Shortest Path
An evolutionary-based framework has been developed in this paper to find the
optimum solution for the multimodal shortest path problem (Fig. 1). The
framework consists of two main parts. One part is the multimodal shortest
path module, in which some parameters such as origin and destination, start
time, and transportation modes are introduced to the engine. The engine of
this module, which works based on an adapted evolutionary algorithm,
computes the optimum path according to the input parameters and a
godatabase. It is possible for user to introduce his/her contextual information
such as age and health level to engine of this module to have more suitable
solutions. The other part of the framework is geodatabase. This part includes
all necessary information both in spatial and attribute format, which broadly
are divided into two groups of pathways and SST.

![Fig. 1. Proposed framework for multimodal shortest path finder](image-url)

The remainder of this section consists of three parts to explain the
proposed solution in details. An introduction to evolutionary algorithms is
described in section 3.1. Then, the basic formulation of the problem is
discussed in section 3.1, and proposed solution for finding shortest paths in multimodal networks are described in sections 3.3.

3.1. Evolutionary Algorithm

The evolutionary algorithm is a class of optimization methods that simulate the process of natural evolution [17, 18, 19]. Evolutionary computing comprises genetic algorithm (GA), genetic programming, evolutionary programming, evolutionary strategy, and classifier systems [5]. This algorithm is also a member of a group of methods, known as meta-heuristics. This set of techniques includes simulated annealing method, tabu search method, ant colony algorithm, bee algorithm, particle swarm optimization, artificial immune systems, and distributed reinforcement learning, and has been proposed to solve the difficult possible optimization problems [14].

Genetic algorithms (GAs) were invented by John Holland in the 1960s [19] and were developed by Holland, his students, and colleagues at the University of Michigan in the 1960s and the 1970s [17]. The general algorithm of this approach is as follows:

Algorithm 1: Evolutionary Algorithm
initialize population
evaluate population
do while (termination-criteria is not satisfied)
    select parents for reproduction
    perform recombination and mutation
    evaluate
loop

GA is different from other heuristic methods in several ways. The most important difference is that GA works on a population of possible solutions, while the other heuristic methods use a single solution in their iterations. The general acceptance is that GA is particularly suited to multidimensional global search problems where the search space potentially contains multiple local minima [18]. The basic GA does not require extensive knowledge of the search space, such as likely solution bounds or functional derivatives. Moreover, GA has a number of other advantages, some of them are (i) the concept is easy to understand, (ii) modular, separate from application, (iii) supports multi-objective optimization, (iv) easy to exploit previous or alternate solutions, (v) there is always an answer, (vi) answer gets better with time, (vii) ability to scan a vast solution set quickly, (viii) bad initial solution do not influence the end solution negatively, (ix) are useful and efficient when the search space is large, complex, or poorly understood. According to these considerable advantages of GA, this approach may be the first candidate when someone wishes to solve an optimization problem. Further information on genetic algorithms can be found in [3, 18].
3.2. Basic Formulation of Problem

In contrast with finding monomodal paths, computing the shortest multimodal path may encounter some difficulties. The algorithm should take into account all service lines and transportation modes that pass one station according to their temporal schedules. Furthermore, it is necessary to model the waiting time when the services/modes are changed. The differences between a monomodal and multimodal path are illustrated through an example. As depicted in Fig. 2, it is assumed that there are three service lines and a number of bus stops. Each service line, $SL_i$, is represented by the sequence of stops. For example, $SL_3 = (\ldots, 301, 102, 103, 202, 203, 401, \ldots)$ shows the service line with ID number 3 that passes through the stations mentioned. Each line has a departure timetable and it is possible to build a timetable for each of the stations according to the temporal distance of preceding stations and the line number. If the non-temporal monomodal path from $O$ to $D$ is represented by $Path(O,D) = (O, 101, 102, 103, 202, 203, 204, 205, D)$, then this sequence may coincide with different multimodal paths such as the following:

a) Walking from $O$ to $S_{101}$, waiting for the bus at $S_{103}$ by $SL_1$, walking from $S_{103}$ to $S_{202}$, waiting for the bus at $S_{202}$, going by $SL_3$ to $S_{205}$, and finally walking to $D$.

b) Walking from $O$ to $S_{101}$, waiting for the bus at $S_{103}$ by $SL_1$, waiting to change to another bus, going by $SL_2$ to $S_{203}$, again waiting for a bus change, then going by $SL_3$ to $S_{205}$, and finally walking to $D$.

c) Walking from $O$ to $S_{102}$, waiting for the bus at $S_{102}$, going to $S_{203}$ by $SL_2$, waiting to change the bus, going by $SL_3$ to $S_{205}$, and finally walking to $D$.

Obviously, each of these paths may have a different corresponding total cost.

![Sample service lines in a multimodal network](image)
Let the multimodal transportation network be assumed as a directed labeled multigraph of \( G (N, A, L_N, L_A, M_N, M_A, \psi, \omega) \). \( N = N_B \cup N_S \) is the set of nodes consisting of bus stops \( (N_B) \) and subway stations \( (N_S) \). \( A \) is a multiset of arcs comprising different passes of service lines and walking paths. \( L_N \) is a set of node labels showing associated IDs of stops (stations), and \( L_A \) is a set of arc label showing the service line IDs and departure orders for buses and subways. \( M_N: N \to L_N \) is the node labeling function associates a label from \( L_N \) with each node. \( M_A: A \to L_A \) is the arc labeling function that associates a label from \( L_A \) with each arc. \( \psi: A \to N \times N \) is the incidence function which associates a pair of nodes from \( N \) with each edge in \( A \). \( \omega: A \times \mathbb{N} \cup \{0\} \to \mathbb{R}^+ \) is the weight function, which associates a weight with each arc in \( A \). The weights of arcs represent the time duration required to travel between two nodes with specific departure time.

The cost of each multimodal path consists of two main parts of traveling and waiting time. Traveling time shows the duration of traveling, and waiting time represents the periods when someone changes the service line(s) of transportation. The time it takes to switch between bus and subway mode consists of two parts of walking and waiting. Walking, which is simulated as the connecting arc, is added to travel time. Consequently, as the following formulation demonstrates, the objective function of finding a multimodal shortest path between an origin \((O)\) and a destination \((D)\) consists of two general parts of minimizing the weights of used arcs (first summations) and minimizing the waiting time (second summations) when the modes are changed.

\[
\min \sum_{i \in A} \sum_{l=0}^{D} \sum_{j=0}^{D} x_{ij}^l \omega_{ij} + \sum_{l \in L_A} \sum_{i=0}^{D} \sum_{j=0}^{D} \sum_{k=0}^{D} \sum_{l_1, l_2} (\tau_{ij}^l + \omega_{ij}^l) \tag{1}
\]

Subject to:

\[
\sum_{i \in A} \sum_{j=1}^{D} x_{ij}^l - \sum_{j \in A} \sum_{i=1}^{D} x_{ji}^l = \begin{cases} 
-1 & i = D \\
0 & i \neq D, O \\
1 & i = O 
\end{cases} \quad \tag{2}
\]

\[
x_{ij}^l \in \{0, 1\} \tag{3}
\]

In this optimization function, \( x_{ij}^l \) is a binary variable associated with each arc \((i,j)\) with label \( l \) and equal to 1 if and only if the corresponding arc is used in the solution. \( \omega_{ij}^l \) and \( \tau_{ij}^l \) show the travel time (weights) and departure time of arc \((i,j)\) with label \( l \), respectively. Constraint (2) guarantees that the result is a path and there is no loop.
A stations-service lines timetable (SST) is used to store the essential information about the transportation network. This table is a part of the geodatabase, and its structure is shown in Table 1. The SST consists of four fields of service line ID, from-station ID, to-station ID, and departure time. Each row of this table shows the time when the bus/subway with service line ID passes from-station heading towards to-station. Service line ID column indicates the mode, order, and ID of a service in the form of a number. Obviously, different service lines may share the same stops/stations. The information in this table is also used to extract adjacency relationships between stations, and to find the neighbors of a specific station. Another advantage of this table is the possibility of modeling all effective factors on temporal distances between two nodes, such as congestion, as time differences.

Table 1. Stations and Service lines Timetable (SST)

<table>
<thead>
<tr>
<th>Service line ID</th>
<th>From-station ID</th>
<th>To-station ID</th>
<th>Departure time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>101</td>
<td>102</td>
<td>06:30</td>
</tr>
<tr>
<td>1001</td>
<td>102</td>
<td>103</td>
<td>06:40</td>
</tr>
<tr>
<td>1002</td>
<td>102</td>
<td>103</td>
<td>06:42</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>2097</td>
<td>1520</td>
<td>1547</td>
<td>18:45</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

3.3. The Engine of Proposed Multimodal Shortest Path Finder Module

The engine of proposed module, which is based on an adaptive evolutionary algorithm, works in five steps.

Coding of the chromosomes and initialization are the first step. Because the number of nodes for a path is not predefined in this problem, the chromosome with variable length is used to show a path in the network. The values of odd genes show the labels (IDs) of nodes. The values of even genes represent the transportation modes between two successive nodes where number 1 and service line IDs are used for walking and the other modes, respectively. The position of a node represents the order of that node in a path. Fig. 3 shows an example of the encoding. The randomly generated genes (nodes) are appended sequentially to construct a chromosome (path). When the population reached the population size ($num_{pop}$), the cost of each chromosome is calculated using the SST. Velocity of walking, which actually depends on the context of the user, is assumed approximately an average amount of 4 Km/h. Because large initial population provides the algorithm with a comprehensive sampling of search space; thus, the initial population size is assumed larger than the population size in the other iterations ($num_{pop}$).
Chromosome (path): 1 1 3 2 5 2 7 5 8 1 9

Fig. 3. A path (weighted lines) in a network and its related encoded chromosome

The length of a chromosome depends on the number of intermediate nodes that each path passes. To generate the initial population of the chromosomes, this process is repeated until the predefined size of population is achieved. Algorithm 2 (Initialization) shows the procedure.

Algorithm 2: Initialization (O, D, G, SST, num\_pop)
// O is the origin and D is the destination point
// Ai = {adjacent nodes of node i extracted from SST}
// Scan = {scanned nodes}
// chrom is a (population-size × n) array where the generated chromosomes are stored
// mode_{i,j} = {possible transportation modes between two successive nodes i and j}
counter \(\leftarrow 1\)
Do While (counter \(\leq\) num\_pop)
previous \(\leftarrow O\)
Do While (current \(\neq\) D)
chrom(counter,1) \(\leftarrow O\)
current \(\leftarrow\) Random \(A_{\text{previous}}\)
mode \(\leftarrow\) Random \(\text{mode}_{\text{previous, current}}\)
add current to Scan
append mode and current to chrom(counter)
previous \(\leftarrow\) current
Loop
remove the contents of Scan
counter \(\leftarrow\) counter+1
Loop
Return (chrom)

In the next step, i.e. natural selection, the fittest chromosomes survive, and the remaining ones are discarded from the population. The selection rate \(\text{Crate}\) which is usually arbitrary, is used to show the fraction of surviving chromosomes \(\text{num}_\text{keep}\). It is common to keep half of the population in each
iteration, i.e. \( C_{\text{rate}} = 50\% \). This rate is used in this procedure. The kept chromosomes form the mating pool.

\[
\text{num}_{\text{keep}} = C_{\text{rate}} \times \text{num}_{\text{pop}} \tag{4}
\]

The third step is \textit{selection} in which two chromosomes are selected from the mating pool to produce two new offspring. There are several selection methods, including random pairing, weighted random (roulette wheel) pairing, and tournament selection [18]. The roulette wheel pairing is used in this study. In this method, the probability assigned to a chromosome is inversely proportional to its cost [18].

\textit{Mating} is the fourth step in which offspring are created from parents selected in the previous step. It is common to produce two offspring from mating two parents using randomly selected crossover point(s) on the parents' chromosomes. In the proposed algorithm, a combined method is used, in which both single-point and two-point crossovers are used. The procedure continues until \( \text{num}_{\text{pop}} \times \text{num}_{\text{keep}} \) offspring are born to replace the discarded chromosomes. Furthermore, an elitism strategy is also adopted. Elitism guarantees that the best individuals in a population survive into the next generation. In our solution, two chromosomes are kept as elite. After this step, the number of chromosomes becomes again equal to population size.

Because a chromosome shows a path as the sequences of stations connecting transportation modes, changing the value of any genes during crossover may cause the chromosome to show invalid paths. To cope with this issue, a rectification procedure was utilized to ensure that newly generated chromosomes have no loops, and show valid paths. This procedure removes some genes, which are inside a loop, to rebuild a valid path.

To avoid locally optimal solutions and prevent the algorithm from converging quickly before sampling the entire cost surface, the random \textit{mutation} is used in the next step. In proposed solution, the mutation is applied only to odd genes. The even genes (transportation modes) are modified according to odd genes. The modification procedure is also applied after mutation. Then, the last check is carried out for avoiding loops along the path. The mutation procedure is illustrated in Fig. 4.

Both crossovers and mutations are applied to chromosomes with predefined probability levels. The probability function has uniform distribution. The costs associated with offspring and mutated chromosomes are again computed and assigned.

The whole process, i.e. step 2 to step 5, is iterated until the temporal differences between twenty best cost paths reach zero in successive iterations. However, if the algorithm does not stop according to specified criterion, the process is set to terminate after 500 iterations.
4. **Experimental Results**

The proposed framework and formulation is evaluated by conducting some experiments using data from the city of Tehran, which is the capital city of Iran. Tehran is one of the metropolises of Iran with area of about 700 square kilometers and composed of 22 districts. Public transportation in this city
employs five main modes: taxi, van, minibus, bus, and subway. Among these, subway, due to its high speed, and bus, due to its extensive coverage, are of greatest interest for travelers and commuters. Table 2 presents some statistics of these two modes.

Table 2. Information about bus and subway transportation networks in Tehran

<table>
<thead>
<tr>
<th>Property</th>
<th>Subway</th>
<th>Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of service lines</td>
<td>4</td>
<td>301</td>
</tr>
<tr>
<td>Number of stops (stations)</td>
<td>45</td>
<td>4763</td>
</tr>
<tr>
<td>Length of line (Km)</td>
<td>91.6</td>
<td>2761.3</td>
</tr>
</tbody>
</table>

As shown in Fig. 5, the data set, which is the main body of geodatabase, consists of pathways (i.e. streets, avenues, and highways used by buses), subway system (consisting of lines and stations), and bus stops. The dataset is prepared as needed, i.e. the topological structure is rebuilt and the required tables are created.

To evaluate the multimodal shortest path algorithm, 500 points (250 source-destination pairs) with different number of nodes and start time were selected. They were used as the input origin and destination of the algorithm.

The proposed algorithm starts by generating a large population of chromosomes as the initial population. For the initial population it is inferred that num\textsubscript{pop}=250 is a good choice. Then, the cost of each chromosome is calculated based on the fitness (objective) function, and chromosomes are sorted in descending order according to the assigned cost. In the next step, num\textsubscript{keep}=num\textsubscript{pop}=100 best chromosomes, which had lower costs, are kept for the successive iteration and the others are discarded. It is realized that num\textsubscript{pop}=100 is a suitable value according to our experience. In the next iterations, C\textsubscript{rate}=50\% is selected. The next steps were natural selection, mutation and checking termination criteria. It was found that the best range for crossover and mutation probabilities are [0.55, 0.85] and [0.07, 0.18] respectively for this dataset. No significant differences in the results were observed within these ranges. Hence, the fixed values of 0.7 for crossover probability and 0.1 for mutation probability are adopted. Four different cases are discussed to illustrate some samples of the results obtained. The first case is a considerably longer path and is shown over the whole extent of the dataset, while the other three cases represent the local paths.
Fig. 5. Dataset of evaluation of proposed methodology (a) pathways and (b) subway
The first case is representative of those paths that are considerably long. The results show that the paths in this class are generally multimodal. Fig. 6 shows one of the resulted paths on the map. As shown in Fig. 6, the result of finding a shortest path between a source and destination is a multimodal path. It begins by walking from the source to the nearest bus stop, using the bus to reach the subway station, walking from the bus stop to the subway station, using two different lines of the subway (walking to change lines), walking from the subway station to the nearest bus stop, using the bus to stop nearest to the destination, and finally walking to the destination.

**Fig. 6. Result for case 1**

The convergence curve plot, which shows the cost of the minimum cost path as a function of iterations, is adopted to represent the results of iterations for this case (Fig. 8.a). As shown by the convergence plot, there is a rapid decrease of the fitness values in the first few generations. The curve also indicates that the process successfully reaches convergence.

In the second case, the result for the multimodal shortest path is also a combination of all three modes (Fig. 7.a). Different compositions of shortest paths are generated using individual modes to compare the results with monomodal transportation. It can be seen that traveling from the selected source to the destination by using only bus or subway is impossible. The result for shortest path by walking between the source and destination is
depicted in Fig. 7.b. Finding the possible shortest path using a combination of two or three modes is also examined. There are no paths composed of a combination of bus and subway modes. For the other two possible situations, i.e. walking-bus and walking-subway, the results are depicted in Fig. 7.c and 7.d, respectively.
The minimum time of the resulting shortest paths using the different combinations of modes are given in Table 3. According to this table, the minimum cost belongs to multimodal combination.
Table 3. Cost for different combinations of modes for a given source and destination

<table>
<thead>
<tr>
<th>No. of Mode(s)</th>
<th>Combination</th>
<th>Cost of Shortest Path (Minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monomodal</td>
<td>Walking</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Bus</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Subway</td>
<td>-</td>
</tr>
<tr>
<td>Dual modal</td>
<td>Walking and Bus</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>Walking and Subway</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>Bus and Subway</td>
<td>-</td>
</tr>
<tr>
<td>Multimodal</td>
<td>Walking, Bus and Subway</td>
<td>52</td>
</tr>
</tbody>
</table>

The convergence curve plot is also adopted for this case to show the results of iteration, and the convergence of the process (Fig. 8.b). The pattern and general trend of convergence in this case is similar to the first case. This behavior is observed in all cases evaluated.

![Convergence plot](image)

Fig. 8. Convergence plot of shortest paths of first case (a), and second case (b)

In the third case, the result for multimodal shortest path is a combination of walking and bus modes (Fig. 9.a). It is perceived that this result has the least
cost compared with other combinations. In the fourth case, the result for multimodal shortest path is just walking between the source and destination (Fig. 9.b).

Fig. 9. Results for case 3 (a) and case 4 (b)
To measure the quality of proposed method, the failure ratio is utilized. This ratio shows the times that an evolutionary algorithm fails to find the global optimum in respect of whole runs. This index was calculated for each of 250 paths, and shows the frequency of paths which fails to be optimum among 30 runs for each of the cases.

Fig. 10. Failure rates of calculated paths

Fig. 10 shows this index for the evaluated data set. The horizontal axis of this diagram shows the numbers of failed runs among the 30 runs, and vertical axis illustrates the frequency of number of failures among all cases. It was perceived that the average failure rate of proposed path finding algorithm is about 2.77. Therefore, the quality of solution and path optimality is about 90.75%.

Fig. 11. The correlation between population sizes and mutation rates with average number of iterations

To evaluate the correlation between population size and optimal solution, and to find the suitable population size and mutation rate needed to obtain the acceptable solutions, the algorithm were conducted over 100 different paths for 15 different population sizes and 12 different mutation rates. Each combination was run 20 independent times. Population size varied from 20 to
150 in increments of 10. Mutation rate varied from 0 to 0.3 in increments of 0.025. A three-dimensional plot of the average number of iterations for the different values of population size and mutation rate is depicted in Fig. 11. As shown in this figure, the algorithm works best with population size about 100 and mutation rates interval about 0.1. It was found from this experiment that when the population size increases, the optimal mutation rate decreases.

5. Conclusion

In this paper, the possibility of using the genetic algorithm to solve the dynamic shortest path problem in urban multimodal transportation networks is investigated. The proposed approach has been tested on a dataset of a part of Tehran. 250 pairs of points, selected randomly as the source and destination to evaluate the algorithm, and to tune some parameters of it. The results were divided into three main groups where path consists of one, two or three modes of transportation. These show that the multimodal path is not essentially the shortest one in all cases. Moreover it is concluded that proposed algorithm has high degree of robustness since it covers monomodal solutions as the special case of multimodal paths. The high average amount of success rate of algorithm shows the high performance of it.

Several topics remain for future research. Since some of the decisions made by citizens to select their ways to transport between two points are not just the function of time; thus, extension of proposed algorithm to address the multi-criteria path finding problem is important. The second activity may be related to consider the real-time implementation of algorithm which in turn needs some modifications to improve the speed and management of on-line input parameters. To develop a useful and practical path finding module for a user, considering his/her contextual information is critical. These parameters modify the selected path to adapt the user situations as much as possible.
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Abstract. This paper focuses on the behavior of Trojan horses in mobile devices. This malicious software tries to steal information from a mobile device while the user is unaware. We describe the communication links through a Trojan horse installed into a mobile device. To demonstrate the effects of a Trojan horse infection we present a practical example on a PDA. Via SMS, the malicious user can access a user's contacts information through the previous installation of the Trojan horse. The results show that this process means a loss of information and a quantified cost to the attacked user too. This paper proposes different solutions to avoid this malware and its effects.
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1. Introduction

According to a study by the ITU (International Telecommunication Union) at the end of 2008, there were 4.000 millions of mobile phones in the world. A lot of people in the world are permanently communicated and can exploit the power of their terminals for advanced operations by the increased capabilities of these devices: via GPS navigation, Internet communication, photography, video, etc. According to Gartner Inc., in 2009 Smartphone sales surpassed 40 million units, a 27 per cent increase from the same period last year, representing the fastest-growing segment of the mobile-devices market. In addition, currently 33 millions of users already use mobile devices for shopping and are expected to be 103.8 millions in 2010. The increasing user base will influence collaboration and communication of enterprises more than ever: it is expected that more than 80% of the knowledge workers will receive and create information on notebooks and Smartphones by 2012 [1]. Communication, entertainment, exercising and travel are merely a few
lifestyle improvements made possible with mobile technology. Moreover, the growing number of services and benefits, are becoming more essential in our daily life because they provide not only the basic voice communication service, but also contain other forms of communication such as instant messaging, multimedia messaging, Bluetooth, NFC (Near Field Communication) or e-mail. And all of these services can be an infection vector.

In this paper we explain a test program designed to study the behavior of a Trojan horse. Trojans, as well as viruses and worms, are known to create a backdoor that gives malicious users access to a system, possibly allowing confidential or personal information to be compromised. Due the growth of the personal information stored in mobile devices (location, mail, SMS, photos, etc.), we focus this work on one of its possible infections, the Trojans horses. We have demonstrated how Trojan horses can easily carry out the theft of the data contained in another user’s phone book. Communication will be via SMS with predefined structures in which the attacker can send commands to the attacked PDA while the other user is aware of anything. The Trojan horse prototype for PDA will install into the attacked device and it will return user data from his contacts to the malicious user. The Trojan horse will be camouflaged inside an image (although it could also be implemented into an audio or video file).

The structure of this paper is as follows. In section 2 we present some related works. Section 3 describes different possible attacks on mobile devices and infection vectors. In particular, section 3.1 focuses on Skulls Trojan horse attacks whose main objective is, in addition to its own propagation, the theft of private user information while the victim is unaware. Section 4 describes the behavior of the Trojan horse in mobile devices through a practical experience where this infection is introduced on a mobile phone to obtain the user’s contacts information stored in the terminal. In 4.3 we explain the results of the experiment and in 4.4 we propose different solutions to avoid the effects of the infection. Finally, in Section 5, we summarize our conclusions and present some lines of future work.

2. Background and related work

In the last years, many types of malware for mobile devices have appeared [2]. They can attack a device in many different ways, as we can see in Figure 1, and degrade mobile functions, delete or steal personal data, increase the victim’s phone bill or disable the device completely. Each service that allows the user to connect to another device can be an infection for a virus intrusion or other threats [3-4].

SMS, MMS and Bluetooth [5] are together the most common ways for a possible infection. The small size of SMS (only 160 bytes, 168 characters) is the main disadvantage and the reason why there has not yet been a large-scale infection via SMS. However, MMS is one of the most used routes of
infections. The maximum size of the MMS is imposed by the service provider and depends on the device. For example, in India it's common for mobile videos to be 100kb and however in Sweden, the network Telia restricts MMS size to 300kB. All 3G compatible phones can receive/send 300kb MMS and most older phones may only allow 100kb, whilst even older phones may only allow 50kb. Today, the most extended size is 300KB which seems an appropriate size to accommodate the malware. Bluetooth technology develops different levels of security based on the identification of the devices involved but, in spite of that, the number of vulnerabilities via Bluetooth has increased considerably. One of the most dangerous vectors is e-mail [6], since there are no size restrictions and they can spread more easily to other tools, mainly PCs. Other ways, like USB connections, allow an infection to move from one device to another. Finally, WI-FI networks provide interoperable wireless access but sometimes the network origin and reliability is unknown.

Mobile malware detection [7-8] is a new area and almost all solutions that currently exist for mobile devices were originally created for PCs and they do not approach the key challenges of the mobile environment such as limited processing power as important issues. Recently, products like Flexilis [9] or Airscanner [10], which are dedicated exclusively to mobile devices security, protect mobile devices against threats including viruses, malwares or spam.

![Image of malware routes in mobile devices](image)

**Fig. 1.** Virus malware routes in mobile devices

### 2.1. Trojan horses in mobile devices

What happens if your mobile phone or PDA is lost or stolen? The device may contain confidential data and legal liabilities could arise if it contains confidential information such as medical records. We have already seen that
there are many ways in which a mobile device can be attacked, but this article focuses on attacks with specific Trojans horses whose primary goal is, in addition to its own propagation [11], getting information in a maliciously way while the attacked user is unaware of the theft.

Nowadays, when users download a song, video, image or video game in his terminal, the data necessary for the download has been seen in an advertisement on TV, Internet website, magazine or newspapers. These downloads are usually done by sending SMS messages to telephone numbers that do not guarantee the safety of what the user will receive in his mobile phone. We could think that since we are paying for the download service, this may not prove to be an infection vector and, however, it is not too difficult to send a Trojan horse in a file of this type. As we will see in the demonstration, the Trojan horse will be camouflaged inside an image, but it can be introduced in any file so that when the infection arrives to the terminal, its malicious software will be installed.

One clear example of a Trojan horse is the Mosquito Trojan 2.0 [12], which accompanied the pirated version of the game for mobile devices with the same name. The Trojan did not affect the functionality of the device, but sent SMS messages to premium services (1 €/SMS approximately) while the user was playing with an illegal copy of the game. In fact, it is very probable that there are still websites where a user can download the game and, although there are two warnings before installing it, some users may be tempted to install it. Despite everything, this Trojan horse disappeared when the mobile game was deleted.

3. Development

There are programs like Windows Mobile Pro-X FlexiSPY [13] which performs mobile espionage. This application allows you to control all sent and received SMS messages and all call records and their duration, listen to telephone conversations, remote control software functions using SMS, or download directly into the device without a PC or cables. Moreover, if the device has a GPS function, it can be used as a crawler to get the coordinates to locate the device. It works with all versions of Windows Mobile 2003, except with Pocket PC, and it costs approximately 350 US$.

We have carried out a simulation of a Trojan horse infection. This software allows a malicious user to steal all the contacts information. Then, we describe the Trojan horse implementation and the results, quantify the damage and take measures to prevent it.

3.1. Implementing a Trojan horse malware

Windows Mobile 6 Professional Software Development Kit was installed on the Microsoft Visual Studio 2008 programming environment to implement the
Trojan horses in mobile devices

Trojan horse prototype. The attacked user will be played by the Visual Studio Simulator and when the program begins, it will emulate the installation of a malicious software running in the background while the user will only see a picture.

Moreover, the Microsoft Tool Cellular Emulator v1.43 was used to enable the malicious user to send and receive SMS messages and make calls (including other services) to the Visual Studio’s emulator. Thus, the simulation of information exchange via SMS between mobile devices has been done in an efficient manner without using the services of any company. The main objective is to obtain private data from the attacked phone. In this application that information will consist of the contacts’ names and telephone numbers.

The main Windows Mobile 6 SDK classes used for the demonstration were:

**OutlookSession**: It allows, among other functions, to access and modify data in the Contacts. In this case, it uses the nickname and the phone number.

**MessageInterceptor**: Personalized message receiver. It implements the channel that allows the infection to remain pending for an incoming SMS. The purpose of the **MessageInterceptor** class will be a key factor in the implementation of the Trojan horse and the proposed solution (as we shall see below), because it contains the event which receives SMS messages (**MessageReceived**()).

**SmsMessage**: It implements the creation and sending of SMS.

### 3.2. Information flow

The operation on the user’s attacked device is shown in the pseudocode:

1. The attacked user receives the picture where the Trojan horse infection is packed. The file can be transferred from the Internet through MMS or via Bluetooth to the terminal.
2. Once the virus reaches the mobile phone, it automatically installs itself.
3. The malicious program awaits orders. The attacker’s instructions are introduced by means of a SMS with a default structure.
4. If the received SMS is in the correct format, in this case with the head **@spy@**, the content processing begins. Otherwise, the message goes to the user’s inbox.
5. Then, the Trojan horse checks the label-value pairs. The parser recognizes the pairs `<sms>telephone_number`.
6. The program automatically sends the Contacts data in the Phonebook to each phone `<sms>telephone_number pair` which appears in the SMS received (stage 3). In the demo, it was sent via SMS to each contact.
name and phone number with the format contact_name:telephone_number, but different data could also be sent.

7. Once every SMS is sent, the Trojan horse infection awaits new orders.
   The pseudocode of the Trojan horse behavior on the attacked device is:

   ```
   image_download();
   trojan_horse_installation();
   execution_in_background();
   if (sms_received ()
       if(is_malicious_user(SMS_recieved))
       while(is_all_information_contacts_sent())
       SMS_send(information_contacts, SMS_received .telephone_number);
       end_while
       else
       send_SMS_to_inbox();
       end_if
   end_if
   ```

   Now, the Trojan horse is installed in the victim’s mobile phone. In turn, the Trojan horse behavior on the attacker device is described in detailed in the next process.

   1. The malicious user sends an order to the Trojan horse by a SMS to the user under attack in an appropriate format, which in the test application is @spy@<sms>telephone_number<sms>telephone_number<sms>...

   2. Awaits the response of the Trojan horse.

   3. Begins to receive SMS messages to the structure contact_name:telephone_number-contact_name:telephone_number-... The messages are processed through a second parser in which the malicious user decides how to process information.

   The process is completed when the user decides to send an SMS with new orders that lead to begin the process of reattacking. In pseudocode, the Trojan horse behavior on the attacker device is:

   ```
   send_SMS();
   while(no_response_recieved())
   if(SMS_recieved())
       processing_contacts_information();
   end_if
   end_while
   ```

### 3.3. Results of the experiment

Obviously, the whole process takes place without the user’s awareness of the attack because the Trojan horse remains running in the background. In
addition, messages sent from the device to the attacked phone do not arrive to the mailboxes, so they do not arouse suspicion. Furthermore, sending SMS messages entails an economic cost. For a possible estimation, we will assume that the average length of the contact's name or nickname is ten characters approximately and we know that mobile phone numbers consist of nine characters. If we add the spaces, a contact's information consumes twelve characters. An average user may have one hundred contacts stored in his phone book and an SMS costs 0.15€ on average in Spain (according to Viviane Reding, European Commissioner for Information Society). Therefore, whenever a malicious user requests data from the contacts in the agenda of the attacked device it will cost the attacked user 8.62€ approximately and the malicious user can begin this process whenever he wants.

In tests carried out on a HTC 3300 PDA, it has been found that when the device is in any way attacked (after the Trojan horse was installed) it is not aware of the entry or exit of information via SMS, which the Trojan horse uses in the process. Moreover, the device does not save copies of those SMS messages in inbox or outbox. However, when the user receives a message with the malicious Trojan horse the screen light turns on but still nothing happens.

3.4. Proposed solutions

A Trojan horse that has easily allowed the obtaining of information from the Contacts of an infected device has been implemented. It has been also found that the theft of information goes completely unnoticed by the user of the attacked terminal.

Therefore, one possible solution is a service that uses the Event Listeners (for SMS, MMS, GPS, Bluetooth...), which are provided by the specific programming language to detect access to a list of potentially dangerous resources in the event the terminal is the target of an attack. In the case of our demonstration activities, the MessageReceived() event is used to receive SMS. This event is provided by Microsoft Windows Mobile 6 SDK (MessageInterceptor() method) to detect any access via SMS that occurs in our system (in PDAs the test program reports no information for in/out SMS), and thus the system can alert the user that a new message has been received, regardless of its content or origin.

When a new SMS arrives, the user will be alerted of the arrival by the PDA, providing additional information as to the identity of the sender or the first characters of the message. In turn, the user can accept it (go to inbox) or delete it, as appropriate.

This is undoubtedly a simple and flexible solution that can contribute to a more comprehensive control of entry and exit information from our device. However, the user will make the final decision, helped by his experience and the content of the SMS, to allow sending or receiving a message.

Another solution would be including a signature in outgoing SMSs, but this procedure shows several disadvantages, for example, the origin of the SMS
is not one hundred per cent ensured; in addition, it does not work with incoming messages and reduces the free space for writing messages. However, with this method, only signed messages could be sent and the problem caused by the infection could be solved.

Moreover, another solution for incoming messages would be the implementation of a new parser to check these messages. First, the sender's phone number is checked and if it does not belong to a known contact, the contents would be checked again by the parser. The main problem, however, is the parser design and which characters are to be included.

4. Conclusions and future work

Currently most mobile users, unlike PC users, do not feel the need to install on their mobile terminals an antivirus program or other devices to protect them from potential infections. However, due to the growth of services, capabilities and stored data of these devices, it is almost indispensable to take any measure against a possible attack.

In this article we have discussed the attacks on mobile terminals by Trojan horses, through which new vulnerabilities can be installed on the attacked device, capturing and sending some of the private information for future misuse, taking into account that throughout the process the user is unaware of the theft and the device functionality is not damaged at all.

We have developed a demonstration to show the theft of part of the contact information contained in the mobile device phonebook. This experiment was conducted on a simulator provided by Microsoft Windows Mobile 6 SDK and then ran on a PDA. The solution proposed in the article provides a further control on the flow of information sent and received from the device.

As future work, we plan to study the behavior of Trojan horses when they attack other terminal services such as Bluetooth, GPS or e-mail. And not just Trojan horses, but other types of vulnerabilities such as worms or viruses that could affect the operational ability of the device (software or hardware).
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Abstract. Authentication, authorization and auditing are the most important issues of security on data communication. In particular, authentication is the life of every individual essential closest friend. The user authentication security is dependent on the strength of user password. A secure password is usually random, strange, very long and difficult to remember. For most users, remember these irregular passwords are very difficult. To easily remember and security are two sides of one coin. In this paper, we propose a new graphical password authentication protocol to solve this problem. Graphical password authentication technology is the use of click on the image to replace input some characters. The graphical user interface can help user easy to create and remember their secure passwords. However, in the graphical password system based on images can provide an alternative password, but too many images will be a large database to store issue. All the information can be steganography to achieve our scheme to solve the problem of database storage. Furthermore, tabular steganography technique can achieve our scheme to solve the information eavesdropping problem during data transmission. Our modified graphical password system can help user easily and friendly to memorize their password and without loss of any security of authentication. User’s chosen input will be hidden into image using steganography technology, and will be transferred to server security without any hacker problem. And then, our authentication server only needs to store only a secret key for decryption instead of large password database.

Keywords: graphical password authentication; security; steganography; protocol.
1. Introduction

Today’s network environment is full of dangerous attackers, hackers, crackers, and spammers. Authentication, authorization and auditing are the most important issues of security on data communication. In particular, the user authentication is indispensable to every person living closest friends, but also a key area of security research. Authentication system is based on the passwords which use the alphanumeric for authentication and identifier. Many authentication techniques including biometrics and smart card are the possible and usable applications. The authentication security can be increased, but sometime the passwords seem to remain dominant due to the drawbacks of reliability, security, or cost of other techniques [3][11][13][15]. Biometric techniques make use of physiological or behavioral characteristics to be their identities. Authentication may be secure, but it still needs to resolve the security usability and balance for general usage [13]. And, smart card also needs to type passwords for user authentication. In this paper, we propose a new graphical password authentication protocol to solve this problem. Graphical password technique is one of methods which may provide more secure and more efficiency system for authentication. A set of secure passwords needs to be long enough and random [4], but that will be a problem for human to remember. Everyone will forget their settings everyday if they didn’t use again [12]. The research results showed that, when users forget their password, they can only remember part of the correctness [8]. Usable and easy memorization is the main research issues of graphical password authentication. In this paper, we modify and redesign the Passpoints scheme to improve the efficiency of password authentication. Passpoints is a new, more secure and more flexible graphical password that proposed by Wiedenbeck et al. [23]. In addition, the stored passwords database is another common problem for graphical password systems. In our system, we use steganography technique to hide the user graphical password points on the image. Then we transfer the encryption key to server. Server only needs to store a secret key to the database. Server can use the secret key to decrypt user graphical password points from any images which store in the database. By the way, our tabular steganography technique can not only provide more security and also reduce the storage of database information. Furthermore, tabular steganography technique can achieve our scheme to solve the information eavesdropping problem during data transmission.

2. Related Works

Graphical password authentication protocol is first described in Blonder [7]. Blonder proposes a new idea, he lets users use mouse or stylus by themselves to click the picture on presetting correct regions for replacing the traditional text input password. After that, graphical password systems are popular and several different issues are developed [2][9][10][14][20][23].
Graphical password authentication is an image-based authentication technique which can be divided into two categories [2][27]. We describe these two categories, recognition-based authentication technique and recall-based authentication technique as follows.

2.1. Recognition Based

Recognition-based technique is a kind of graphical password authentication techniques which need to choose those correct pictures from many pictures. Dhamija and Perrig [18] propose a scheme which can use Hash Visualization technique [1] to support recognition-based graphical password authentication. Kotadia [16] proposes a new recognition-based graphical password authentication that is a multi-image technique with one step for authentication. In Dhamija and Perrig's system, the system shows some random generated images and the users are asked to select a certain number of images for the authentication in the graphical interface [18], as shown in Fig. 1. Before use, the user needs to set in advance through the authentication server to identify images. However, the average log-in time is longer than input alphanumeric password, but the result showed that 90% of all participants succeeded and the text-based password with PINS only 70% in the result [27]. The scheme proposed by Dhamija and Perrig was not really secure because the passwords need to store in database and that is easy to see.

![Fig. 1. Random images select used by Dhamija and Perrig [18]](image)

After that, Akula and Devisetty's proposed algorithm [20] is similar to Dhamija and Perrig's, the different is that it uses hash function SHA-1 rather than Hash Visualization technique. Their scheme can be more secure and require less memory than Dhamija and Perrig's [18]. “Passface” is still a multi-image technique developed by Real User Corporation [19]. Users will be asked to choose four face images to be the password. In authentication step, the users see a grid of nine faces, as illustrated in Fig. 2, and only one face was correct image.
Fig. 2. An example of Passface which shows nine faces in a grid (source: www.realuser.com)

User should choose the correct one from these nine faces and this step will repeat four times. “Passface” is based on assumption that people can recognize human faces easier than other pictures. Nevertheless, Valentine [25][26] has shown that “Passface” protocol is very memorable over long interruption. This is easier to remember, but not secure, users click four times in a nine grid has only equal third of the login failure rate of alphanumeric-based password [21].

Fig. 3. Draw-a-Secret (DAS) graphical password system

2.2. Recall Based

Another image-based authentication technique is recall-based authentication technique. “Draw-a-Secret” (DAS) is a famous recall based technique which proposed by Jermyn, et al. [11]. DAS technique allows users to draw their passwords on the interface, as shown in Fig. 3. A user will be asked to draw a
simple picture and the picture will be store for authentication. During authentication, the user is asked to draw their unique password. User should draw the same grids in the same sequence, and then the authentication will be success. DAS technique can let users draw by themselves, but need more time than alphanumeric-based password [6], and if the users draw in the middle of two sequences, the system will be error. It is difficult that users should draw their password correct and always be same with the first time. Passlogix [17] has developed a graphical password system which is based on a designated image. In this scheme, user should click different items on an image in order to be authenticated, as illustrated in Fig. 4. User should recall the various items that combined their password and choose these correct items. This scheme is not flexible, but certainty provides more security. Passpoints [23] is a kind of single-images based graphical password scheme and this scheme provide more password space to support more security than textual passwords technique. Passpoints scheme also needs one picture to be the interface and allows users to click anywhere in this designated picture to be the user password. Passpoints provide large password space [10] to ensure the secure and provide more flexible interface for user. In addition, Birget et al. [10] proposed a new scheme that is based on the discretization method. Passpoints is our main subject and we will introduce and improve in next subsection.

Fig. 4. A recall-based graphical password system

2.3. Passpoints

Passpoints [23] is a graphical password scheme similar to Blonder’s scheme [7]. Passpoints allows any images to be used and users can click on this designated image to complete their password authentication. A rich and colorful image can be divided into hundreds or more squares. The system of Passpoints includes both graphical and alphanumeric interfaces, but we only
discussed the graphical interface. The graphical interface includes a rich picture and several buttons, as shown in Fig. 5. The size of the picture is 451 x 331 pixels and the grid square around a click point is set to 20 x 20 pixels. The special buttons of graphical interface is the “See My Password” button, and it allows users to view their password when they are clicking for ensuring the correct password. Users choose sequence of these memorable points to be the password and it can be hashed that means more security of this graphical password system.

Fig. 5. An example of Passpoints graphical password input interface

2.4. Security of Passpoints

The graphical password authentication security is based on the “password space”. We carefully compared the Passpoints graphical password with the alphanumeric password. In Table 1, we show that the password space between graphical password and alphanumeric password. For example, a 64 character alphabet which includes 10 digits, 26 lower-case letters, 26 upper-case letters, underscore, and dot. If a user chooses alphanumeric password length eight over 64 character alphabets, then the entire number of guessing possible password is $64^8 = 2.8 \times 10^{14}$. In graphical password system, there is an image size 451 x 331 = 149,281 and grid square size 20 x 20 = 400, there are about $149281 / 400 = 373$ grid squares. If a user chooses 5 click points for the password and the entire number of possible is $373^5 = 7.2 \times 10^{12}$. The image size 451 x 331 is a small password space, but with a big image and more click points will increase the password space, we show the comparison in Table 1. “Passpoints” is secure and have enough password space, but needs to save more pictures for user to use. It will make a huge burden for database storage. In our modify scheme, we will use the “Steganography”
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technique to reduce the burden of database storage and get our final goal—
without any password table.

Table 1. Comparison of password space between graphical and alphanumeric
password by Susan, et al. [22]

<table>
<thead>
<tr>
<th>Image size</th>
<th>Grid square size (pixels)</th>
<th>Alphabet size/ No. squares</th>
<th>Length/No. click points</th>
<th>Password space size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alphanumeric</td>
<td>N/A</td>
<td>N/A</td>
<td>64</td>
<td>8</td>
</tr>
<tr>
<td>Alphanumeric</td>
<td>N/A</td>
<td>N/A</td>
<td>72</td>
<td>8</td>
</tr>
<tr>
<td>Alphanumeric</td>
<td>N/A</td>
<td>N/A</td>
<td>96</td>
<td>8</td>
</tr>
<tr>
<td>Graphical</td>
<td>451x331</td>
<td>20x20</td>
<td>373</td>
<td>5</td>
</tr>
<tr>
<td>Graphical</td>
<td>1024x752</td>
<td>20x20</td>
<td>1925</td>
<td>5</td>
</tr>
<tr>
<td>Graphical</td>
<td>1024x752</td>
<td>14x14</td>
<td>3928</td>
<td>5</td>
</tr>
<tr>
<td>Graphical(1/2 screen used)</td>
<td>1024x752</td>
<td>14x14</td>
<td>1964</td>
<td>5</td>
</tr>
</tbody>
</table>

3. **Our Graphical Password Authentication Scheme**

3.1. **Our Scheme**

In general authentication process, the password will be hashed and stored for
mapping to the correct identifier. It means the authentication database needs
to store entire hashed security password. The more the users have registered
to the system, the more databases will be stored for huge data. To reduce the
amount of data storage is one of our main objectives. We hope that the
database be able to more space to do a lot more things. We also hope that
the number of users regardless of the size of the database remains the same
efficiency.

The notations used in proposed scheme are summarized as follows:

- \(A\) denotes the user A.
- \(ID\) denotes the user identity of user A.
- \(GPW\) denotes the encoded graphical password of user A.
- \(S\) denotes the server identity.
- \(N\) denotes a sequence number starting from 1 in the first register.
- \(x\) denotes the secret key of \(S\) used to encrypt and generating a unique
  storage unique key storage key for each user.
- \(ISN\) denotes the image serial number which user chosen to be the click image.
denotes the concatenation operation.
\( \oplus \) denotes the bitwise XOR operation.
h() represents a cryptographic hash function.

3.2. Registration Phase

In the registration phase, user will go through a security channel to register this system. We need users to set their IDs, login images and graphical password points, then server will use the secret key x to encrypt the graphical password and hide in the image which users choose. When users want to register this system, system will show the images for users to choose, and then compute the hiding values. In our scheme, we use the steganography technique to hide the encryption value in the images which are chosen by users. The encryption scheme can use AES or DES schemes. The steganography technique can also use any present scheme like vector quantization [24] scheme or others. The registration phase is processed in security environment, and the workflow is described as follows.

Step R1. A→S: User A sends registration request, ID and ISN to server S.
Step R2. Server shows the registration interface to user A. User A sets the necessary registration information, ID, ISN, and GPW then computes the verifier \( V = h^2(S||GPW||ISN||N) \).
Step R3. A→S: V
Step R4. Server computes the key \( K_A = h(ID||h(x||ISN)) \), and computes the hiding verifier \( hv^a = V \oplus K_A \).
Step R5. Server will request user to practice about five times for user who can remember his or her graphical password.

Fig. 6. Our mapping scheme use steganography technique
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For example, an image will divide into many grids and we use information hiding technology to store secret key $x$ and password in this image, as illustrated in Fig. 6. In Fig. 6, we also show the grids to explain the information hiding. We set a key $x$ for secret key and use click five points which definition to G1, G2, G3, G4 and G5, respectively. We use secret key $x$ and the graphical password points to do steganography, then hide the encryption value in five secret points S1, S2, S3, S4 and S5 in the image which is chosen by user. The hiding points are embedded in the same place as the graphical password points.

3.3. Login Phase

When a user wants to login the system, the user needs to input his or her ID and choose the correct image and click correct graphical password points. Then server will take the hiding value to authenticate user. In the login phase we have two symbols are $ra$ and $rs$, $ra$ is the random number which is decided by the arrangement of nine grids and $rs$ is the random number chosen by server. If the users forget their chosen graphic points (locations) or images they uses, then they should bring up their petition and process the system’s identity verification procedure. If the users have passed the identity verification, then they will redo the registration phase to set their new passwords. The flow is similarly to the processing of currently password forgotten processing phase. No one can help you to get your forgetting password. Because of everyone should carefully keep their passwords by themselves.

The workflows of login phase are described as follows.

Step L1. $A \rightarrow S$: ID, $ra$

Step L2. Server computes $K_A = h(ID||h(x||ISN))$, and then reduces the $hv^0$ from the image.

Server computes $V = hv^0 \oplus K_A$ and $h(V \oplus ra)$.

Step L3. $S \rightarrow A$: $rs$, $h(V \oplus ra)$

Step L4. $A$ computes $V = h^2(S||GPW||ISN||N)$, then computes $h(V \oplus ra)$.

If $h(V \oplus ra)$ equals to the received one, then the user $A$ authenticates server $S$.

Then $A$ computes $d_1 = V \oplus h(S||GPW||ISN||N)$,

$d_2 = h(S||GPW||ISN||N) \oplus h^2(S||GPW||ISN||N+1)$,

$d_3 = h(h^2(S||GPW||ISN||N+1)||rs)$.

Step L5. $A \rightarrow S$: $d_1$, $d_2$, $d_3$

Step L6. Server $S$ uses the hiding verifier to compute $u_1 = d_1 \oplus V$, then computes $h(u_1)$. Then $S$ verifies it whether equal to $V$, or terminates this session.
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\[ S \text{ computes } u_2 = d_2 \oplus u_1 \text{ and will get } h^2(S || GPW || ISN || N+1). \]

Finally, if \( h(u_2 || rs) \) equals to \( d_3 \) then the server authenticates A.

The “Passpoints” system needs to store user ID, images and password table in the database. In our scheme, we use steganography technique to hide the user graphical password points in the image and our server only needs to store a secret key \( x \). Server can use the secret key \( x \) to decrypt user’s graphical password points from any images which are stored in the database.

### 3.4. Analysis of Our Scheme

#### The Security of Our Scheme

We will discuss some attacks that may occur on our scheme and describe how to resist these attacks and analyze the guessing attack. Although the graphical password scheme can resist the guessing attack, but our scheme can improve it and spare larger password space. The graphical password system assigns one user with an image and that will let the database store too much information. In our scheme, an image is chosen from a group and many users can share the same image because the secret key \( x \) is the same and the recognition scheme can provide more security for our system.

**Resistance to Replay Attack**

Suppose that \( N = n \) and the hacker or adversary has captured all the past authentication messages of user A which \( \{d_1(i), d_2(i), d_3(i)\} \) for \( i = 1, 2, 3, \ldots \) and \( n-1 \). The correct hiding verifier of A is \( h^2(S || GPW || ISN || i) \), and the hacker or the adversary cannot login into the system by using \( \{d_1(i), d_2(i), d_3(i)\} \), where \( 1 < i < n-1 \). The each value is as follows:

\[
\begin{align*}
  d_1(i) &= h^2(S || GPW || ISN || i) \oplus h(S || GPW || ISN || i) \\
  d_2(i) &= h(S || GPW || ISN || i) \oplus h^2(S || GPW || ISN || i+1) \\
  d_3(i) &= h(h^2(S || GPW || ISN || i+1) || rs) 
\end{align*}
\]

If the hacker or adversary replaces the \( d_2(n) \) and \( d_3(n) \) with \( d_2(i) \) and \( d_3(i) \), where \( i = 1, 2, 3, \ldots \), and \( n-1 \) during A login phase. Server will be aware of this crafty attack, because \( h((d_2(i) \oplus d_1(n) \oplus h^2(S || GPW || ISN || n))) || rs(n) \) will not be equal to \( d_3(i) \) which is \( h(h^2(S || GPW || ISN || n+1) || r(i)) \). Another case is that the hack or adversary could cheated and fooled into the server S to replace the verifier \( h^2(S || GPW || ISN || n) \) with \( h^2(S || GPW || ISN || i) \) of A, where \( 1 < i < n-1 \). But the hacker cannot impersonate user A to login S because \( rs(n) \)
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≠ rs(i), and h((d₂(i) ⊕ (d₃(n) ⊕ h²(S||GPW||ISN||n))) ⊕ rs(n)) is not equal to d₃(i). On the other hand, the hacker or adversary do not know the h²(S||GPW||ISN||n), and certainly he cannot generate it. It is impossible to send correct h(h²(S||GPW||ISN||n) ⊕ ra) to user A in the step L3 when finish receiving the ra sent from user A in step L1. Therefore, the hack or adversary cannot be successful to emulate server to cheat user A by such replay attacks we had decried before. Our scheme can certainly resist the replay attack.

Resistance to Guessing Attack and Improve Password Space

In the input phase, we show nine images for the user to choose and each image size 451 x 331 has 7.2 x 10¹² numbers possibility to guess [5], and now the numbers of possibility were 9 x 7.2 x 10¹². We just discuss about the guessing attack and the security is based on the password space. The password space in our scheme can be increased and our scheme can provide more security and efficiency in graphical password system. Although the graphical password system can resist the guessing attack but in our scheme, we can provide larger password space than Passpoints and the nine grids scheme also can help us to resist more attacks.

Resistance to Forge Attack

We use the nine grids arrangement to be the random number ra for user and server S selects random number rs to user. These random numbers will be different from every login processes. If a hacker can obtain all the information which is sent on the internet, the hacker did not know the graphical password. Hacker cannot compute the correct authentication data which is h(S||GPW||ISN||n) and also cannot to produce the correct keys {d₁, d₂, d₃}. The ra used by user to authenticate the server and the rs used by server to authenticate user, only the legal user and server can get the correct values.

Resistance to Password-File Compromise Attack

Usually, the authentication server saves the keys N and ISN in the password-file. In our scheme, we need not to save password table, because the keys N and ISN are small and we use them to hide the hv(x) into the image. We suppose the password file of server has been compromised by hacker or adversary. If hacker has obtain the ISN, N and the hv(a) of user A. The hv(x) is the hiding verifier of user A and the value is h²(S||GPW||ISN||n) ⊕ Kₐ, the ISN and N are not secret. But the hacker cannot compute correct h²(S||GPW||ISN||n) because he do not know the Kₐ which is h(A||h(x)||ISN)). The secret key x can resist the password-file attack. Only server S can use secret key x to take out the hiding value from images. And, only server S can contrast them when the hiding value has been changed. If the secret key x
has been not secret anymore, the server should change another secret key and all the users should choose their new graphical passwords and register to S again.

**Table 2.** The attacks and security features on graphical password

<table>
<thead>
<tr>
<th>Graphical Password Scheme</th>
<th>Techniques</th>
<th>Possible Methods</th>
<th>Attack</th>
<th>Security Features on Graphical Password</th>
<th>Features Graphical Password</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>Brute force</td>
<td></td>
<td>Large password space</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dictionary</td>
<td></td>
<td></td>
<td>Randomly assign</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Guessing</td>
<td></td>
<td></td>
<td>Hash function</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Spyware</td>
<td></td>
<td></td>
<td>Image variation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shoulder surfing</td>
<td></td>
<td></td>
<td>Decoy images</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Social</td>
<td></td>
<td></td>
<td>Repeat verification</td>
<td></td>
</tr>
<tr>
<td>Jansen et al.</td>
<td>V</td>
<td>X</td>
<td>V</td>
<td>X</td>
<td>V</td>
</tr>
<tr>
<td>Passfaces</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Triangle</td>
<td>V</td>
<td>X</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Movable Frame</td>
<td>V</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>V</td>
</tr>
<tr>
<td>Intersection</td>
<td>V</td>
<td>X</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Pict-O-Lock</td>
<td>V</td>
<td>X</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Déjà Vu</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Blonder</td>
<td>V</td>
<td>V</td>
<td>X</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>VisKey SFR</td>
<td>V</td>
<td>X</td>
<td>V</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Passlogix v-Go</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>PassPoints</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>DAS</td>
<td>V</td>
<td>X</td>
<td>V</td>
<td>X</td>
<td>V</td>
</tr>
</tbody>
</table>

V=Yes  X=No  Blank=not mentioned
Resistence to Insider Attack

The insider attack is named that user A uses the same graphical password to access several servers for convenience. If the insider hacker of server has obtained the graphical password \( GPW \), then he can impersonate user A to access other servers. Actually, it is not easy and the insider of server cannot directly obtain the \( GPW \) from server in the registration and login phases. The insider server also cannot know the value of \( GPW \) from user A. Another supposing that is the server wants to impersonate user A to log into another servers. If a vicious server knows the hiding verifier \( h^2(S||GPW||ISN||n) \), and then try to impersonate A to log into another server, say \( S' \). Then, the \( h^2(S||GPW||ISN||n) \) will not be equal to \( h^2(S'||GPW'||ISN'||n') \) even if \( GPW' = GPW \), \( ISN' = ISN \) and \( n' = n \). The insider server cannot successfully impersonate user A to login \( S' \). Our scheme can certainly resist the insider attack.

Resistence to Denial-of-Service Attack

Recently, denial-of-service (DOS) attack becomes the important issue on data communication security. To achieve prevention from the denial-of-server attack, server \( S \) has to make sure that \( u_2 \) computes correctly. The \( d_1 \) can protect the integrity of \( d_1 \) and \( d_2 \). And, the \( d_3 \) can be used to calculate the \( u_2 \), and any unauthorized changes of \( d_1, d_2 \) and \( d_3 \) will be found in the server. The hacker or adversary cannot disable any user’s account and the proposed scheme can really resist the denial-of-server attack. Our scheme can resist many kinds of attacks and improve the password space of the Passpoints system. In Table 2, Hafiz et al. [28] show the features and possible attacks of graphical password systems, we use this table to prove our improvement and our features. The Passpoints will be attacked by guessing but the large password space can resist it. We use nine grids to decrease password space and will be more effective to resist attacks.

Improve Database Storage

Recognition based graphical password techniques has a big problem that is to store many images for users. The password database needs to store ID, password table, images and other information which server need. In the premise, server needs enough space to store many sorts of information, especially the images. It will cause equipment burden. In our scheme, we successfully overcome this problem that database does not have to store the large data instead the secret key \( x \). No matter how many users use the system, server just needs to pass the secret key \( x \) and key \( x \) is only for server using. Although in our scheme also need to store some images but when the user member increases, our scheme will still be a very effectual scheme.
3.5. Security Policy

In graphical password system, shoulder-surfing is a big problem but many researches can solve this problem. Shoulder-surfing means a person who stands on the back of user and wants to see the password when user inputs their passwords. We introduce some schemes and our policy to prevent shoulder-surfing problem. First scheme is developed by Sobrado and Birget [14] and which system displays a number of pass-objects among many different objects. User needs to recognize pass-objects to be authenticated. Second scheme is developed by Man, et al. [22], user needs to select a number of pictures as pass-object, but each pass-object has several variants and each variant is unique code. Third scheme is developed by Hong, et al. [5], and this scheme still uses pass-object, but allows user to assign their own codes to pass-object variant. Shoulder-surfing is a problem, but we propose a simple scheme to prevent this problem. In traditional authentication phase, User uses mouse to click their correct passwords on the interface which uses the left-button of mouse. Our improved scheme is that we can use the right-button of mouse to confuse the person who wants to see the password input. Any person wants to see the password but will not know which clicks are correct. We can set our system to accept only left-button, but let right-button of mouse to click and display. User can use left-button or right-button of mouse, but only the designated-button will be accept and authenticated.

3.6. Usability of Graphical Password

The usability is very important of graphical password and number of existing graphical password schemes available on the internet. We discuss about the usability and explain why the “Passpoints” can really use in the future. In Table 3, we show the usability features of graphical password which is made by Hafiz, et al. [28] and there are 12 schemes in the table to compare with their usability. The Passpoints scheme is the best of these 12 schemes in compare with each usability feature.

The Passpoints scheme is the only scheme that can be considered as an efficient scheme. The input reliability and accuracy are one of the features which can provide the usability and users can easily remember their graphical password. Even we use nine grids but do not spend many times and we believe that our modified Passpoints still can keep efficient. For user to use our system, user clicking one of nine pictures is just like to choose one of the correct points in Passpoints. Although this is easy but can really improve the security and also can keep efficient. If the users forget their setting points or images, they can redo the setting phase by the certified phase that same as the traditional alphanumeric password certified phase.
### Table 3. The usability of graphical password

<table>
<thead>
<tr>
<th>Graphical Password Scheme</th>
<th>Techniques</th>
<th>Usability Features on Graphical Password</th>
<th>Drawing password</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recognition</td>
<td>Memorability</td>
<td>Freedom of choice</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>Meaningfulness</td>
<td>User assigned image</td>
</tr>
<tr>
<td>Jansen et al.</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Passfaces</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Triangle</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Movable Frame</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Intersection</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Pict-O-Lock</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Déjà Vu</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Blonder</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>VisKey SFR</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Passlogix v-Go</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>PassPoints</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>DAS</td>
<td>V</td>
<td>V</td>
<td>X</td>
</tr>
</tbody>
</table>

V=Yes  X=No  Blank=not mentioned
4. Conclusion

In the graphical password systems, we need the image big enough to ensure the security. Because of the large enough images can be cut into many enough sub-blocks to meet the users to set their passwords. In a small screen device, the problem is how to provide a large enough password space on a small image. The research of Passpoints suggested that user might be handled by magnification of any area of the chosen image [23]. Our research suggests that user can move the image in small screen by mouse. In the screen, the system will show the given area and when user hold the left button of mouse then user can move the image in this area that means we can put a big image in a small screen device like PDA. The limitation of graphical password system has some important issues. First, the image should be colorful and rich enough, the image should be a big enough to provide large enough password space to keep the security. And when input password may click in the middle of two grids, the fault tolerance can be set to solve this problem. Second issue is efficiency; users to use the mouse to enter a password may be slower than the keyboard. However, graphical password still has value and possibility instead of alphanumeric password. The most important issue is the human memory. People should spend more time learning and practice the graphical password but user's thinking and feeling this kind of graphical password will be much easier than alphanumeric password [23]. Finally, this paper reports a new scheme of graphical password and combines with another technology to improve database of server. In cryptography, security is based on the strength of password. Most passwords belong to alphanumeric password which is developed from symmetric cryptographic algorithm to asymmetric cryptographic algorithm. That shows the importance that saving password is in password-table. We provide a new scheme of graphical password and prove that our scheme can solve the problem of database storage. All information can be steganography to achieve our scheme and can solve the problem of database storage. Furthermore, the information eavesdropping problem during data transmission can be overcome by our tabular steganography technique. Overall, our modified graphical password system can help user easy and friendly to memory their password and without loss of any security of authentication. User’s chosen input will hide into image using steganography technology, and transfer to server security without any hacker problem. And then, our authentication server only needs to store a secret key $X$ for decryption instead of large password database.
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Abstract. As an alternative to the price-based traditional auction model, the multi-attribute auction model is an integrated model requiring the simultaneous trade of different types of attributes as the sellers and buyers deal. As a result, the design and modeling of the auction mechanism have become very difficult. This paper proposes a multi-attribute auction model using the dominance-based rough sets approach (DRSA). The multi-attribute decision method by DRSA can directly mine out the preference relations between the attributes of alternatives so that relevant auction mechanisms can be designed. This model uses a natural reasoning procedure similar to that of decision makers. Finally, a numerical example demonstrates the simplicity, efficiency, and feasibility of the proposed auction model.

Keywords: multi-attribute decision, rough sets, auction, DRSA.

1. Introduction

An auction is an ancient pricing mechanism that began with Chaldeans (fl. c.340-c.270 B.C.) auctioning their wives, ancient Egyptians auctioning their mining rights, and ancient Romans auctioning their slaves, booties, and debtor’s belongings. Research on auction theories began very late, and quantitative studies on auction problems did not commence until the 1960s. Further, although the quantitative study of auction problems is a very complex

¹ Contact author, Dr. Bin Liu, email:liubhnau@163.com.
process, many interesting conclusions have been reached. For instance, researchers found that an auction is a perfect price discovering mechanism when both the supplier and the buyer are having difficulties in naming a price. The American FCC (Federal Communications Commission) spectrum auction, known as the greatest auction in history, has become the foundation of spectrum auctions in many regions. It has resolved the disjointedness of the auction theory and auction practice, while proving the practicability of the game theory. Furthermore, the auction theory can be used to explain many complex non-economic phenomena (Klemperer 2006).

A traditional auction is the public sale of a product based on price bidding, wherein the highest bidder acquires the product. The seller wants to sell at a greater range of prices, while the buyer wants to buy at a smaller range of prices. Traditional auction problems have been analyzed by the game theory approach for a long time. New auction models have emerged because of developments in the society, especially the advent of information technology. For example, the procurement competition model, which is often used by the US Department of Defense, is unlike most traditional auction models and involves many performance/quality dimension data aside from price, such as promised technical characteristics, delivery date, and managerial performance (Che 1993). The evaluation of bids in a multi-attribute auction involves the application of an elaborate scoring system designed by the buyer: each individual component of a bid is evaluated and assigned a score, the scores are summed to yield a total score, and the firm achieving the highest total score wins the contract.

The use of the Internet as a platform has allowed the inclusion of many novel and useful features in auctions. One of these features is the incorporation of multiple attributes, which is based on the realization that there is much more to value than price (Teich et al. 2006). By the B2B mode, multi-attribute online auction is a new type of auction on the Internet that has risen with the development of e-commerce in recent years. Through the dominance of information in the Internet, online auctions can help both the buyer and the seller in expanding their range for finding individuals to cooperate with and in ensuring that an approved price for both sides is settled on. Recent trends have required that a product cannot be auctioned simply by its price. Instead, the multi-attribute auction, which is based on the multiple attributes of a product, such as its price, quality, time of delivery, and management performance of the supplier, has become de rigueur. At present, multi-attribute online auctions have been applied in public biddings of government projects and in the procurement of enterprises. Thus, multi-attribute trading mechanisms transcend traditional, price-only mechanisms by facilitating a negotiation over a set of predefined attributes representing various non-price aspects of the product (Engel and Wellman 2007).

In this paper, a novel multi-attribute online auction model is developed based on the dominance-based rough set approach (DRSA). Similar to the natural reasoning learning method, the new method can reuse the agent’s preferences to greatly increase bidding efficiency.
The rest of this paper is organized as follows. Section 2 is the literature review. Section 3 will advance the multi-attribute decision model by dominance-based rough sets approach. Section 4 will develop a new-type multi-attribute auction model by dominance-based rough sets approach, Section 5 is an example, and the last section provides concluding remarks.

2. Related Literature

Che (1993), the first to study the multi-attribute auction problem, designed a score rule for integrating two attributes and the auction mechanism, and proved the two-dimensional revenue equivalence theorem. Branco (1997) extended Che’s study by taking into account auction problems correlated with the firm’s cost, and concluded that the optimal effect cannot be directly obtained through the auction process but by a two-stage mechanism. Bichler (2000) carried out experimental analyses of the similar utility function and found that multi-attribute auctions yield utility scores that are significantly higher than those of single-attribute auctions. Based on two attributes and existing auction algorithms, Teich et al. (2000a, 2006b) described a Java-based Web auction system. They designed a “suggested price” mechanism and introduced its algorithms and theoretical foundations. Mishra and Veeramani (2002) identified multi-attribute auction problems in the outsourcing industry. They developed a simple and feasible auction mechanism proven to lead to competitive equilibrium while estimating the private cost functions of suppliers and the private valuation functions of the parent-firms based on the attribute values to be known. Karimi et al. (2007) stated that multi-attribute procurement problems have different characteristics under the supply chain framework. The exact value of the production cost is kept private and is difficult to be known by producers and customers. They designed an auction mechanism that integrated two attributes (time and price) into the scoring rule. Engel and Wellman (2007) acknowledged that trader’s preferences cannot be ignored and that the full additivity of attributes cannot be assumed. Therefore, they introduced an iterative auction mechanism that maintained the prices in local clusters related to attributes rather than the full space of joint configurations. Jin et al (2006a, 2006b) introduced the MAV (Multi-Attribute auction model pioneered by Vickrey) and MAE (Multi-Attribute auction model pioneered by Esther David) models for multi-attribute auctions and compared them with existing models to demonstrate the advantages of the new models. However, they did not constrain the number of attributes, and they assumed that both the cost functions of the seller and the valuation functions of the buyer are known. Another study (Wang et al. 2006) used the incentive mechanism to design a franchise bidding mechanism for a regional district distribution service to maximize the expected social welfare. However, the format of the optimal bidding mechanism is so complicated that a two-stage practical application is needed to implement it, namely, to bid first and then to negotiate about the quality.
Most extant studies often integrate multidimensional attributes to two-dimensional attributes, including price and quality, by first predigesting multiple attributes (except for price) into a quality attribute. Then the characteristics of the commodity are mapped from multidimensional to one-dimensional real number space by the valuation function, score rule, cost function, or social welfare function. Finally, the multi-attribute auction format is studied using the game theory and object optimization. However, the auction models developed from two-dimensional attributes are already complex and difficult to implement in practical applications. In management applications, the cost and social welfare functions are private for the seller and the buyer, so that the mapping from multidimensional space to single dimension space is extremely focal and difficult. Most studies examine the multi-attribute auction from the view of mechanism design, generally predigesting this kind of problem with the assumption that the valuation function is known and failing to consider it as the focus of the study.

The design of scoring rules for multiple attributes and the identification of the influence of different scoring rules on auction performance are among the most important study directions of multi-attribute auction problems. Based on the multi-attribute decision theory, multi-attribute auction studies should not constrain the number and types of attributes (whether qualitative or quantitative) of the commodity. A study (Wu, 2007) proposed the use of the multi-attribute decision making of the weighted aggregative valuation method to choose the winning bidder and introduced full bidding rules. During multiple rounds of bidding, suppliers and buyers are permitted to continually adjust the weights of attributes and focus on the importance of the assignment of weights. Xie and Li (2005) evaluated bidding alternatives in multi-attribute online auction decisions with the fuzzy aggregative valuation method. They also made attribute reductions and set the weights of attributes using the rough set theory. Other than these two methods, the rest of studies proposed that multiple attributes should be aggregated first before evaluating bidding based on aggregative valuation.

Other studies also paid more attention to agent preferences. In multiple rounds of bidding and negotiation under limited time, buyers or sellers may follow their own preferences. If the preferences of the selected winner in the previous round can be extracted, they can be used to predict the optimal bidding in the next round, thus increasing substantially the efficiency of the multi-attribute auction. At present, the rough set method is preferred for extracting decision preferences. Furthermore, each attribute in a multi-attribute auction has ordinal properties in addition to classifiable characteristics. Hence, based on the ordinal properties of attributes, the dominance-based rough set theory can be used to solve multi-attribute auction problems. There have been many successful applications of the dominance-based rough set theory to multi-attribute decision fields.
3. Multi-attribute decision model by DRSA

3.1. Information system and the composition of the Pairwise Comparison Table (PCT)

A multi-attribute decision problem, which has a finite set of alternatives \( B = \{x_1, x_2, \ldots, x_n\} \), can be treated as an information system. Generally, an information system is denoted as \( S = (U, A, V, f) \), where \( U \) is a domain of discourse, so that the set of alternatives is \( B \subseteq U \); \( A \) is the set of attributes; \( V = \bigcup_{a \in A} V_a \), where \( V_a \) is the actual range of attribute \( a \); and \( f \) is the information function, and \( f : U \times A \rightarrow V \) makes \( f(x, a) \in V_a \) for \( \forall x \in U, \ a \in A \).

For \( \forall a \in A \), \( T_a \), denoted on set \( B \), is a finite set of duality relations in light of attribute \( a \), such that \( \forall (x, y) \in B \times B \) uniquely ensures a dual relation \( \tau \in T_a \). PCT is a defined data sheet for \( S_{pct} = (B \times B, A, T_a, g) \), where \( B \times B \) is the set of pairwise comparisons; \( T_a = \bigcup_{a \in A} T_a \); and \( g : (B \times B) \times A \rightarrow T_a \) is an information function that yields \( \forall (x, y) \in B \times B, \ a \in A \), \( g[(x \times y), a] \in T_a \).

Assuming that the synthetic preference information of a small part of alternatives \( E \ (E \subseteq B) \) is known, and then PCT is a decision-making table, namely, \( D_{pct} = (E \times E, C \cup \{d\}, T_c \cup T_d, g) \), where \( E \) is a set of reference objects, and \( E \times E \) is its set of pairwise comparisons, attribute set \( A \) consists of condition attribute set \( C \) and decision-making attribute \( \{d\} \) of synthetic pair wise comparison, and \( C \cap \{d\} = \Phi \), \( C \cup \{d\} = A \); \( T_c = \bigcup_{a \in C} T_a \); \( T_d = \{p^h_a, h \in H_a\} \), \( p^h_a \) showing preference grades produced as alternatives in pairs for attribute \( a \) is compared, and \( H_a \) is a special set describing preference grades for attribute \( a \).

For \( \forall (x, y) \in E \times E \), \( T_a = \begin{cases} S \quad x \succ y \\ S^c \quad otherwise \end{cases} \),

where ‘\( \succ \)’ shows that \( x \) is at least as good as \( y \); \( g \) is an information function and shows that \( g[(x \times y), a \cup \{d\}] \in T_a \cup T_d \) for \( \forall (x, y) \in E \times E \), \( \forall a \in A \).
3.2. Determining the preference intension of multiple-grade dominance for attributes

Greco et al. (1999) put forward SPCT analysis by single grade dominance relation and assumed that the preference of all criteria has the same intension. This model is convenient for approximating and drawing decision rules, but is not precise enough. Taking different intensions of preference dominance relation into account for each criterion can yield a more accurate and real PCT (Wang et al. 2006).

The set of attributes $A = \{a_1, a_2, \ldots, a_n\}$ is where each attribute has its preference. Set $A$ is divided into the set of condition attributes $C$ and decision attribute $\{d\}$, such that $C \cap \{d\} = \emptyset$, $C \cup \{d\} = A$, where the decision attribute is the synthetic valuation result of alternatives, reflecting the integrated preference relation of alternatives. Further, the decision attribute is quantitative and can be an index whose value is a cardinal number reflecting the integrated valuation of alternatives, or an ordinal number reflecting the ranking result of alternatives. A condition attribute that is a cardinal number shows a specific occurrence of the attribute for the alternative and should take the value in the actual range. Another form of condition attribute is the qualitative index of linguistic that describes the type.

The condition attributes of alternatives all have some preference relations, and different attributes have different preference intensions. Assume that the pair wise comparison of alternatives for each attribute can be shown by gradation preference $P_a^h$, namely, for $\forall a \in A$, $(x, y) \in E \times E$, and $h \in H_a$, $xP_a^h y$ shows that alternative $x$ in light of attribute $a$ dominates alternative $y$ by the intension of $h$; when $h > 0$, it shows that alternative $x$ dominates alternative $y$, when $h = 0$, it shows that alternative $x$ does not vary against alternative $y$, and when $h < 0$, it shows that alternative $x$ is dominated by alternative $y$. $H_a$ is the set of preference intensions generated as alternatives that are compared in pairs, and is confirmed through the following process:

For information system $S = (U, A, V, f)$, first ensure an increasing preference function concerning attribute $a \in A$, $r_a : E \rightarrow R$. When an attribute is a numerical value, for the alternative $x \in E$, there is $r_a(x) = f(x, a)$; when an attribute is a linguistic description, the set of comments is $V_a$, there is $r_a(x) = k$, and $k \in \{1, 2, \ldots, |V_a|\}$. For example, if attribute $a$ is a price, the values of the attributes for alternatives $a_1$, $a_2$, and $a_3$, respectively, are 20000, 18000, and 21000, namely, $f(x_1, a) = 20000$, $f(x_2, a) = 18000$, and $f(x_3, a) = 21000$, and then $r_a(x_1) = f(x_1, a) = 20000$, $r_a(x_2) = f(x_2, a) = 18000$, and $r_a(x_3) = f(x_3, a) = 21000$; if attribute $a$ is the quality of a commodity,
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\( V_a = \{ \text{good, medium, bad} \} \), \(|V_a| = 3\), namely, there are three comments in the set of comments, and the attribute values of alternatives \( x_1, x_2, x_3 \) are good, medium, and bad, respectively. Specifically, \( f(x_a,a) = \text{medium'} \), \( f(x_a,a) = \text{bad''} \), and \( f(x_a,a) = \text{good'} \). \( r_a \) is an increasing preference function, so the value of a function should increase with increasing preference, such that \( r_a(x_1) = 2 \), \( r_a(x_2) = 1 \), and \( r_a(x_3) = 3 \).

Afterwards, the preference intension function is denoted as

\[
h_a(r_a(x), r_a(y)) = \text{sgn}(r_a(x) - r_a(y)) \cdot \begin{cases} 0 & 0 \leq |r_a(x) - r_a(y)| \leq \Delta_{a1} \\ 1 & \Delta_{a1} < |r_a(x) - r_a(y)| \leq \Delta_{a2} \\ \cdots & \vdots \\ k & |r_a(x) - r_a(y)| > \Delta_{ak} \end{cases} \]

where \( \Delta_{ak} \) is the threshold of the attribute properly given by the decision maker before the multi-attribute decision-making method. The Delphi method and analytic hierarchy process are the usual methods to decide on the threshold. The threshold can also be chosen according to industrial standards and national regulation. In the above example, since the attribute is price, and the threshold is \( \Delta_{a} = 2000 \), then the preference grades of the pairwise comparisons of alternative are \( h_a(r_a(x_1), r_a(x_1)) = 0 \), \( h_a(r_a(x_2), r_a(x_1)) = 1 \), \( h_a(r_a(x_3), r_a(x_1)) = 0 \), and \( h_a(r_a(x_3), r_a(x_2)) = -1 \); therefore, \( x_1, p_a^n x_1 \), \( x_1, p_a^+ x_2 \), \( x_1, p_a^- x_3 \), and \( x_2, p_a^+ x_1 \) respectively show that according to attribute \( a \), alternative \( x_1 \) is similar to alternative \( x_1 \), alternative \( x_1 \) dominates alternative \( x_2 \) with the intension of \( 1 \), alternative \( x_1 \) is similar to alternative \( x_3 \), and alternative \( x_2 \) does not dominate alternative \( x_1 \) with the intension of \( 1 \).

When the attribute is the quality of the commodity, and the thresholds are \( \Delta_{a1} = 1 \), \( \Delta_{a2} = 2 \), then the preference grades of the pairwise comparison of the alternative are \( h_a(r_a(x_1), r_a(x_1)) = 0 \), \( h_a(r_a(x_2), r_a(x_1)) = 1 \), \( h_a(r_a(x_3), r_a(x_1)) = -1 \), and \( h_a(r_a(x_3), r_a(x_2)) = -2 \); therefore, \( x_1, p_a^n x_1 \), \( x_1, p_a^+ x_2 \), \( x_1, p_a^- x_3 \), and \( x_2, p_a^+ x_1 \) respectively show that alternative \( x_1 \) is similar to alternative \( x_1 \), alternative \( x_1 \) dominates alternative \( x_2 \) with the intension of \( 1 \), alternative \( x_1 \) does not dominate alternative \( x_3 \) with the intension of \( 1 \), and alternative \( x_2 \) does not dominate alternative \( x_3 \) with the intension of \( 2 \) according to attribute \( a \).

The above attributes discussed are the types of profit. As one attribute is the type of cost, it can be translated into the type of profit and then denoted as
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preference intension grades, or denoted as the preference intension function as follows:

\[ h_z(r_x(x), r_y(y)) = (-1) \cdot \text{sgn}(r_x(x) - r_y(y)) \begin{cases} 0 & \text{for } 0 \leq |r_x(x) - r_y(y)| \leq \Delta_{a1} \\ 1 & \text{for } \Delta_{a1} < |r_x(x) - r_y(y)| \leq \Delta_{a2} \\ \ldots & \text{for } k \cdot |r_x(x) - r_y(y)| > \Delta_{as} \end{cases} \]

3.3. Dominance relation based on PCT

For \( \forall (x, y), (w, z) \in E \times E \), in light of \( a \in A \), \((x, y)D_a(w, z)\) shows that \((x, y)\) dominates \((w, z)\), or the intension that \( x \) dominates to \( y \) is at least the same as that when \( w \) dominates \( z \). Then \( \forall (x, y), (w, z) \in E \times E \), \( a \in A \), \( h_a, k_a \in \mathbb{H}_a \), \( xP_z^a y \), and \( wP_z^a z \) will yield \((x, y)D_a(w, z) \Leftrightarrow h_a > k_a\).

Based on \( D_a \) dominance relation, positive dominance \( D^+_a(x, y) \) and negative dominance \( D^-_a(x, y) \) can be introduced:

\[ D^+_a(x, y) = \{ (w, z) \in E \times E \mid (w, z)D_a(x, y) \} \]
\[ D^-_a(x, y) = \{ (w, z) \in E \times E \mid (x, y)D_a(w, z) \} \]

The dual-dimension relation \( S \) and \( S^C \) defined on \( E \) about decision attribute \{d\} can be considered. Regarding attribute set \( A \), the upper and lower approximation of \( S \) are respectively defined by

\[ \overline{C}(S) = \{ (x, y) \in E \times E \mid D^+_a(x, y) \subseteq S \} \]
\[ \underline{C}(S) = \{ (x, y) \in E \times E \mid D^-_a(x, y) \subseteq S \} \]

while the upper and lower approximation of \( S^C \) are respectively defined as

\[ \overline{C}(S^C) = \{ (x, y) \in E \times E \mid D^+_a(x, y) \subseteq S^C \} \]
\[ \underline{C}(S^C) = \{ (x, y) \in E \times E \mid D^-_a(x, y) \subseteq S^C \} \]

The following complementary properties come into existence: \( \overline{C}(S) = E \times E - \overline{C}(S^C) \), \( \underline{C}(S) = E \times E - \underline{C}(S^C) \), \( \overline{C}(S^C) = E \times E - \overline{C}(S) \), and \( \underline{C}(S^C) = E \times E - \underline{C}(S) \).

The boundaries of \( S \) and \( S^C \) are respectively denoted as follows:

\( \text{bn}(S) = \overline{P}(S) - \underline{P}(S) \), \( \text{bn}(S^C) = \overline{P}(S^C) - \underline{P}(S^C) \), and \( \text{bn}(S) = \text{bn}(S^C) \).
3.4. Acquiring the decision rules for multi-grade dominance

The upper accumulating preference and the lower accumulating preference are denoted as
\[ \forall (x, y) \in E \times E, \quad a \in A, \quad h, k \in H. \]
Such that when \( k \geq h \) and \( x^P_a y \), then \( x^P_a y \); when \( k \leq h \), and \( x^P_a y \), then \( x^P_a y \).

In terms of rough set approximation, the following three kinds of decision rules are derived from the appointed PCT:
\[ P = \{a_1, a_2, \ldots, a_n\} \subseteq A, \quad \text{where} \quad (h_1, h_2, \ldots, h_n) \in H_{a_1} \times H_{a_2} \times \cdots \times H_{a_n}. \]

**D** Decision rules: if \( x^P_{a_1} y \) and \( x^P_{a_2} y \), \ldots, and \( x^P_{a_n} y \), then \( xS_y \), and supported by objects in pairs of \( C(S) \).

**D** Decision rules: if \( x^P_{a_1} y \) and \( x^P_{a_2} y \), \ldots, and \( x^P_{a_n} y \), then \( xS_y \), and supported by objects in pairs of \( C(S^c) \).

**D** Decision rules: if \( x^P_{a_1} y \) and \( x^P_{a_2} y \), \ldots, and \( x^P_{a_n} y \), and \( x^P_{a_{n+1}} y \) and \( x^P_{a_{n+2}} y \), \ldots, and \( x^P_{a_{2n}} y \), then \( xS_y \) or \( xS^c y \), and supported by objects in pairs of \( n(S) \).

The decision rules above acquired on \( E \) are used for the whole set of alternatives \( B \). Net flow value \( S(x) \) is computed for each alternative \( x \in B \) and can be used to rank and choose alternatives, where
\[ S(x) = S^+(x) - S^-(x) + S^+(x) - S^-(x), \]
\[ S^+(x) = card(\{ y \in B \mid \text{at least one decision rule exists to supports } xS_y \}); \]
\[ S^-(x) = card(\{ y \in B \mid \text{at least one decision rule exists to supports } yS_x \}); \]
\[ S^+(x) = card(\{ y \in B \mid \text{at least one decision rule exists to supports } xS^c_y \}); \]
\[ S^-(x) = card(\{ y \in B \mid \text{at least one decision rule exists to supports } yS^c_x \}). \]

The alternative \( x' \in B \) satisfying \( S(x') = \max_{x \in B} S(x) \) is the most optimal alternative.

4. Multi-attribute auction model by DRSA

4.1. Decision model

First, the qualification of suppliers for bidding is evaluated with the multi-attribute decision-making method. All suppliers that submitted bidding reports
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are ranked, and the former \( m \) suppliers can be chosen to qualify for the later bidding. The attribute set of the required commodity is \( C = \{ a_1, a_2, \ldots, a_n \} \). The actual range of attribute \( a \) is denoted as \( V_a \), and \( V = \bigcup_{a \in C} V_a \). Thus, the whole bidding process is seen as the information system \( S = (U, C, V, f) \), where \( U \) is the domain of discourse. The bidding alternative set \( B \) consists of the alternatives bided by \( m \) bidders each round, \( B \subseteq U \); and \( f \) is an information function where \( f : U \times C \rightarrow V \).

The attributes of the procured commodity are taken as condition attribute set \( C \), assuming that there are no attributive redundancies. Decision attribute \( \{d\} \) is obtained from the ranking result of \( m \) suppliers. This yields the comprehensive preference information of \( E \), a small part of alternatives in the full information system. After confirming the preference grade set \( H \) of each condition attribute, PCT can be structured as \( D_{nt} = (E \times E, C \cup \{d\}, T_c \cup T_{(a)}, g) \), and this datasheet is a decision table.

Moreover, the decision table derived through this method is rational and effective because it is based on the information of each bidder’s bidding alternative, and it integrated the characters of commodity required by the buyer. The decision rules are derived in terms of DRSA from a small part of PCT for which the comprehensive preference information is known, and then are used on the bidders’ alternatives in each round to obtain the decision value of pair wise comparison. Finally, the ranking of alternatives and the selection of the optimal alternative is implemented with scoring functions.

The bidding involves single goods and multiple attributes. Assume that there are \( R \) rounds of bidding, or that the bidding is constrained by time \( T \). Before the \( r \)-th \(( r \in \{1, 2, \ldots, R\} \) round begins, the procurer declares the bidding result of the previous round. Assume that the optimal bidding alternative of the \( r \)-th round is \( b^{(r)} = (a_1^{(r)}, a_2^{(r)}, \ldots, a_n^{(r)}) \), the worst being \( b^{(0)} = (\bar{a}_1^{(r)}, \bar{a}_2^{(r)}, \ldots, \bar{a}_n^{(r)}) \). Based on the suppliers’ actual bidding on \( r-1 \) round, the procurer declares the reference alternative \( b'_{k} = (\bar{a}_1^{(r)}, \bar{a}_2^{(r)}, \ldots, \bar{a}_n^{(r)}) \) and \( b'_{k} = b'_{k-1} \), which reflects his/her own bidding preference, with the worst alternative and preference grade thresholds \( \Delta'_{a_k} \) for each condition attribute \( a \in C \). Going along with the bidding, the procurer can modify \( \Delta'_{a_k} \) according to the actual bid of each supplier.

Assume that there are \( m' \) bidders on \( r \) round bidding, and \( m' \leq m \). \( B' \) is the bidding alternative set composed of \( m' \) bidders’ alternatives on \( r \) round. \( b'_k \) is the bidding value of bidder \( k \) on the \( r \)-th round, and \( b'_k = (a_{i_1}, a_{i_2}, \ldots, a_{i_m}) \), \( S(b'_k) \) is the net flow value, then

\[
S(b'_k) = S^{-}(b'_k) - S^{-}(b'_k) + S^{+}(b'_k) - S^{+}(b'_k) ,
\]

Where.
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\[ S^+ (b'_i) = \text{card}\{b'_i \in B' \mid \text{at least one decision rule exists to supports } b'_i \neq b'_j \} \];

\[ S^- (b'_i) = \text{card}\{b'_j \in B' \mid \text{at least one decision rule exists to supports } b'_i \neq b'_j \} \];

\[ S^0 (b'_i) = \text{card}\{b'_j \in B' \mid \text{at least one decision rule exists to supports } b'_i \neq b'_j \} \];

\[ S^- (b'_i) = \text{card}\{b'_j \in B' \mid \text{at least one decision rule exists to supports } b'_i \neq b'_j \} \].

To rank the bidding alternatives in set \( B' \) for each round according to function \( S(x) \), and to select the optimal alternative on this round \( b''(r) = (a'_1, a'_2, \ldots, a'_n) \), making \( S(b''(r)) = \max_{b'' \in B'} \{ S(b''(r)) \} \).

On the \( r \)-th round, the effective bid of bidder \( k \) is \( b'_i = (a'_1, a'_2, \ldots, a'_n) \) and satisfies the following conditions:

1. \( \exists j \in \{1, 2, \ldots, n\} \) making \( a'_j > a'_i \);
2. \( \text{card}(M) \geq \text{card}(N) \), where \( M = \{a'_j \mid a'_j > a'_i, j = 1, 2, \ldots, n\} \) and \( N = \{a'_j \mid a'_j < a'_i, j = 1, 2, \ldots, n\} \).

If the bidder gives up bidding on any round, then there is the assumption that he/she will not participate in subsequent biddings.

4.2. The decision-making steps

The process of bidding based on the dominance relation rough multi-attribute decision-making model is as follows:

Step 1: For the supplier, perform a primary election with the multi-attribute decision theory regarding the bidding alternatives of the commodity to select \( m \) qualified suppliers for bidding. Use the ranking result of \( m \) suppliers as the decision attribute to construct PCT.

Step 2: Based on PCT reflecting the bidding information of suppliers, derive four kinds of dominance decision rules using DRSA.

Step 3: Before the \( r \)-th round begins, the buyer declares his/her preference alternative \( b'_i \) and the preference grade thresholds \( \Delta_{a_i} \) of each condition attribute.

Step 4: Suppliers carry through the \( r \)-th round bidding. First, the decision maker judges the valid bid and changes the information of the bidding alternative into PCT, obtains the decision value of each alternative on the present round with dominance decision rules to rank all alternatives, and derives the optimal alternative \( b''(r) \) on the round.

Step 5: Continue the process until time \( T \) or the \( R \) round bid ends. The optimal alternative on the last round is the optimal procurement alternative, and its bidder is the winning bidder.

Step 6. End.
5. Example

Assume that a firm needs to procure one commodity and has to select one supplier. The firm not only focuses on price but also on other faculties, such as capability for research and development, credit standing, servicing level, and financing status. The firm adopts a single-good and multi-attribute auction mode to choose the proper supplier. Information is publicized to invite public bidding, and then experts are invited to filter suppliers with the multi-attribute decision-making method to choose the qualified suppliers that should participate in bidding. The attribute set of commodity is

\[ C = \{ \text{Price, Delivery Time, Ability of Study and Development, Accounting Manner} \} \]. Three suppliers are primarily filtered out to participate in the bidding and construct the decision table as shown in Table 1.

**Table 1: Decision Table of the Qualified Suppliers**

<table>
<thead>
<tr>
<th>Price ($)</th>
<th>Delivery Time (Month)</th>
<th>Ability of Study and Development</th>
<th>Accounting Manner</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>150</td>
<td>6</td>
<td>Good</td>
<td>Cash on Delivery</td>
</tr>
<tr>
<td>x2</td>
<td>175</td>
<td>5</td>
<td>Medium</td>
<td>Advance Payment</td>
</tr>
<tr>
<td>x3</td>
<td>135</td>
<td>4</td>
<td>Bad</td>
<td>Advance Payment</td>
</tr>
</tbody>
</table>

In Table 1, Supplier 2 has the highest price and is ranked as the first option since the buyer focuses on delivery time and scientific research level for the required commodity.

**Table 2: The Standardized Decision Table and the Threshold of Attribute**

<table>
<thead>
<tr>
<th>Price</th>
<th>Delivery Time</th>
<th>Ability of Study and Development</th>
<th>Accounting Manner</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>150</td>
<td>6</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>x2</td>
<td>176</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>x3</td>
<td>135</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \Delta_{x1} )</td>
<td>20</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \Delta_{x2} )</td>
<td>40</td>
<td>1.9</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

In Table 2, the linguistic attribute is changed into a quantitative attribute and price, the delivery time is the converse-attribute such as cost and capability for study and development, and the accounting manner is the positive attribute. The preference grade thresholds for each attribute are determined by experts for the pair wise comparisons of alternatives. The PCT, as shown in Table 3, is constructed.
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Table 3: Pairwise Comparison Table

<table>
<thead>
<tr>
<th></th>
<th>Price</th>
<th>Delivery Time</th>
<th>Ability of Study And Development</th>
<th>Accounting Manner</th>
<th>Decision Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x1, x1)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>S</td>
</tr>
<tr>
<td>(x1, x2)</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>$^{S^{C}}$</td>
</tr>
<tr>
<td>(x1, x3)</td>
<td>0</td>
<td>-2</td>
<td>2</td>
<td>1</td>
<td>$^{S^{C}}$</td>
</tr>
<tr>
<td>(x2, x1)</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>S</td>
</tr>
<tr>
<td>(x2, x2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>S</td>
</tr>
<tr>
<td>(x2, x3)</td>
<td>-2</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>S</td>
</tr>
<tr>
<td>(x3, x1)</td>
<td>0</td>
<td>2</td>
<td>-2</td>
<td>-1</td>
<td>S</td>
</tr>
<tr>
<td>(x3, x2)</td>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>$^{S^{C}}$</td>
</tr>
<tr>
<td>(x3, x3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>S</td>
</tr>
</tbody>
</table>

Finally, the decision rules are extracted as follows when $\forall(x, y) \in B$:

**Decision rules:**

**Rule 1**: if $h_{a1} \geq 0$ and $h_{a2} \geq 0$, and $h_{a3} \geq 0$, and $h_{a4} \geq 0$, then $xS_y$;

**Rule 2**: if $h_{a1} \geq 0$ and $h_{a2} \geq 2$, then $xS_y$;

**Decision rules:**

**Rule 3**: if $h_{a1} \leq 0$ and $h_{a2} \leq -2$, then $xS^{C}y$;

**Decision rules:**

**Rule 4**: if $h_{a1} \geq 1$, and $h_{a2} \leq -1$, and $h_{a3} \geq 1$, then $xS_y$ or $xS^{C}y$;

**Rule 5**: if $h_{a1} \leq -1$, and $h_{a2} \geq 1$, and $h_{a4} \leq -1$, then $xS_y$ or $xS^{C}y$;

**Rule 6**: if $h_{a1} \geq 1$, and $h_{a2} \leq 1$, and $h_{a3} \geq 1$, then $xS_y$ or $xS^{C}y$;

**Rule 7**: if $h_{a1} \leq -1$, and $h_{a2} \geq -1$, and $h_{a3} \geq 1$, then $xS_y$ or $xS^{C}y$.

Before the first round begins, the buyer publicizes his/her satisfied bidding $b^{w^{(i)}} = (176, 5, \text{Medium, Advance Payment})$,

the worst bidding $b^{w^{(j)}} = (150, 6, \text{Good, Cash on Delivery})$,

and the preference grade thresholds of the alternative pairwise comparisons for each attribute in Table 2.

The third suppliers' bidding alternatives on the first round are indicated in Table 4. It also shows the results of the net flow values computed with the decision rules.
Table 4: The bidding alternatives on the 1 round, ranking result and thresholds of attribute

<table>
<thead>
<tr>
<th></th>
<th>Price</th>
<th>Delivery</th>
<th>Ability of Study And Development</th>
<th>Accounting Manner</th>
<th>Net Flow Value</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>147</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>x2</td>
<td>161</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>-4</td>
<td>3</td>
</tr>
<tr>
<td>x3</td>
<td>153</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Δα</td>
<td>5</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δα*</td>
<td>10</td>
<td>1.5</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Before the second round of bidding, the buyer declares his/her most satisfied bidding alternatives

\( b^{\text{+1}} = (147, 5, \text{Good, Cash on Delivery}) \)

\( b^{\text{-1}} = (153, 4, \text{Medium, Advance Payment}) \)

and the worst bidding

\( b^{\text{+2}} = (161, 5, \text{Medium, Advance Payment}) \).

The preference grade thresholds of the alternative pairwise comparisons for each attribute are presented in Table 4.

Table 5 presents the third suppliers’ bidding alternatives on the second round. The net flow values computed with the decision rules are also shown.

Table 5: The bidding alternatives on the 5 round and ranking result

<table>
<thead>
<tr>
<th></th>
<th>Price</th>
<th>Delivery</th>
<th>Ability of Study And Development</th>
<th>Accounting Manner</th>
<th>Net Flow Value</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>144</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>x2</td>
<td>153</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>-2</td>
<td>3</td>
</tr>
<tr>
<td>x3</td>
<td>138</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

If the bidding ends at this time, Supplier 1 is the winner, and the winning bidding is

\( b^{\text{+1}} = b^* = (144, 5, \text{Good, Cash on Delivery}) \).

6. Conclusion

This paper proposes a multi-attribute decision method based on multi-grade DRSA to select the winner of a multi-attribute auction. Previously, bidding alternatives were evaluated using the fuzzy aggregative valuation method. An in-depth analysis of this model revealed that some of its characteristics, such as the reasoning process, are similar to those of a human mind. Further, the auction rules favor the declaration of the true preference information of the
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seller and the buyer. This algorithm is simple and can easily be programmed for applications. The range of possible applications of the multi-attribute decision-making method and DRSA can be explored further. Future studies can analyze and design timely dynamic multi-attribute auction decision-making models based on the model developed in this paper.
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Abstract. This paper proposes the median-type filters with an impulse noise detector using the decision tree and the particle swarm optimization, for the recovery of the corrupted gray-level images by impulse noises. It first utilizes an impulse noise detector to determine whether a pixel is corrupted or not. If yes, the filtering component in this method is triggered to filter it. Otherwise, the pixel is kept unchanged. In this work, the impulse noise detector is an adaptive hybrid detector which is constructed by integrating 10 impulse noise detectors based on the decision tree and the particle swarm optimization. Subsequently, the restoring process in this method respectively utilizes the median filter, the rank ordered mean filter, and the progressive noise-free ordered median filter to restore the corrupted pixel. Experimental results demonstrate that this method achieves high performance for detecting and restoring impulse noises, and outperforms the existing well-known methods.

Keywords: Impulse noise detector, Decision tree, Particle swarm optimization, Median-type image filter, Noise removal.

1. Introduction

Digital images are sometimes contaminated by impulse noises during transmission processes. These noises usually degrade the image processing results severely such as edge detection, image segmentation, and object recognition. Thus, it is urgently essential to remove noises before the image
processing procedures are performed. For this purpose, several well-known filters have been presented in the past years. Nonlinear filters are usually better than linear filters because of their good impulse noise removal and edge preservation [1]. The median filter which is a nonlinear filter is the popular well-known and the most often employed for removing impulse noises [1]. Although it is effective in filtering impulse noises, the median filter still blurs some fine details and often damages edges when it is applied to the digital images uniformly.

Hence, various modified median-based filters have been proposed to enhance the typical median filter in the recent years, such as the weighted median (WM) filter [2], the tri-state median (TSM) filter [3], the progressive switching median (PSM) filter [4], the center weighted median (CWM) filter [13], the adaptive center weighted median (ACWM) filter [5], the multistate median (MSM) filter [6], the fuzzy-rule-based median (FM) filter, and the iterative median (IM) filter [7]. Although these filters achieve better detection and restoration results, they still tend to blur some fine details. In order not to damage good pixels, the decision-based median filters with switching schemes have been proposed in some papers [3, 13].

In addition, the directional weighted median (DWM) filter [8] performs well at noise ratio higher than 30% when it is compared with the TSM, the ACWM, and the MSM filters. Nevertheless, it needs to calculate some fixed parameters to perform image enhancement. Moreover, the high performance detection (HPD) filter employs the sufficient similar neighbor criteria for image restoration [9]. However, it also needs some fixed parameters, such as the intensity value and the threshold, to work correctly. Thus, the HPD filter cannot completely separate the noise-free pixels from the noise-corrupted pixels, either.

In the recent years, most proposed algorithms for selective impulse noise detection need the thresholds to classify the input pixel as either noise-corrupted or noise-free. These thresholds will severely affect the performance for noise detection. They are finally determined by a series of the iterative experiments.

The decision tree (DT) is popularly used in the field of data mining. Especially, it is a very efficient method in classification problems. In image enhancement, the purpose for noise detection is detecting the pixels whether they are corrupted or not. Thus, noise detection will be strongly regarded as a classification problem. In the past years, some well-known methods need the thresholds for classification which are obtained by manual or forced-searching approaches. They are time-consuming, inefficient, and high time complexity. Therefore, it is essential to employ a systematic approach for solving this problem. In this paper, the particle swarm optimization (PSO) is utilized to optimize the thresholds to find out the approximate optimized DT and the suboptimal solutions for a set of these parameters. Hence, employing the DT is more accurate for noise detection.

The PSO derives next generation using the error values in each generation. It is easier to find the nearer optimal solution using the PSO. The main reason is that the PSO calculates the vector of movement and derives
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the position for next generation by considering the optimal solution from the first generation to the current generation. Therefore, the PSO has high ability with memory [17].

In this paper, the novel selective image filters called the median-type filters with an impulse noise detector (IND) using the DT and the PSO for image restoration (MDP), is proposed. It integrates the features of 10 impulse noise detection algorithms based on the DT to construct an adaptive hybrid IND. Also, it employs the PSO to well determine the optimized thresholds for the hybrid noise detector.

The remainder of this paper is arranged as follows. Basic concept is stated in Section 2. Principles for the DT and the PSO are then in detail described in Section 3. In Section 4, the design for the MDP filter will be next depicted. The training structure diagram for the proposed impulse noise detector in the MDP filter is shown in this section. Subsequently, the experimental results demonstrate the comparison for the PSNR values and the restored images at various noise ratios in some well-known corrupted images for different methods in Section 5. Finally, conclusion is given in Section 6.

2. Basic Concept

A gray-level image is represented as a two-dimensional $L \times K$ matrix $X = [x_{y}]_{1 \leq i \leq L, 1 \leq j \leq K}$, where $L$ and $K$ are its height and width, respectively, and $x_{y} \in \{0, 1, 2, \cdots, 255\}$ is the pixel gray-level value at position $(i, j)$ in $X$.

A filter window with size $S = (2r + 1)^2 = 2n + 1$ will slide over the image $X$ at position $(i, j)$ to formulate a sample matrix $X_{y}$, where $1 \leq i \leq L$, $1 \leq j \leq K$, and $S$ is generally an odd number. Let the value for the central pixel in the filter window $X_{y}$ be $x_{y}$. The filter window $X_{y}$ usually slides over the image $X$ from left to right and top to bottom. For better clarity, the sample matrix $X_{y}$ can be rewritten as $X_{y} = (x_{i-\tau}, x_{i+\tau}, x_{j-\tau}, x_{j+\tau}, x_{i-\tau}, x_{i+\tau}, x_{j-\tau}, x_{j+\tau})$. In order to change the $(2r + 1) \times (2r + 1)$ filter window into a one-dimensional vector, it is reorganized by $x(k) = (x_{-n}(k), \cdots, x_{-1}(k), x_{0}(k), x_{1}(k), \cdots, x_{n}(k))$, where $x_{0}(k)$ (or $x(k)$) is the original central pixel value at location $k$. For instance, a $3 \times 3$ filter window centered at $x_{0}(k)$ is considered, such that $x(k) = (x_{-4}(k), \cdots, x_{-1}(k), x_{0}(k), x_{1}(k), \cdots, x_{4}(k))$, where $k = (i-1) \times K + j$ indicates the pixel located at position $(i, j)$ in the image $X$, and $x_{0}(k)$ (or $x(k)$) stands for the central pixel in the filter window.

The general output value in the MF filter with the filter window sized $2n + 1$ is $y(k) = \text{median}(x(k))$

$= \text{median}(x_{-n}(k), \cdots, x_{-1}(k), x_{0}(k), x_{1}(k), \cdots, x_{n}(k))$,

where $\text{median}$ represents the median operation.
3. Principles for the DT and the PSO

3.1. Decision Tree

The DT is a kind of tree structure which is applied in classification problems [16]. It can automatically classify the data according to the splitting condition. The DT can deal with variables with continuous type or category type. Its model can sufficiently show each variable’s relative importance and effectively deal with a huge dataset with many variables [16].

The purpose for noise detection is detecting the pixels whether they are corrupted or not when the images are processed. Noise detection is certainly considered as a classification problem. Thus, it is necessary to employ a systematic approach for solving this problem. In this paper, the algorithm for classification and regression trees (CART) is employed to construct a DT for the IND in noise detection. Experimentally, employing the DT is more accurate in noise detection.

3.2. Particle Swarm Optimization

Kennedy proposed the PSO algorithm in 1995 [17]. It is designed according to birds’ path of movement for food searching. The algorithm integrates the relationship between birds’ individual and group features. Birds will decide the next direction and the distance of movement by referencing the past directions of movement and the current position when they search for foods. A particle in the PSO algorithm is simulated as an individual for a bird’s food searching. The feature that a particle is simulated as a biological individual in the hyper-dimensional search space is employed to search for the optimal solution. Each particle will simulate the psychological tendencies from every other individual in the group of society. Apart from the individual direction searching, each individual will also learn from the best individual in the group of society. By the way of mutual learning, the individual will be able to find out the place for more food. In other words, the particles can therefore search for better solutions [17].

Here, the detailed procedure for the PSO is described as follows:

1. Set the initial parameters
   - The parameters swarm size, weight, range of movement for particles, and the number for training generations, must be initially set. The swarm size indicates the number of the particles in each generation. The weight represents one of the parameters employed in calculating the movement vector. The number for training generations means the number for training.

2. Get the fitness
   - The method for defining the fitness function can be designed by a function of the error value or the accuracy rate. The returned fitness values, such as the
error value and the accuracy rate, are usually the ultimate goal in a problem. Therefore, the fitness can be utilized to decide the merit or demerit of the current location for the particles, and can be employed to determine whether to continue training.

3. The conditions to stop training
Here, two conditions for stop of training will be listed. First, the maximum number of generations for training is reached. Second, the fitness value has satisfied the problem’s requirements.

4. Get Gbest and Pbest
The current fitness value for each particle is compared with that of each individual best position. If the particle’s fitness value is less than that of its Pbest, the individual best position will be replaced with the particle current position. Similarly, its fitness value is compared with that of its Gbest. If the particle’s fitness value is less than that of its Gbest, the position of Gbest will be substituted with that of the particle. Here, getting Gbest and Pbest is described in Eq. (1).

\[
\begin{align*}
\text{if } & \text{fitness}(X_i) < \text{fitness}(Pbest_i) \text{ then } \text{Pbest} = X_i(t), \\
\text{if } & \text{fitness}(X_i) < \text{fitness}(Gbest) \text{ then } \text{Gbest} = X_i(t),
\end{align*}
\]

where \( t \) represents the \( t \)th generation, \( i = 1, \ldots, n \), \( n \) indicates the number of the particles, \( X_i = (X_{i1}, X_{i2}, \ldots, X_{im}) \in \mathbb{R}^m \) stands for the particle current position, \( m \) denotes the particle dimensionality, \( Pbest_i \in \mathbb{R}^m \) represents the best position for the \( i \)th individual particle’s path of movement, \( Gbest \in \mathbb{R}^m \) indicates the position closest to the optimal solution in the group, and fitness means the fitness function.

5. Calculate the movement vector
The movement vector is defined as follows:

\[
V_i(t+1) = wV_i(t) + c_1 \times r_1 \times (Pbest_i - X_i(t)) + c_2 \times r_2 \times (Gbest - X_i(t)),
\]

where \( V_j = (V_{j1}, V_{j2}, \ldots, V_{jm}) \in \mathbb{R}^m \) is the movement vector for the \( j \)th particle, \( w \) indicates the inertia weight, \( c_1 \) and \( c_2 \) are the acceleration coefficients which are random numbers in the interval \([0, 1]\), \( r_1 \) and \( r_2 \) are also random numbers in the interval \([0, 1]\), the first part \( wV_i(t) \) represents the particle’s inertia, the second part \( c_1 \times r_1 \times (Pbest_i - X_i(t)) \) stands for the particle’s cognition-only model, and the third part \( c_2 \times r_2 \times (Gbest - X_i(t)) \) denotes the particle’s social-only model.

6. Modify the particle’s position
The method for modifying the particle’s position is defined as follows:

\[
X_i(t+1) = X_i(t) + V_i(t+1),
\]

The particle’s \((t+1)\)th generation position is the vector addition of the \( t \)th generation position and the \((t+1)\)th generation’s movement vector. That is, adding the particle’s current position and its movement vector becomes the particle’s new position.
4. Design for the MDP Filter

4.1. The Structure for the MDP Filter

The IND employs the DT and the PSO algorithm to integrate 10 noise detection algorithms to find out the positions for the corrupted pixels in the images. Fig. 1 demonstrates the structure for the MDP image filter. In this paper, the MDP filter replaces the pixel with the modified median filters' results employing the MF, the ROM, and the PNOM filters, when the pixel is considered as noise-corrupted. Otherwise, the pixel will be kept unchanged.

Fig. 1. The structure for the MDP image filter

4.2. The Employed Noise Detection Algorithms

Generally, the values for most pixels which are corrupted by impulse noise are more eminent than those for fine pixels. Therefore, the difference between the input pixel $x(k)$ and the median value $\text{median}(x(k))$ in the filter window shows a sufficient reason to determine a corrupted pixel [10]. Here, 10 feature variables are employed as 10 impulse noise detectors to respectively estimate the feature value for each pixel. For clarity, $x(k)$ and $x_{0}(k)$ will be used interchangeably throughout this paper. Also, the filter window $X_{ij}$ and one-dimensional vector $x(k)$ will be employed alternatively.

Detector 1: the difference between the central pixel value and the median pixel value

The variable $u(k)$ specifies the absolute difference between the input pixel $x(k)$ and the median value $\text{median}(x(k))$ as follows:

$$u(k) = |x(k) - \text{median}(x(k))|$$  \hspace{1cm} (4)
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where median indicates the median operation. The variable $u(k)$ proposes a simple method for detecting impulse noise. A large $u(k)$ value which is greater than the threshold $\tau_u$ represents that the input $x(k)$ is dissimilar to the median value $\text{median}(x(k))$ in the filter window $x(k)$; that is, it strongly suggests the central pixel $x(k)$ is corrupted by impulse noise.

Detector 2: the difference between the individual pixel value and the average of the sample pixels' values

The variable $p_j(k)$ of the local contrast at location $k$ in the filter window $x(k)$ is defined as follows:

$$p(k) = \frac{|x(k) - \bar{x}(k)|}{\sum_{i=-n}^{n} |x_i(k) - \bar{x}(k)|}, \quad (5)$$

where $\bar{x}(k)$ represents the average gray-level value in the filter window $x(k)$ with size $2n+1$. A large $p(k)$ value which is greater than the threshold $\tau_p$ indicates that it heavily suggests the central pixel $x(k)$ is corrupted by impulse noise.

Nevertheless, if only variables $u(k)$ and $p(k)$ are employed to determine whether the input $x(k)$ is corrupted or not, then it is difficult to completely detect impulse noise [17]. For instance, a line component usually exists in the image and its width is only one pixel; hence, if the input pixel $x(k)$ is located on the line, it may be identified as an impulse noise and be removed [10]. In order to prevent bad judgments, it is essential to utilize other observations to enhance the detecting correctness, thus $v(k)$ and $q(k)$ are proposed as follows:

Detector 3: the average of the differences between the central pixel value and two closest pixels' values

If only variable $u(k)$ is employed to determine whether the input pixel $x(k)$ is corrupted or not, then it will mistakenly detect $x(k)$ as noise-corrupted in Fig. 2(a). In order to remove the weakness, the variable $v(k)$ is further employed for better noise detection in Eq. (6).

$$v(k) = \frac{|x(k) - x_{\beta_1}(k)| + |x(k) - x_{\beta_2}(k)|}{2}, \quad (6)$$

where $|x(k) - x_{\beta_1}(k)| \leq |x(k) - x_{\beta_2}(k)| \leq |x(k) - x_i(k)|$, $-n \leq i \leq n, i \neq \beta_1, \beta_2$. The pixel values for $x_{\beta_1}(k)$ and $x_{\beta_2}(k)$ are closest to that of $x(k)$ in the filter window $x(k)$. A large $v(k)$ value which is greater than the threshold $\tau_v$ indicates that it strongly suggests the central pixel $x(k)$ is corrupted by impulse noise. If we employ $v(k)$ as a detector, then the pixels on the line component in the filter
window $x(k)$ will not be detected as impulse noises because of the small $v(k)$ value [10, 15, 17].

Detector 4: the difference between the central pixel value and the median value of the filter window $x(k)$ with the repeating central pixels

In Fig. 2(b), the input pixel $x(k)$ is mistakenly considered as noise-corrupted by $u(k)$ when it is on the edge component in the filter window $x(k)$. To get good judgment, the variable $q(k)$ is utilized for enhancement. It is described as follows:

$$q(k) = |x_0(k) - c^e(k)|,$$  \hspace{1cm} (7)

where $c^e(k) = \text{median}\{x_{-s}(k), \ldots, x_{-1}(k), x_0(k), x_1(k), x_{s}(k), \ldots, x_{s+t}(k)\}$, \hspace{1cm} (8)

and $s$ indicates a positive integer for the repeating times [5, 11].

A large $q(k)$ value which is greater than the threshold $q_T$ indicates that it heavily suggests the central pixel $x(k)$ is corrupted by impulse noise. In [10], Lin presented that any pixel on the edge and the line components in the filter window $x(k)$ will not be detected as noise-corrupted if the variables $q(k)$ and $v(k)$ are employed. Thus, the system can correctly determine that no impulse noise is located at the pixel $x(k)$ because of the small $q(k)$ and $v(k)$ values. A small $q(k)$ value represents that it heavily suggests the central pixel $x(k)$ is not corrupted by impulse noise, in Fig. 2(b).

Detector 5: the difference between the central pixel value and the average of the sample pixels’ values

The variable $g(k)$ is defined as follows:

$$g(k) = |x(k) - \text{avg}(x(k))|,$$  \hspace{1cm} (9)

where $\text{avg}(x(k)) = \frac{1}{2n} \sum_{i=-n}^{n} x_i(k)$, it denotes the average of all pixels’ values in the filter window $x(k)$ without $x_0(k)$. A large $g(k)$ value which is greater than the threshold $g_T$ indicates that a big difference between the input pixel...
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The central pixel \(x(k)\) is possibly corrupted by impulse noise [10].

**Detector 6:** the average of differences between the central pixel value and four closest pixels' values

The variable \(d(k)\) is defined as follows:

\[
d(k) = \frac{1}{4} \sum_{i=1}^{4} |x_0(k) - x_{\beta_{i}}(k)|,
\]

where \(|x_0(k) - x_{\beta_{i}}(k)| < |x_0(k) - x_{\beta_{ji}}(k)|, j = 1, 2, 3, 4\), and \(x_{\beta_{i}}\) are the first four pixels in the filter window \(x(k)\) which are nearest to \(x(k)\). A large \(d(k)\) value which is greater than the threshold \(d_T\) indicates that it heavily suggests the central pixel \(x(k)\) is corrupted by impulse noise because the difference between \(x(k)\) value and its four nearest pixels’ values is too big, respectively [10]. Here, although \(d(k)\) can effectively detect impulse noise in the image, the thin line components in the filter window \(x(k)\) will be mistakenly detected as noise-corrupted in Fig. 2(c).

**Detector 7:** the noise detection employing the edge detection median (EDM) filter

The variable \(u(k)\) will mistakenly detect the input pixel \(x(k)\) as noise-corrupted which is on the thin line component in the filter window \(x(k)\). Thus, Zhang proposed the EDM filter with the variable \(r(k)\) to detect the corrupted pixels which are on the thin line component [12]. The variable \(r(k)\) is defined as follows:

\[
r(k) = \min \left| X_{ij} \otimes K_i \right|, \quad i = 1, 2, 3, 4
\]

where \(K_i\) is the \(i\)th convolution kernel and \(\otimes\) represents the convolution operator. Four different absolute values are obtained that the filter window \(X_{ij}\) is operated with 4 different convolution kernels, respectively. The minimum of four values is selected for impulse noise detection [12]. Four different convolution kernels are shown in Fig. 3. In convolution operation, each pixel value in the filter window \(X_{ij}\) is multiplied by the corresponding weight. The result for convolution operation is the summary of all operation results. That is, it is the summary for each pixel in the filter window \(X_{ij}\) multiplied by the weight of the corresponding position in the \(i\)th convolution kernel.
The variable \( r(k) \) utilized to detect impulse noise has 3 following significations:
1. Large \( r(k) \) value indicates all of 4 convolution products are very large. Thus, \( x(k) \) is considered as an impulse noise.
2. Small \( r(k) \) value denotes all of 4 convolution products are very small or close to zero. Hence, \( x(k) \) is regarded as a noise-free pixel.
3. Because one of 4 convolution products is very small (or close to zero) and the others are possibly large, the variable \( r(k) \) will be small when the central pixel \( x(k) \) is on the edge or the thin line component in the filter window \( X_{ij} \).

According to aforementioned \( r(k) \), if the input pixel \( x(k) \) is considered as noise-corrupted, the minimum of four convolution products is relatively large. The \( r(k) \) for the noise-free input pixel \( x(k) \) which is on the edge or the thin line component will be relatively small. Here, the threshold \( r_T \) will be employed to determine whether the pixel \( x(k) \) is corrupted or not.

**Detector 8:** the noise detection employing the SD-ROM filter

The variable \( h(k) \) is defined as follows [13]:
\[
h(k) = \begin{pmatrix} x_{-5}(k) & \cdots & x_{-1}(k) & x_1(k) & \cdots & x_5(k) \end{pmatrix}
\]
(12)

The elements in \( h(k) \) are sorted by ascending order as follows:
\[
h'(k) = [h'_{(1)}(k), h'_{(2)}(k), \ldots, h'_{(2n)}(k)]
\]
(13)

where \( h'_{(1)}(k) \leq h'_{(2)}(k) \leq \ldots \leq h'_{(2n)}(k) \). Subsequently, the rank ordered mean (ROM) is defined as follows:
\[
m(k) = \frac{h'_{(2n/2)}(k) + h'_{(2n/2+1)}(k)}{2},
\]
(14)

where \( m(k) \) is the value for the ROM. Also, the rank ordered difference is formulated by
\[
z(i) = \begin{cases} h'_{(i)}(k) - x(k), & \text{if } x(k) \leq m(k) \\ x(k) - h'_{(2n-i)}(k), & \text{if } x(k) > m(k) \end{cases} \quad \text{for } i = 1, \ldots, 4.
\]
(16)
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$z(k)$ is employed to determine the input pixel $x(k)$ whether it is corrupted or not. For instance, if $z_1(k)$ is positive, it means that the input pixel $x(k)$ is larger in the filter window $x(k)$. If $z_1(k)$ is greater than the threshold $T_z$, the input pixel $x(k)$ is considered as noise-corrupted. Similarly, $z_2(k)$, $z_3(k)$ and $z_4(k)$ can also provide the determination for noise detection. If each inequality in the following formula satisfies, the input pixel $x(k)$ is regarded as noise-corrupted.

$$z_i(k) > T_z, \quad i=1,...,4,$$

where $T_{Z1}, T_{Z2}, T_{Z3}, T_{Z4}$ are the thresholds and $T_{Z1} < T_{Z2} < T_{Z3} < T_{Z4}$.

**Detector 9:** the difference between the central pixel value and the neighbored pixels’ values after sorted

In [14], Aizenberg proposed a noise detection algorithm about the variable $c(k)$ to detect the corrupted pixels. The variable $c(k)$ is defined as follows:

$$(a(k)) = \begin{cases} x(k) - x_{(a-1)}(k) & \text{if } a > (n+1) \\ x(k) - x_{(a+1)}(k) & \text{if } a < (n+1) \\ 0 & \text{otherwise.} \end{cases}$$

The filter window $x(k)$ is sized with $2n+1$. After the elements in the filter window $x(k)$ being sorted, a new filter window $x'(k)$ is obtained. The rank for the input pixel $x(k)$ in the new filter window $x'(k)$ is $a$. $x'_{(a-1)}(k)$ and $x'_{(a+1)}(k)$ represent the $(a-1)$th and the $(a+1)$th pixel’s values in the new filter window $x'(k)$, respectively. Similarly, large $c(k)$ value which is larger than the threshold $T_c$ represents that the input pixel $x(k)$ is more relatively corrupted by impulse noise [12].

**Detector 10:** the noise detection employing the adaptive center-weighted median (ACWM) filter

The ACWM is a modified center-weighted median (CWM) filter [5]. It employs the difference between the input pixel $x(k)$ and the output of the CWM filter to detect impulse noise.

$$o_i(k) = |x(k) - c^i(k)| = |x(k) - x_{(2i+1)}(k)|,$$

where $i = 0, 1,..., n-1$, and $c^i(k)$ means as Eq. (8).

If any inequality satisfies in the following equation, the input pixel $x(k)$ is determined as an impulse noise [17].

$$o_i(k) > T_{o_i}, \quad i = 0,...,3,$$

where $T_{o_i}$ is the threshold. The corresponding threshold is obtained from the following equation:
where $\sigma$ and $\delta$ are predefined parameters, and MAD represents the median of the absolute deviations from the median, defined as follows:

$$\text{MAD} = \text{median} \left( |x_{-1}(k) - c^1(k)|, \ldots, |x_p(k) - c^1(k)|, \ldots, |x_n(k) - c^1(k)| \right)$$

(22)

where the filter window $X_j$ is sized with $2n+1$ and $c^1(k)$ means as Eq. (8).

Each one of 10 noise detectors has its own decision threshold. Several tests by implementation must have been done before the optimal thresholds are obtained. The thresholds for 10 noise detectors will absolutely affect the accuracy rate in noise detection. Therefore, the optimal thresholds for training the DT with the PSO algorithm will be obtained. Also, the accuracy rate which the DT estimates is considered as the fitness for the PSO.

4.3. The Training Method for the IND in the MDP Filter

Each one of 10 aforementioned detectors has its own threshold in the hybrid noise detector. The threshold in each detector usually affects the accuracy in noise detection for each noise detector. The optimal thresholds are determined only after many repeated experiments. Thus, a systematic method needs to be employed to obtain a set of optimal thresholds. Each noise detection algorithm has its strengths, weaknesses, and reciprocal characteristics. Therefore, the MDP filter adopts the DT to integrate each detector’s characteristics and reciprocal relationships, and utilizes the PSO algorithm to determine the required optimal thresholds for the hybrid detection algorithm. Doing so can construct an adaptive hybrid noise detector to improve the detection rate and achieve better performance for image restoration.

The MDP filter adopts the PSO to find out the optimal thresholds for training the DT. Subsequently, it employs the error rate of the DT classification as the fitness of the PSO. Finally, it outputs a set of thresholds $T$ determined by the PSO algorithm and a set of DT impulse noise detectors.

4.4. The Structure for the IND

Fig. 4 shows the structure for the IND. $T = (T_u, T_p, T_v, T_q, T_d, T_r, T_z_1, T_z_2, T_z_3, T_z_4, \sigma, \delta_1, \delta_2, \delta_3, \delta_4)$, where $T_u, T_p, \ldots, \sigma, \delta_1, \delta_2, \delta_3, \delta_4$ are the thresholds for Detector 1, Detector 2, ..., Detector 10, respectively. They are the optimal thresholds for the noise detection component which are found by the PSO algorithm.

The operation procedure is that the input image $X$ employs the PSO to determine the optimal thresholds for noise judgment and then calculates the
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judgment results for 10 detectors. Subsequently, the detection results of 10 noise detectors are fed into the trained DT (TDT) to judge whether the input pixel \( x(k) \) is corrupted and the MDP filter will output the binary noise flag map \( B(i, j) \). \( B(i, j) \) clearly indicates that each pixel in the image is corrupted or not.

![Fig. 4. The structure for the MDP noise detector](image)

4.5. The MF, ROM, and PNOM Filters

In the MDP filter, after the noise detection procedure is finished, the binary flag map \( B(i, j) \) indicates the locations where the pixels are corrupted by impulse noise. When the input pixel \( x(k) \) is corrupted it will be replaced with the outputs of the MF, the ROM, and the PNOM filters, respectively. The MF filter outputs the median value of all sorted pixels in the filter window \( x(k) \). The ROM filter calculates the average of the fourth and the fifth pixels for all sorted pixels without the central pixel in the original filter window \( x(k) \). The PNOM filter sorts the noise-free pixels in the filter window \( x(k) \) by ascending order. They will be indicated as one dimensional vector as follows:

\[
f(k) = \{ f_{(1)}(k), f_{(2)}(k), \ldots, f_{(C)}(k) \}
\]

(23)

where \( f_{(1)}(k) \leq f_{(2)}(k) \leq \ldots \leq f_{(C)}(k) \) and \( C \) represents the number of the noise-free pixels in the filter window \( x(k) \).

Here, the algorithm for the PNOM filter is described as follows:

Step 1. Input the corrupted image \( X' \) and the noise detector, output the binary noise flag map \( B(i, j) \). \( B(i, j) = 1 \) indicates the central pixel \( x(k) \) is noise-corrupted.

Step 2. Slide the filter window \( x(k) \) over the corrupted image \( X' \) from left to right and top to bottom.

Step 2.1 Count the number \( C \) of the noise-free pixels in the filter window \( x(k) \) for each input corrupted pixel \( x(k) \).
Step 2.2  If \( C > 0 \), 
\[
\hat{x}(k) = \text{median}(\text{sort}(x(k) \text{ excluding the corrupted pixels}))
\]
\( B(i,j) = 0, C = 0 \),
Else \( x(k) \) is kept unchanged.

Step 3  Extend the filter window \( x(k) \) with size \( 5 \times 5 \), perform Step 2 through Step 2.2

Step 4  Output the restored image \( \hat{X} \).

5.  Experimental Results

Fig. 5 depicts that 10 different images which are gray-level images with size \( 256 \times 256 \) are adopted for the experiments in this work. They respectively represent ‘Airplane’, ‘Baboon’, ‘Barbara’, ‘Bridge’, ‘Butterfly’, ‘Couple’, ‘Fishingboat’, ‘Goldhill’, ‘Lena’ and ‘Peppers’.

Fig. 5. The images adopted for evaluation in the experiments

5.1.  The Training and the Testing Methods Adopted in the Experiments

In order to evaluate the performance of impulse noise detector and image restoration in the MDP image filter, the training patterns are collected from the images at 20% noise ratio. In the training and the testing methods, \( P \in I_P \), where \( P \) indicates the noise ratio, \( I_P \in \{ 2\%, 4\%, \ldots, 18\%, 22\%, \ldots, 30\% \} \). The testing patterns are collected from the same images at 2~30% different noise ratios excluding 20%.

5.2.  The Evaluation for the MDP Image Filter

To evaluate the performance for the MDP filter, the noise detection performance needs to be examined and its detector will be compared with various noise detectors applied on different images at different noise ratios. Also, the error rate in noise detection for the noise detectors is considered as
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the evaluating criterion. In the experiments, the existing well-known noise detection algorithms include: the CSAM [18], the GP [15], the SD-ROM [13], the PSM [4], the EDM [12], the ACWM [5] algorithms, where the PSM, the SD-ROM, and the ACWM algorithms employ the filter window with size $3 \times 3$, the EDM algorithm utilizes $5 \times 5$ filter window, both the CSAM and the GP algorithms use the filter windows with size $3 \times 3$ and $5 \times 5$. In the quality evaluation of image restoration, two other filters, the MF [1] and the TSM [3] filters, are also employed.

5.3. The Performance Evaluation for the MDP Filter Applied on the Images Corrupted by Salt and Pepper Impulse Noise

![Graph](image)

**Fig. 6.** The comparison for the average error rate in noise detection for different methods in 10 different images corrupted by the salt and pepper impulse noise at various noise ratios

Fig. 6 shows the quantitative comparison for the average error rate in noise detection for different detectors while 10 different images corrupted by salt and pepper impulse noise at various noise ratios. Fig. 7 depicts the quantitative comparison for the average PSNR in image restoration for different methods while 10 different images corrupted by salt and pepper impulse noise at various noise ratios. Fig. 8 illustrates the visual comparison
for different methods in image restoration when the image ‘Butterfly’ is corrupted by salt and pepper impulse noise at 24% noise ratio. Fig. 9 demonstrates the visual partial enlargement for the image ‘Butterfly’.

![Graph showing comparison for the average PSNR (dB) in image restoration for different methods in 10 different images corrupted by salt and pepper impulse noise at various noise ratios.](image)

**Fig. 7.** The comparison for the average PSNR (dB) in image restoration for different methods in 10 different images corrupted by salt and pepper impulse noise at various noise ratios.

5.4. **The Performance Evaluation for the MDP Filter Applied on the Images Corrupted by Fixed-length Impulse Noise**

Fig. 10 shows the quantitative comparison for the average error rate in noise detection for different detectors while 10 different images corrupted by fixed-length impulse noise at various noise ratios. Fig. 11 depicts the quantitative comparison for the average PSNR in image restoration for different methods while 10 different images corrupted by fixed-length impulse noise at various noise ratios. Fig. 12 illustrates the visual comparison for different methods in image restoration when the image ‘Lena’ is corrupted by fixed-length impulse noise at 18% noise ratio. Fig. 13 demonstrates the visual partial enlargement for the image ‘Lena’.

![Graph showing quantitative comparison for the average error rate in noise detection.](image)
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Fig. 8. The comparison for different methods in image restoration for the image ‘Butterfly’ is corrupted by salt and pepper impulse noise at 24% noise ratio

Fig. 9. The comparison for the partial enlargement using different methods in image restoration for the image ‘Butterfly’ corrupted by salt and pepper impulse noise at 24% noise ratio
**Fig. 10.** The comparison for the average error rate in noise detection for different methods in 10 different images corrupted by fixed-length impulse noise at various noise ratios.

**Fig. 11.** The comparison for the average PSNR (dB) in image restoration for different methods in 10 different images corrupted by fixed-length impulse noise at various noise ratios.
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Fig. 12. The comparison for different methods in image restoration in the image ‘Lena’ is corrupted by fixed-length impulse noise at 18% noise ratio

Fig. 13. The comparison for the partial enlargement for different methods in image restoration for the image ‘Lena’ corrupted by fixed-length impulse noise at 18% noise ratio

The important observation is proposed in Figs. 6 and 7. Although the CSAM filter can effectively detect the locations where the input pixels are corrupted by salt and pepper impulse noise and restore the corrupted images, it can not achieve good results for image restoration when the images are corrupted by fixed-length impulse noise. The reason is that the pixels will be nearly considered as noise-corrupted by the CSAM filter when their gray-level values are 0 or 255. Therefore, although the CSAM filter can achieve good performance in image restoration for filtering salt and pepper impulse noise, it can not obtain good results for fixed-length impulse noise.
5.5. The Performance Evaluation for the MDP Filter When the Images Are Corrupted by Random-valued Impulse Noise

Fig. 14 shows the quantitative comparison for the average error rate in noise detection for different detectors while 10 different images corrupted by random-valued impulse noise at various noise ratios. Fig. 15 depicts the quantitative comparison for the average PSNR in image restoration for different methods while 10 different images corrupted by random-valued impulse noise at various noise ratios. Fig. 16 illustrates the visual comparison for different methods in image restoration when the image ‘Fishingboat’ is corrupted by random-valued impulse noise at 10% noise ratio. Fig. 17 demonstrates the visual partial enlargement for the image ‘Fishingboat’.

An important observation is presented again in Figs. 6 and 7. Although the CSAM filter can effectively detect the corrupted pixels caused by salt and pepper impulse noise and restore the corrupted images, it cannot also achieve good results in image restoration for fixed-length or random-valued impulse noise.

![Graph showing the comparison for the average error rate in noise detection for different methods](image_url)

**Fig. 14.** The comparison for the average error rate in noise detection for different methods in 10 different images corrupted by random-valued impulse noise at various noise ratios
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**Fig. 15.** The comparison for the average PSNR (dB) in image restoration for different methods in 10 different images corrupted by random-valued impulse noise at various noise ratios.

**Fig. 16.** The comparison for different methods in image restoration in the image 'Fishingboat' corrupted by random-valued impulse noise at 10% noise ratio.
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Fig. 17. The comparison for the partial enlargement for different methods in image restoration for the image ‘Fishingboat’ corrupted by random-valued impulse noise at 10% noise ratio

6. Conclusion

This paper has proposed a novel image filter, called the MDP filter, which is used for the recovery of the corrupted pixels by impulsive noises in gray-level images. The IND is an adaptive hybrid noise detector which is constructed by integrating 10 impulse noise detectors based on the DT and the PSO. In the MDP filter, the high performance IND is employed to powerfully detect impulse noises and the modified MFs effectively restore for the corrupted images. Subsequently, the restoring process in the MDP filter respectively utilizes the MF, the ROM, and the PNOM filters to restore the corrupted pixels. The computational complexity of the proposed filter is high. It shall be improved with a modified algorithm in the future work. Experimental results demonstrate that the MDP filter can effectively restore the gray-level images corrupted by impulse noises and outperform the existing well-known methods.
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Abstract. The Web is a constantly growing dynamic environment where the components are changed in non-linear ways. These components represent the targets to researches in order to better understand the behavior of the Web, where the owners and the users in this environment exist as out factors. Web page Usage information is the term which describes ways and methods of using the Web. Various factors affect the use of the diversity of the resources in the Web. The non-linear way of its growth, and the evolution in the methods for how we build the Web pages which eventually leads to reflecting the users' interests. Personalizing the results of search engines are created to meet the users need for information on the Web. Generally, the researchers seek user's satisfaction through utilizing these search engines to serve the user. One of the most efficient methods in this domain is the use of semantic measure algorithms to personalize and recognize the outputs of the information resources according to the users' needs. The Web is represented as three aspects: Content, Structure, and Usage. Three components can lead to a personalized Web in order to reinforce the semantic value. This paper will present a model that uses new Web Usage information to see the effects on the semantic values, and how it will help us achieve a robust well personalized and organized Web. It will consider the Usage space as the field of our research as we will simulate this environment in the MAS “Multi Agents System” and CAS “Complex Adaptive System” paradigm.

Keywords: Complex Adaptive Systems, Complex Web, Web Content, Web Usage, Web Structure, and Multi-Agents System.

1. Introduction

Growth of information is the key aspect of World Wide Web. World Wide Web has become the main source of information. Users think that they can find the
optimal solution because retrieval time is less and search gives more related topics which they are looking for. Satisfaction of the users requires a filtered, organized, and maintained data, but because the web environment is a Complex System, it is presented as a direct graph where its nodes are websites and its vertices are links connected nodes with each other. That is why it is hard to predict the growth of information behavior on it. It is hard for a search engine to completely understand the user's desire from the given keywords. The Semantic Web is the solution to this problem which is based on a vision of Tim Berners Lee, the inventor of the WWW; he defined the semantic web as an extension of the current web in which information is given as a well-defined meaning, better enabling computers and people to work in cooperation”. Agent software can utilize computation of semantic value to provide personalized user services. The main goal is to offer an efficient utilization of information. Achieving such a goal requires adopting the perspective of the CAS “Complex Adaptive System” model. This leads to finding the WebPages of relevant topics during the search process. Information on the Web is characterized in terms of three main aspects characterized as Content, Structure, and Usage. Inferring from Holland’s CAS [1] properties and mechanisms, and using similarity rules adopted by Menczer model [17], to illustrate a combination of these components.

In section 2, reviewing of CAS characteristic behaviors, in sections 4, we illustrate the WACO model for organizing the content on the web dynamically, and in sections 5, 6 and 7 we propose a model that combines Content, Usage and Structure. We use the combination between the three respects (Content, Structure, and Usage), specially the Usage information to reinforce the semantic value to achieve a self organization Web. Finally, we illustrate the results obtained.

2. The Web from a CAS Perspective

It’s believed by most researchers in this field [1, 2] that CAS consists of many interacting parts which give rise to emergent patterns of behavior. The behavior is believed to emerge due to the fact that at the macroscopic level, the system demonstrates new complex properties which are not found at the local level of the different components. CAS is in no need for central control or rules governing it's behaviors since it is adapted and adjusted to changes in the environment. CAS systems are non-linear systems, i.e. “the whole is more than the sum of its components” [1] Global pattern arises from the local interaction of individual agents. Such pattern cannot be predicted at the local level. Such systems allow the emergence of order through a process of self-organization [2]. The study of CAS has been applied to various fields and areas of knowledge such as economy [3], organization [4], ecology (5), biology, the immune system as well as the brain.
2.1. CAS Interactions

CAS has no centralized control which governs the system overall behavior. At the local level agents govern their own rules of environment and the emergence of order takes place at the macroscopic level. There is no global control or authority control web page creation since web authors all over the world are allowed to do all the changes they need about web pages and websites as well as being able to create hyperlinks to any page or node in the web graph. However, the web organizes itself into web communities according to hyperlinks Structure analysis. Flake defines a web community in [6] as “a collection of web pages that each member page has more hyperlinks in either direction” within the community than the outside of the interests arise with no central control what so ever.

2.2. Using Holland’s Properties and Mechanisms

A bottom up approach is required for modeling such a system as CAS. They are composed of agents interacting with each other, adapting and co-evolving in their environment. Such an approach should be able to identify the various agents and their rules of behavior and interactions. The inside of the system gives rise to emergent properties. In this Paper, we used properties and mechanism proposed by John Holland which identifies a CAS as [1]:

- **Aggregation:** It is the property through which agent group gives rise to categories or Meta-agents which recombine to a higher level (Meta–agents), thus creating the Complex System. Meta–agents emerge because of agent interactions at the lower level. We group Content and Structure by users need into a web page which is grouped into websites which are grouped into web communities (Meta–agents). These Meta-agents arise and self-organize without any centralized control. Self-organization is a consequence of a retroactive interaction between Usage, Content and Structure. Web page designers change the Content and Structure of their web pages due to the fact that the user needs are developing rapidly. Besides, web communities are emerging continuously. Further more, the emergence of hubs and authorities in the web make aggregate behavior observable [7].

- **Tagging:** A Tag might be considered as the major topic of a web community or the word vector “bags of words” of a certain web page that is used in text analysis as well as web page similarity Analysis.

- **Non-linearity:** is the property where the emergent behaviour of the system is the result of a non-proportionate response to its stimulus. That means the behaviour resulting from the interactions between aggregate agents is more complicated than a simple summation or average of the simple agents. Thus the system can not be predicted by simply understanding how each component works and behaves. The growth of the web is a nonlinear process.
**Flows:** The physical resources or the information circulating through the nodes of a complex network.

**Diversity:** The diversity of skills, experiments, strategies, rules of different agents ensure the dynamic adaptive behaviour of a complex adaptive system. The web has a large number of interacting constituents and this diversity in the web is contributing to its robustness. We observe diversity in its Usage, Structure and Content. In [8] users were classified into random users, rational users and recurrent users. Web page authors come from different backgrounds, creating a vast variety of topics. Web pages are also diverse in their Structure, like hubs and authorities pages [7], and web pages were divided into five categories: Strongly Connected Components SCC, IN, OUT, tendrils and tubes, and disconnected.

**Internal models or schemas:** They are the functions or rules that the agents use to interact with each other and with their environment. These schemas direct agent’s behaviours.

**Building blocks:** The component parts that can be combined and reused for each instance of a model. Identifying these blocks is the first step in modeling a CAS. Sub-graphs motifs form the building blocks for the WWW network [9], and web services are building blocks for distributed web based applications [10].

3. **Related work**

Many methods were presented in this domain of research, but the most efficient was using the semantic measures algorithms. These algorithms were used to reorganize the outputs of the information resources according to the users needs. The researchers have many problems and challenges to achieve for a durable solutions [13,12,17,20]. Some researchers in [20] used the method of CAS to understand better the behaviour of the Web as a complex system, where others use the MAS to simulate in a virtual way [13]. In the recent years, researchers start to do combinations between these two systems, and represent this environment as a heterogeneous paradigm that analyses the web from the point of view of the CAS once and MAS in the other. Using these two systems was to come over the non linear growth in the Web information resources and in its complexity. Users are a very important factor in these systems; force the researchers to study their behaviours in order to understand better the Web and the changes that emerge according to this usage. In [19] they present the Web components as an accurate access to the information in the Web information. However, some researchers [18] used some usage information to reorganize the Web resources.

In [11,19, 20] Hassas, Rattrout and Rupert, exploiting the web as a CAS, they have proposed a framework for developing CAS for complex networks such as the internet and the Web using stigmergy mechanism.
They used the situated multi-agents paradigm and behavioral intelligence for identifying the agents, and their roles (tags). Further, they used a mechanism of communication between agents, based on a spatial representation and mediated by the environment, such as the stigmergy mechanism. This favours the aggregation of control information and its spreading through the distributed environment. Finally, they maintained equilibrium between exploration and exploitation in the behavior of different agents, to allow aggregation (reinforcement) of the agents and diversity (randomness).

In [11, 12, 18, 19, 20] Hassas, Rupert and Rattrout illustrated a model where the CAS principles are applied in the context of web Content organization called WACO. WACO (Web Ants Content Organization) is an approach, to organize dynamically the web Content. The internal organization system that is followed by the WACO model is very close to various functions followed by the ants in their Complex System of work.

This system is made up of four agents with various jobs. The first agent (Explorers Web Ants) would be responsible for the process of discovery of the places of web document in random way to sort it. The second agent (Collectors Web Ants), whose function is to keep and organized semantically collected documents. The third agent (Searchers Web Ants) whose job is to enforce cluster of collected documents by searching the web for similar documents to add to the cluster. The fourth agent (Requests Satisfying Web Ants) whose job is search for the appropriate clustered based on user query. The various groups of Web Ants can achieve their tasks and work together following the feedback system without having to get direction from the internal center. Each semantic topic is identified by a kind of pheromone. But WebAnts can work in a group through a stigmergic, using a multi-Structured electronic pheromone. Synthetic pheromone is coded by a Structure with these different fields:

- **Label** ($W_{ij}$): decide the sort of information classified by the pheromone, which is in our Content the semantic value of a document (weighted keyword).

  \[
  W_{ij} = L_c \cdot H_c \cdot T_r \cdot \text{IDF}
  \]

  $T_r$ is the number of times of the term in the present document, the $H_c$ is a Header constant ($H_c > 1$ if the word shown in a title, $= 1$ otherwise), which increases the weight of the term if it is shown in the title of the document, and $\text{IDF}_k$ is the inverse of document frequency. The linkage constant $L_c$ ($L_c > 1$ if the word is shown in a link, $= 1$ otherwise)

- **Intensity** ($t_{ij}$): which is the term that shows how continuous is the flow of information about a certain topic and how high is the value of the pieces of information and also their attractive power. Every time (t+1) anew document is found, it adds to the site $i$ and so to the topic $j$,

  \[
  t_{ij}(t+1) = r_j t_{ij}(t) + \sum_{k \in D_{il}} D_{ik}^k(t)
  \]
\( r_j \) represents the persistence rate ((1 - \( r \)) the evaporation rate), \( D_{ij}^k(t) \) the intensity of pheromone comes out by a document \( k \) on the site \( i \) for a topic \( j \) at time \( t \), and \( D_i \) is the set of documents addressing topic \( j \) on the site \( i \).

- **Evaporation rate**: it shows the stability of the rate of information on the specific field. So, if the value of information is low, its influence will be longer, and that value is always calculated in relation to the ratio of documents related to that topic and compared to all documents in that site \( i \).

\[
where \quad r_j = \frac{|D_{ij}|}{|D_i|} 
\]

\( D_{ij} \) is the group of documents about the topic \( j \) on the site \( i \), and \( D_i \) is the amount of all documents on the site \( i \). Our job is to make the clustering of documents of a certain topic more relative than separated ones. When the site has different semantic content, it is none as insufficient pertinent and then the joined pheromone is going to evaporate faster than that emitted by the different content.

- **Diffusion rate**: when a piece of information has higher value than other pieces of information then its scope of information is greater and it spreads in the environment faster. When we browse the Web looking for a topic we express this distance \( d_{ij} \) using the linkage topology information. And so we can explore the topic of interest by associating to each site \( i \). The distance of the topic is characterized as the longest path from the site to the last site addressing the topic \( j \), following a depth-first search.

\[
d_{ij} = \text{Max}_k (d_{ij}^k)
\]

\( k \) is the number of links addressing topic \( j \), from a site \( i \). The idea here is to make sites that are a good entrance point for a search, have a wider diffusion scope than the other ones. Doing so, we could guide the search process to handle queries like “Give me all documents \( k \) links away this one”. The Web Ants in WACO are created in a dynamic way and they adapt to their environment and co-evoe. Two mechanisms direct their life cycle: duplication (birth) and disappearance (death).

The WACO Model has achieved the results it has promised. The number of sites in neighborhood can give us an idea about the function of that site locally and its relation to other sites with similar content. By study, we noticed that disorder decreases all the time in that system while new document’s appearances increase. They measure disorder by the total number of document minus the number of clustered documents and this can also show us the effectiveness of the clustering behavior. They tell that there is an evaluation and an increase is taking place every time in sizes of clusters and tell us that clustering behavior reinforce of the creation of clusters. These agents are increased when clusters are formed in large numbers and they decrease when clusters are not formed. If there is a sudden increase in there energy, new cluster appear specially when new documents are discovered or new sites are created. Agents increase in population and a lot of evaluation happen during time which leads to regulation of their activities. They know that all agents are active, and by the time the active agents increase and the inactive ones disappear. And by this way they reduced the number of initial
agents. But during the formation of new clusters and the creation of new sites, all agents become active agents again.

4. Webcomp Model

![Diagram of Webcomp Model]

**Fig1.** Interrelated relation between the three major items that represent the problematic and the proposed solution

In this model, we present the problem from three concepts as in figure1.

4.1. A Model to Combine Web Components

In [18] Rattrout et al. suggest a multi-scale space model called Webcomp. Pages connect to each other whereby hyperlink. Web Pages have Content, Usage, Structure, and values of semantic. Finding the effective approach is the main idea which makes us able to do aggregation between various spaces with out losing the semantic [17] value of pages. We can enable the interaction within a single space of different spaces by using the agent’s communication. Figure.2 represents the interactions between these components.

![Diagram of Webcomponent Interaction]

**Fig 2.** The interaction between the components of the Web

There are two levels of space of this model: the real main space, and the virtual sub space. The virtual spaces enrich the real ones by adding information that are related to their dynamic Structure. Different agents can
form the interaction between two pages specially the agents that have the same Head Tags and different values of semantic. We can also combine previous agents that are based on identical positive tags by using the resulted similarities. We can also combine a Multi Agent System by using further agents. We can know about interactions between different space levels by following the virtual dimension and according to the degree of similarity.

4.2. The Multi-Scale Space Definition

The Total Documentary Space (TDS) is group of pages tagging from the Web by searching engines according to one (or a set of) keyword(s) (kj). We can use algorithms of Page rank, Best First Search, InfoSpider [13-16] to make a variety of Web documents (W). These pages (pi) are downloaded locally with the goal of applying all the needed process.

The page (information) is defined as follows:

\[ TDS = \{ p_i \in W/k_j \} \]

\[ p_i = \{ \text{Information Content} (IC_i), \text{Information Structure} (IS_i), \text{Information Usage} (IU_i) \}. \]

- \( IC_i = \left\{ k / k \in p & w_{p,k} = f(p,k) \times i(k) \right\} \), Where \( f(p,k) \) is the frequency of Keywords K in the page. \( i(k) \) is the opposite of the logarithmic frequency with regard to the page.
- \( I = \{ i \in L / i \in L_{\text{input}_p} \ OR i \in L_{\text{output}_p} \} \), where \( I = \{ IS_i, IS_c \} \) is the keyword frequency in the page. \( i(k) \) is the inverse frequency. We should consider an extraction algorithm for the set of \( L_{\text{output}_p}, L_{\text{input}_p} \).
- \( I_u = \{ idp_i, i \in HP_i \} \), where \( idp_i \) is the page identifier according to its historic \( HP_i \).

\( L \) Stands for the set of links that exist in \( TDS \). Two verities of agents are known for the Usage of a page \( pi \), a user agent (\( AgUj \)) and an abstract agent. A user agent communicates with the agent of the page \( pi \) (\( AgPi \)) to register the last page visited by the user from \( pi \). So, a history is shared between different agents for the same page. The last information is the major type head tag connected directly to the following level of document spaces. \( IC \) denotes the head tag for the agent representing the Content space. \( IS \) denotes the head tag for the agent representing the semantic space. \( IL \) denotes the head tag for the agent representing the space of links. Finally the \( IU \) denotes the head tag for the agent representing the Usage space. An abstract agent is created for each space according to the type of its main tag.
4.3. **Main Level Spaces**

1. **Link Space** \((EL)\): is a graph space resulting from link similarity where,
\[
E_L = \{ \forall p_i, p_j \in TDS / p_i \sigma_L p_j \}.
\]

2. **Content Space** \((EC)\): is a graph space resulting from similarity computation based on Content similarity where,
\[
E_c = \{ \forall p_i, p_j \in TDS / p_i \sigma_c p_j \}.
\]

3. **Usage Space** \((EU)\): is a graph space resulting from Usage similarity computation based on the Usage information similarity where
\[
E_U = \{ p_i \in (E_{p_i} \cup E_{p_j}) & p \notin TDS \} \quad \text{(Epi) is the space of visited pages starting from pi whoever the user is (ui). The similarity is calculated between the two spaces of the two pages (pi, pj).}
\]

4. **Semantic space** \(E_s = \{ \forall p_i, p_j \in TDS / p_i \sigma_s p_j \} \) is applied on the three different spaces in order to have a semantic significance for spaces.

4.4. **Content Similarity \(\sigma_c\)**

Every relation between two pages in the Web is based on their relation for \(n\) terms. The similarity measures \(\sigma\) can be defined from distance measures \(\delta\) using the relationship [15-17]:
\[
\sigma = 1/\delta + 1 \quad \text{Where} \quad \sigma_c(p, q) = \frac{\vec{p} \cdot \vec{q}}{\|\vec{p}\| \|\vec{q}\|}
\]

\(\vec{p}, \vec{q}\) are representations of the pages in word vector space after removing stop words and stemming. This is actually the "cosine similarity" function, traditionally used in information retrieval IR.

4.5. **Semantic Similarity**

A semantic similarity between two documents is defined in [17] using the entropy of the documents’ respective topics:
\[
\sigma_s(d_1, d_2) = \frac{2 \log \Pr[t_0(d_1, d_2)]}{\log \Pr[t(d_1)] + \log \Pr[t(d_2)]}
\]

where \(t(d)\) is the topic node containing \(d\) in the ontology, \(t_0\) is the lowest common ancestor topic for \(d_1\) and \(d_2\) in the tree, and \(\Pr[t]\) represents the prior probability that any document is classified under topic \(t\).
4.6. Link Similarity

Link similarity is defined with

\[ \sigma_i(p, q) = \frac{|U_p \cap U_q|}{|U_p \cup U_q|} \]

where, \( U_p \) is the set containing the URLs of page \( p \)'s out-links, in links, and of \( p \) itself. Out-links are obtained from the pages themselves, while a set of in-links to each page in the sample is obtained from the list of the table of the out links that point to the pages exists. This Jacquard coefficient measures in [17] the degree of clustering between the two pages, with a high value indicating that the two pages belong to a clique.

4.7. Similarity correlation and Combinations

In [17], there was study by Menczer to know if the various similarity measures are correlated or not. We should analyses the relation between Content, Structure, and semantic similarity functions so as to make a map of the correlations and functional relationships between the three measures a cross two pages. Menczer tried to approximate the accuracy of semantic similarity by mapping the semantic similarity landscape as a function of Content similarity and link similarity [16]. Averaging highlights of the expected semantic similarity values is akin to the precision measure used in IR. Summing captures of the relative mass of semantically similar pairs is akin to the recall measure in IR. Let us therefore define localized precision and recall for this purpose as follows:

\[
R(s_i, s_j) = \frac{\sum_{p,q} \delta_i(p,q,s) \delta_j(p,q,s) \sigma_i(p,q)}{\max \sum_{s,s} \delta_i(p,q,s) \delta_j(p,q,s) \sigma_i(p,q)}
\]

\[
P(s_i, s_j) = \frac{\sum_{p,q} \delta_i(p,q,s) \delta_j(p,q,s) \sigma_i(p,q)}{\sum_{p,q} \delta_i(p,q,s) \delta_j(p,q,s)}
\]

5. Agents’ Modelling

We can extract the Web pages from the internet by using many types of search engines [16] and this can give us the advantage of having high quality pages. We have chosen four search engines to cover all the possibilities for sorting out the pages that are characterized by criteria such as Content, Relevance, Popularity, etc.

Our Model makes an original agent that is known as abstract agent every time user opens the session. Their will be three types of agents for the successor concerning it’s Content, Structure, and Usage, and each one will
represent the space that explores according to similarity rules used by Menczer [14].

Three Agents Content, Structure, and Usage, roll the major activities in our model by the way of tagging the documents of the TDS, carrying back concerned page's tag and similarities resulted to the TDS. The abstract agent tagged by a tag and contains a similarity value. We can't find information about the existence of tags and similarities in the initial state, only the type of tag signed by the agent itself. For each sub-space, an agent created, contains certain information of its space only when it has acquired enough resources to transfer its information, it becomes active. The agent fits its ability to produce offspring. Another sub-space agent is created and starts to specify their tags according to their properties and results of similarity process. After that an aggregation process holds in, with adhesion between agents represents their spaces forming multi-agent aggregates.

5.1. Resources

We can lay the organization of the agent model if we specify a group of renewable resources of documents information that are dealt within an abstract way. We can also represent agent's resources by following Special characters concerning the type of their original correlated information. In the aggregation process, some mechanisms become active like tagging the different types of resources.

5.2. Tagging

The “tags” analyzed as word vectors of information that could be shared by different agents. They are the marks that distinguish types of common agents from others. In our model, there are three types of tags, space tags, document tags, and value tags: space tags are classified into four types related to the four sub spaces (ex. Content space tag is TagTc), where the
document tags are the word vector (frequency of terms > threshold) exists in its Content, links, and Usage information, finally the tags value which marks the pages with tag+ or tags – according to their similarity values where it is above or under the given threshold. The use of Menczer similarity $\sigma_M$ over TDS in the beginning of our algorithm, will guarantee that the pages will be classified into three different spaces. The Web spaces are ordered using the decreasing values of their similarity. The degree of similarity is also used for the adhesion between agents. Using the tag+ could be considered a starting point in doing aggregation between two agents from the same space or from different spaces. We can determine the tag while we are calculating the similarity values within the same space. The similarity value helps to discover the similar area between two agents.

Fig 4. commons spaces zone where agents could find documents that are shared by their different characteristics

5.3. Model’s Function

Our model integrates two types of users, authorized and invited. The first is related to user name and password for the documents treated or used by the user himself. Usage information will be the Usage space information that Usage agents will work in. Similarity, values and tags are found randomly in the sub space pages by the Agents in this model, which have been treated by the tags and similarity agents, follow mining process enriching pages in the TDS. These agents add the positive values and tags to a reserve concerning pi, where these information are considered as input resources for the TDS agents in their space. From collected values, an agent goes out from one page to another, looking for values that match its information. TDS agents could have the three types of information including their total tags. In Figure 6, we show how our agents travel from sub spaces to TDS and communicate between each other in one space. In phase (1) one agent enter to a page randomly, trying to recognize the space that this page belongs to. This information is taken from the tagT, why start with this information? To avoid mixing the space’s information while it tries to specialize in their activities, also, to mark the pages that have a high value in their spaces. The agent which is considered as a Content agent when it finds a page with a high value of Content similarity, starts to travel from page to page with the values
that this page has until it finds a Tagv in this page that has value above lambda while its Tagv.c is positive, and the energy tag is also positive. At this moment the agent will change the space to see the page that has a power value from another space. Next the agent from the page value, the agent will continue in exploring the space until there are no more pages to be visited, and then it will die.

5.4. Explorer Agents

Explorer agents are created to collect information from each page visited by one of the sub space tags and similarities agents, and send it to the TDS. The pages in the TDS have four reserve boxes related to their similarities values, and marked by four different types of signals with an independent reserved tag. If page pi frequently visited by the sub space’s agents, recording its newvalues of similarities, and fulfilling the threshold condition; there exists an agent’s trace that will stay sending signals to the TDS agents. Matching signals between agents depends on the strength of the signal itself according to the similarities values. Those who have high signal will do an adhesion, constructing a multi agent’s level; otherwise, they will stay individuals.

![Fig 5. Explorer agents enrich the TDS page by collecting the Tags and similarities values from virtual space.](image)

5.5. Agent’s Organisation

In our model, we use the conceptual Agent/Group/Role, where many types of agents are created. Abstract, simple, global, generator, tags, space explorers, similarities, and information collectors’ agents are the main variety of agents who works on documents Content, link, and Usage information. Space information considered as Food for our agents of type search and collector, or tag, where their values of similarity are used also as collected food, but with different assess, and for each agent we have a brain, that generally derives from the abstract agent. These agents roll the major activities in our model by tagging the documents of the TDS, calculate the similarities between pages in each document space, explore the spaces to
find which pages have been treated, and collect the tags and similarities values resulted from each space and register it into the TDS.

The Global agent contains two components, the tags information and similarities values.

The generator agent is the agent who generates the agent similarity. Many types of tags exist in our model, as Content tags; and these tags tagged the different sort of information. Links tags, which contains tags tagged the information in the links and tagged the Structure of the pages, and finally Usage tags, where Usage tags are divided into two types; Usage text tags and Usage links tags. To understand this behavior we added another types of tags explaining the matching tags in the different steps of aggregation property.

5.6. Agent’s Construction

The agent’s similarities are three types in Similarity group where each agent has many simple agents:

1. Agent Content similarity

This agent calculates the Contents similarity between pages Pi, Pj, where P is the set of the pages of the Total document space EDT as follows:

\[
\sigma_{c}(p,q)=\frac{\sum(TF-IDF_{tp} \cdot TF-IDF_{tq})}{(\sum(TF-IDF_{tp})^2 \cdot \sum(TF-IDF_{tq})^2)^{1/2}}
\]

\[
\text{Space (S_{c})} = CDS
\]

For each page Pi we calculate the summation of all the similarities between this page and the rest of the pages in the space, divided by n-1 as follows:

\[
\sigma(c, Pi) = \sum \sigma_{c} P / n - 1
\]

2. Agent link similarity

This agent works with respect to the following rule on EDT and the output will be a virtual space called Link document space:

\[
\sigma_{l}(p, q) = \frac{\left| U_p \cap U_q \right|}{|U_p \cup U_q|}
\]

We also calculate for each document the similarity value according to the other documents as:

\[
\sigma(L, P) = \sum \sigma_{L} P / n - 1
\]
Input: Page P= {P}
Output: Space S where
SpaceL=SDL

3. Popular Link similarity:

The popular link similarities used as tool to refine or to adjust the results we have from the classical measure in the link similarity tools. We can form the popular link similarity as:

$$\sigma_{st}(p,q) = \frac{|\bigcup_p \cap \bigcup_q|}{|\bigcup_p| \times |\bigcup_q|} \times \text{Pop}$$

Where Pop is the popularity measured between two inlink factors taken from the concerned two pages p and q. Pop calculated as:

$$\text{Pop} = \frac{\max(\text{Pinlink}, \text{Qinlink})}{\min(\text{Pinlink}, \text{Qinlink})}$$

If Pop is over threshold done by the user then pop=1
Else Pop = Pop
End

4. Agent Usage similarity

In the initial state, no information about tags and similarities exist, only the tag signed by the topic itself.

Input: Page P= {P}/ P is the historic of the pages registered when we open a session.
Output: Space S where
SpaceG=SDU
Page P= {P}/ P is the historic of the pages registered when we open a session.
For SDUC
Do
AgentContentSimilarity
Input: Page P= {P}
Output: Space S where
Space= SDUC
For SDUL
Do
AgentLinkSimilarity
Input: Page P= {P}
Output: Space S where
Space= SDUL
End

The Tags agents groups are started by the following types of agents tags:
- TagCG
- CCT - Tag Content title: it tagged the information existing in the title and subtitles; C= T/min fw where T is the threshold of frequency of words
5.7. WebComp Agents Composition

In the WebComp approach the agents are created in a dynamic way. We start by creating an agent called “generator agent” which controls the entire
agent creation mechanism. The WebComp agents are sensitive to some notion, of the process order, where the similarity agent works before the collector agent, and the tagging agent works before the aggregation one. Activity of agents depends on web resources (pages in the spaces), where the higher the pages exist in the space; the more the activity happens in the space.

5.8. Enforcing the Self Organization by Using the Usage Space Information

Usage information has a great effect of recovering the relevant pages to the user’s demand. Who is looking forward to finding what they are looking for Usage information includes two factors that could possibly affect the efficiency of page recover from the web. These factors are: First, using the same topic frequently through search engine process. Second, the time spent by users to browse the page. Furthermore, there are various factors that vary dynamically influencing the suitable data process, add, update, and delete. Of any page or site i.e. this change occurs in a non-linear manner.

![Fig7. Usage space](image)

5.9. Definitions: Usage information:

- The Usage Space represents the information extracted from the session’s history for each user invited or authorized.
- Space (Su) represent the environment where agent is living as a member in a set (Group(Gu)).the Web Pages represent the target for agent to get their information.
- Usage Space: Agent, Page, Operation, Tag, Time, Frequent. Where the agents are navigating and exploiting the entities searching for similar information to their tag. The agent defined as a set of (Group(G)) of agents that navigate in his space, search and collect specific information
according to its specialty. Page is a set of target pages, Operation is the role that the agent will do, and, aggregation, Tag is the kind of information that illustrates each agent. Time is the time that the user spends in using Web Page. And Frequent is the summation of term that user used it.

- **Usage Agents**: UsPace, Operation, Tag, Life time cycle, Number of agents exist in agent’s group, and type where the link, time, and frequent information represented types of information.
- **Role “operation”**: is an abstract representation of an Agent function service or identification within a group. Each agent can handle a role, and each role handled by an agent is local to a group.
- **Group**: a set of Agent Aggregation. Each agent is part of one or more group formed by three spaces (Content, Structure, and Link)
- The Usage space is construct from those URLs that the user used concerning a topic, knowledge, and technique in exploiting the information while he is exploring the Web. Let \( U = \{u_1, u_2, \ldots, u_w\} \) be the set of pages in the user’s historic and \( P = \{p_1, p_2, \ldots, p_v\} \) the set of pages in the EDT where EDT is the set of all the pages collected by the search engines for a keyword. Using similarity rules between the user site \( U \) and the pages collected by the search engines \( P \) could be useful.
- Here, the user is interested in finding some pages in \( P \) that are similar to a page in \( U \). For example, the user reads an article on a particular topic and may want to know what has been published on similar sites on the same topic.
- Our comparison is done as follows: Given a \( U \) page \( u_j \), we use the cosine measure to compute the similarity between \( u_j \) and each page in \( P \). After the comparison, the pages in \( P \) are ranked according to their similarities in a descending order. Example: In this example, we have 4 pages in \( U \) and 3 pages in \( P \), which are shown below (the number in each pair is the frequency of the keyword in the page).

If we want to find the corresponding page(s) of \( U \) page 1, we obtain the following ranking:

<table>
<thead>
<tr>
<th><strong>Rank 1</strong>: P page 1</th>
<th><strong>Rank 2</strong>: P page 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>U page 1: (office, 1), (home, 1)</td>
<td>P page 1: (office, 2), (home, 2), (Web, 3)</td>
</tr>
<tr>
<td>U page 2: (information, 2), (mining, 1), (office, 2)</td>
<td>P page 2: (association, 3), (mine, 2), (rule, 1)</td>
</tr>
<tr>
<td>U page 3: (Web, 2), (probability, 2)</td>
<td>P page 3: (clustering, 3), (segment, 2), (office, 2)</td>
</tr>
<tr>
<td>U page 4: (clustering, 2), (segment, 1)</td>
<td></td>
</tr>
</tbody>
</table>
5.10. Communication Agents and Aggregation Property

By using the terms in the space for Content terms agents can communicate with each other. And it is straightforward to them to communicate if it is clear that they point at the same set of terms. If we link these spaces, the agents can commit the terms consistently with the Usage mandated in that space. But if they are not using the same space, they may still be able to communicate. Any agent can communicate with another if there is a common document space and if all mapping where perfect.

6. Results of Webcomp Model

In this section we will illustrate how our approach can reduce the complexity and reorganizing effort. That includes three steps: step1: Collecting Process and creating TDS. This is the first step of our algorithm. The URLs are stored in the TDS by using keywords as a topic table and are ready to get processed by the mining algorithms and their basic similarities. Step2 TDS is categorized into two sub spaces (Content, Link) according to it information type. Content Similarity calculated by TFIDF among all pair of pages. And Link similarity calculated using similarity rules as shown in table 1, Person Correlation coefficient applied over the results between the two majors for TDS. As shown in figure 8 At time t=0 just Content and Link spaces are formed. Step3: in t>2 user start using the system. As a result, Usage space is created and Usage agent’s algorithms start working. As a result, we can find that when a page is added from the Usage space to the TDS, another is brought from the edge of TDS to the center. So, a correlation starts emerging.

Fig 8. The general link and Content similarity distribution for the TDS at t=0.

Pages added to Usage space are compared if they found in TDS or not. If not added to TDS and recalculating and re-ranking is followed by it as shown in figure9. As a result a new TDS is created. In Usage space, Content and Link similarity is calculated in the same way as it is in TDS. Tabel2 illustrate that:
If another page is added from Usage space to TDS, which is different from the first page, we can see that the correlation is becoming clearer figure10.

By adding another page at t=4. It is found that the system has transformed into a new form of aggregation and that correlation becomes higher and higher as shown in figure 11 and 12.

Fig 9. The general link and Content similarity distribution for the TDS at t=2, we can see that emergence of new changes in the distribution take place.

Fig10. The σc, σL , distribution for new TDS at t=2, good correlation emerges, and aggregation can happen.

Fig11. The σc,σL, distribution for new TDS at t=4, good correlation emerges, and aggregation can happen between three or more agents.
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**Fig 12.** The $\sigma_c$ and $\sigma_L$ distribution for new TDS at $t=6$, good correlation emerges, and aggregation can happen between four groups of agents.

**Fig 13.** Dead point in the UDS where the similarity value is equal to zero. These values isolate the concerned pages from the tagging collecting and aggregation later on.

7. Conclusion

In this paper we have presented an analysis of the Web as a complex adaptive system (CAS), and have proposed its modeling using the seven characteristics and mechanisms, which are proposed by J. Holland, to overcome its evolving complexity. It focused on the association of a semantic, to information contained on the web, through the combination of the web content, usage, structure, the time factor and frequent information exist in Web Page and their interrelated multi-scale spaces are enriched by the Usage information. The proposed model opens a new approach in the web-searching domain using complex adaptive systems, properties and mechanisms especially Non-linear, and Multi-agent system paradigm in order to reduce the complexity of the complex web. The Usage Space is opened for researches and several scholars are investigating this matter.
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Abstract. In this paper, we propose a novel hybrid variable neighborhood search algorithm combining with the genetic algorithm (VNS+GA) for solving the multi-objective flexible job shop scheduling problems (FJSPs) to minimize the makespan, the total workload of all machines, and the workload of the busiest machine. Firstly, a mix of two machine assignment rules and two operation sequencing rules are developed to create high quality initial solutions. Secondly, two adaptive mutation rules are used in the hybrid algorithm to produce effective perturbations in machine assignment component. Thirdly, a speed-up local search method based on public critical blocks theory is proposed to produce perturbation in operation sequencing component. Simulation results based on the well-known benchmarks and statistical performance comparisons are provided. It is concluded that the proposed VNS+GA algorithm is superior to the three existing algorithms, i.e., AL+CGA algorithm, PSO+SA algorithm and PSO+TS algorithm, in terms of searching quality and efficiency.

Keywords: Flexible Job Shop Scheduling Problem; Multi-objective; Genetic Algorithm; Variable Neighborhood Search.

1. Introduction

The job-shop scheduling problem (JSP) is one of the most popular scheduling models existing in practice, which has been proven to be among the hardest combinatorial optimization problems [1, 2] and has got more and more research focus in recent years. The Flexible job-shop problem (FJSP), an extension of the classical JSP, is harder than the latter because the addition of assignment of a suitable machine from a set of candidate machines for each operation.

The FJSP recently has captured the interests of many researchers. The first paper about solving the FJSP was proposed by Brucker and Schlie (Brucker & Schlie, 1990) [3], which gives a simple FJSP model with only two jobs and
each operation performed on each machine with the same processing time. The first author with the hierarchical idea to solve the FJSPs was Brandimarte (Brandimarte, 1993) [4], who solved the first stage with some existing dispatching rules and the second stage with tabu search heuristic algorithms. Kacem (Kacem, Hammadi & Borne, 2002) [5] solved the two stage problems with the genetic algorithm (GA). Gao (Gao & Gen et al., 2006) [6] used bottleneck shifting method in genetic algorithm for solving the FJSP. Saidi-mehrabad (Saidi-mehrabad, 2007) [7] gave a detailed solution with tabu search method. Li et al. (2009) [8] presented a hybrid particle swarm optimization (PSO) combining with a fast neighborhood structure algorithm for the problem.

The research on the multi-objective FJSP is much less than the mono-objective FJSP. Kacem et al. (2002a, 2002b) [5, 9] developed an effective evolutionary algorithm controlled by an assigned model based on the approach of localization (AL). Xia and Wu (2005) [10] presented a practical hierarchical solution approach by making use of PSO to assign operations on machines and simulated annealing (SA) algorithm to schedule operations on each machine. Zhang et al. (2009) [11] developed a hybrid algorithm combining PSO with tabu search (TS) algorithm. Most of the above algorithms solved the multi-objective FJSP problem by transforming it to a mono-objective one through giving each objective a different weight.

In this paper, we propose a novel hybrid variable neighborhood search algorithm combining with the genetic algorithm (VNS+GA) for solving the multi-objective FJSP problems to minimize the makespan, total workload of all machines, and workload of the busiest machine. In the hybrid algorithm, the three objectives are also combined into a single objective by assigning each objective a different weight. GA is used to produce a swarm of candidate solutions, whereas VNS is introduced to obtained more optimal solutions around the given candidate solutions. A mix of two machine assignment rules and two operation sequencing rules are developed to create high quality initial solutions. To produce effective perturbations in the machine assignment module, two adaptive mutation rules are used in the hybrid algorithm. A speed-up local search method based on public critical blocks theory is proposed to produce perturbation in operation sequencing component.

The rest of this paper is organized as follows: In section 2, we briefly describe the problem formulation. Then, the framework of our hybrid algorithm is presented in Section 3. The GA for perturbation in machine assignment component is introduced in Section 4. Section 5 illustrates the VNS approach for local searching in operation sequencing component. Section 6 shows the experimental results compared with other algorithms. Finally, Section 7 gives the conclusion of our works.
2. Problem formulation

FJSP is an extension of the classical JSP; therefore, we can formulate the FJSP based on the JSP. Consider a set of \( n \) jobs, denoted as \( J = \{ J_1, J_2, ..., J_n \} \), each job \( J_i \) (\( 1 \leq i \leq n \)) in \( J \) has a pre-defined number of operations, and should be operated on a selected machine from a machine set named \( M = \{ M_1, M_2, ..., M_m \} \). The main different between FJSP and JSP lies in two aspects: first, in the classical JSP problem, with \( n \) jobs and \( m \) machines, there are \( n \times m \) operations, whereas in FJSP, given \( n \) jobs and \( m \) machines, the number of operations may large or small than \( n \times m \); second, in the classical JSP, an operation should be operated on a pre-defined machine, whereas in FJSP, an operation can be operated by a set of machines. Therefore, FJSP is harder than JSP. There are two kinds of FJSP problems, i.e., T-FJSP (Total Flexible Job-shop Scheduling Problem) and P-FJSP (Partial Flexible Job-shop Scheduling Problem) \[8, 9\]. For the T-FJSP, each job can be operated on every machine from the set \( M \), whereas for the P-FJSP, there is an additional problem constraint, that is, one operation of a job can be processed by a sub set of machines \( M \subset M \).

In this paper, the following objectives are to be minimized:

1. \( c_M \). Maximal completion time of all machines, i.e., the makespan;
2. \( w_T \). Total workload of all machines;
3. \( w_M \). Workload of the critical machine or the busiest machine.

The weighted sum of the above three objective values is taken as the objective function in this study:

\[
F(c) = w_1 \times c_M + w_2 \times w_T + w_3 \times w_M
\]

Where, \( w_1 \), \( w_2 \), \( w_3 \) represent the weight assigned to the objective \( c_M \), \( w_T \) and \( w_M \), respectively.

The following assumptions are given in this study \[8-11\]:

1. Each machine can perform at most one operation at any time and can not be interrupted during its work.
2. Each operation can not be interrupted during its performance.
3. Setting up time of machines and move time between operations are negligible.
4. Jobs are independent from each other.
5. Machines are independent from each other.

Some useful notations are given as follows:

- Let \( J = \{ J_i \}_{i \in \{1,...,n\}} \), indexed \( i \), be as set of \( n \) jobs to be scheduled.
- Let \( M = \{ M_k \}_{k \in \{1,...,m\}} \), indexed \( k \), be a set of \( m \) machines.
- Each job \( J_i \) can be operated on a given set of machines \( M_i \).
- The \( O_{i,j} \) represents the \( j \)th operation of \( J_i \).
The set of candidate machines waiting for processing $O_{i,j}$ is denoted as $M_k \subseteq M$.

- $P_{i,j,k}$ represents the processing time of $O_{i,j}$ operated on the $k$th machine.
- Two sub-problems of the FJSP: $T$-FJSP and $P$-FJSP.

$$\text{FJSP} = \begin{cases} T - \text{FJSP}, & \text{if } M(O_{i,h}) = M; \forall i,h \\ P - \text{FJSP}, & \text{if } M(O_{i,h}) \subseteq M; \forall i,h \end{cases}$$

- Decision variables

$$x_{i,h,k} = \begin{cases} 1, & \text{if machine } k \text{ is selected for the operation } O_{i,h} \\ 0, & \text{otherwise} \end{cases}$$

$c_{i,h}$: completion time of the operation $O_{i,h}$.

The formulation of the multi-objective FJSP in this study is then given in Fig.1.

$$\begin{align*}
\min c_M & = \max_{1 \leq i \leq n} \{c_{i,n}\} \\
\min w_M & = \max_{1 \leq k \leq m} \left\{ \sum_{i=1}^{n} \sum_{h=1}^{n} p_{i,h,k} \right\} \\
\min w_T & = \sum_{k=1}^{m} \sum_{i=1}^{n} \sum_{h=1}^{n} p_{i,h,k} x_{i,h,k} \\
\text{s.t.} \quad & c_{i,h} = c_{i,h-1} \geq p_{i,h,k} x_{i,h,k}, \quad h = 2, \ldots, n; \forall i,k \\
& \sum_{k \in M(O_{i,h})} x_{i,h,k} = 1, \forall i,h \\
& M(O_{i,h}) \subseteq M, \forall i,h \\
& x_{i,h,k} \in \{0,1\}, \forall i,h,k \\
& c_{i,h} \geq 0, \forall i,h \end{align*}$$

**Fig. 1.** Problem formulation of the multi-objective FJSP

Equation (4) ensures the operation precedence constraints. Equation (5) guarantees that for each operation one and only one machine must be selected from the set of available machines. Inequity (6) indicates that the set of available machines for each operation come from the given machine set $M$. 
3. **Framework of the Hybrid Algorithm**

In this study, we propose a hybrid variable neighborhood search algorithm combining with the genetic algorithm (VNS+GA) for solving the multi-objective FJSPs. The detail steps of the VNS+GA algorithm are listed as follows.

**Step1. Initialization**
- **Step1.1:** Set up parameters.
- **Step1.2:** Produce machine assignment component for each chromosome in the population $C_{pop}$.
- **Step1.3:** Produce operation sequencing component for each chromosome in the population $C_{pop}$.
- **Step1.4:** Evaluate each chromosome, and then obtain the best solution $C_{best}$.
- **Step1.5:** if stop criteria is satisfied, then go to Step 4; otherwise, go to Step 2.

**Step2: Perturbation in machine assignment component**
- **Step2.1:** Produce $P_{size}$ child chromosomes by applying crossover operation.
  
  For $i=0$ to $P_{size}$
  
  (1) Generate a random number $r$, if $r < p_{select}$, then randomly select one parent chromosome in the population $C_{pop}$ denoted as $P_1$, and select the current best solution $C_{best}$ as $P_2$. Otherwise, select two parent chromosomes in the population $C_{pop}$ at random denoted as $P_1$ and $P_2$, respectively.
  
  (2) Produce two child chromosomes denoted as $C_1$ and $C_2$ by applying crossover function with probability $p_c$ on the two parent chromosomes $P_1$ and $P_2$.
  
  (3) Evaluate the two child chromosomes; if one chromosome from the two child chromosomes denoted as $C_{best}$, which is better than $C_{best}$, then replace $C_{best}$ by $C_{best}$.
  
  (4) Select the best solution from the four chromosomes (i.e., $P_1$, $P_2$, $C_1$, and $C_2$), and then insert it into a temp population $T_{pop}$.

End for

**Step2.2:** Produce $P_{size}$ child chromosomes by applying mutation operation.

For $i=0$ to $P_{size}$

(1) Select the $i$th chromosome in population $T_{pop}$ as the parent chromosome $PP_i$.

(2) Produce a child chromosome denoted as $CC_1$ by applying mutation operation with probability $p_m$ on the selected parent
chromosomes $PP_i$.
(3) Evaluate the child chromosome $CC_i$; if $CC_i$ is better than $C_{best}$,
and then replace $C_{best}$ by $CC_i$.
(4) Insert the best solution among $CC_i$ and $PP_i$ into $T_{pop}$.
End for
Step2.3: Select $P_{size}$ better chromosomes in $T_{pop}$
(1) Sequence all $2 \times P_{size}$ chromosomes from population $T_{pop}$ in
descending order on chromosome fitness, that is, the
chromosome with optimal fitness value will appear at the relative
top position.
(2) Select the top $P_{size}$ chromosomes as the current population $C_{pop}$
for next generation.
Step3: Perturbation in operation sequencing component
For the current best solution $C_{best}$, operate the following steps:
Step3.1: Get all critical operations.
Step3.2: Get all public critical operations.
Step3.3: Get all public critical blocks.
Step3.4: Use the function effectiveNeighbor() to search the best neighbor
solution of the current best solution. If the former is more optimal
than the latter, then replace the current best solution $C_{best}$ by the
new neighbor solution. Then go to step 1.5.
Step4: Output the current best solution $C_{best}$ and stop.


4.1. Genetic Algorithm

Genetic Algorithm (GA), proposed by J. Holland in 1975 [12, 13], has been
used to solve optimization problems in recent years [13]. The GA is based on
the genetic process of biological organisms. Several key factors including
populations, crossover functions, mutation functions, evolution approaches
and stop criterion are important for the efficiency of the GA. The main steps for
the process of GA can be described as follows [13].

Step1: Let $k$=0. Randomly produce $N$ chromosomes as the initial
population $p(k)$.
Step2: Evaluate each chromosome in the population and get the fitness value
of every solution.
Step3: If stop criterion is satisfied, then output the best solution; otherwise
operate steps 4-8.
Step 4: Let $m=0$.

Step 5: Then, select two chromosomes in the population $p(k)$ using certain selection rules, which are named $p_1$ and $p_2$, respectively.

Step 6: Randomly produce a real number $\zeta \in [0,1]$, if $\zeta < p_c$, where $p_c$ is crossover probability, then apply given crossover function on the two selected parent chromosomes. The resulted two chromosomes are selected as two temp chromosomes, namely $t_1$ and $t_2$, respectively. Otherwise, the two parent chromosomes will be selected as the two temp chromosomes $t_1$ and $t_2$, respectively.

Step 7: Randomly produce a real number $\delta \in [0,1]$, if $\delta < p_m$, where $p_m$ is mutation probability, then apply given mutation function on $t_1$ and $t_2$ respectively. The two resulted chromosomes will be inserted into the new population $p(k+1)$.

Step 8: Let $m=m+2$. If $m < N$, then go back to step 5. Otherwise, let $k=k+1$, and then go back to step 2.

4.2. Encoding

The FJSP problems involve two decision stages, i.e., machine assignment stage and operation sequencing stage. Therefore, a solution consists of two parts of vectors, $A_1 = \{A_1(1), A_1(2), \ldots, A_1(\kappa)\}$ (machine assignment vector) and operation sequencing vector $A_2 = \{A_2(1), A_2(2), \ldots, A_2(\kappa)\}$, where $\kappa$ equals to the operation number. $A_1(i), 1 \leq i \leq \kappa$ represents the corresponding selected machine for each operation. Fig. 2 shows an example of a machine assignment vector. For example, it can be seen from Fig. 2 that the operation $O_{11}$ is performed on machine $M_4$, $O_{12}$ is performed on machine $M_3$, and so on. An operation sequencing vector is shown in Fig. 3, which tells us the operation sequence as follows.

\[ O_{21} \succ O_{11} \succ O_{31} \succ O_{22} \succ O_{12} \succ O_{23} \succ O_{13} \succ O_{32} \]

<table>
<thead>
<tr>
<th>position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>operation</td>
<td>$O_1$</td>
<td>$O_1$</td>
<td>$O_1$</td>
<td>$O_2$</td>
<td>$O_2$</td>
<td>$O_2$</td>
<td>$O_3$</td>
<td>$O_3$</td>
</tr>
<tr>
<td>machine</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 2. Machine assignment vector example

<table>
<thead>
<tr>
<th>position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>operation</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 3. Operation sequencing vector example
4.3. Initialization of Machine assignment component

Following are two approaches for the initialization of machine assignment component:

- Random rule, denoted as $MS_a$. For each operation $J_i$, a random selected machine from a set of candidate machines, denoted as $M_i$, will be placed in position $i$ in the machine assignment component.

- Local minimum processing time rule, denoted as $MS_b$. Table 1 gives an example about the steps of this rule, the example data come from [14]. For operations of the same job, finding the minimum processing time, fixing the assignment, and then adding this processing time to every other entry in the same column.

4.4. Crossover operation

Given two parent chromosomes $p_1$ and $p_2$ in Fig. 4. The steps of the crossover operator are as follows.

**Step1:** Generate two random numbers $r_1$ and $r_2$, $2 \leq r_1, r_2 \leq (\kappa-1)$, where $\kappa$ equals the number of operations.

**Step2:** Select the subsection between $r_1$ and $r_2$ of one parent chromosome such as $p_2$.

**Step3:** Produce a temporary vector named $c_1$ by copying the selected subsection into the corresponding position.

**Step4:** Copy the corresponding operation from $p_1$ into the unfixed position.

![Fig. 4. Crossover operator](image-url)
4.5. Mutation operation

Mutation operation is very important in GA with aim to produce population diversity. In order to obtain population diversity as well as population convergence, two mutation-operation rules are proposed as follows.

- Random rule denoted as $\sigma_1$. (1) randomly select an operation with more than two candidate machines, denoted $O_s$; (2) randomly select a machine from $Machines(O_s)$ different with the current machine; (3) replace the current machine by the selected machine at the position $O_s$.
- Last Processing rule denoted as $\sigma_2$. (1) record the last release time for each machine; (2) create a vector $Mlp$ including all machines with last release time equals the current makespan; (3) get all public critical operations; (4) for each machine $M_{old}$ in $Mlp$, firstly, find a public critical operation $O$ which is processed on $M_{old}$, secondly, select a candidate machine for processing $O$ which is not in $Mlp$, denoted $M_s$; (5) replace the current machine $M_{old}$ by the selected machine $M_s$ at position $O_s$.

5. Operation sequencing algorithm: variable neighborhood search algorithm

5.1. Initialization of the operation sequencing component

Once the machine assignment component is fixed, we should consider how to sequence the operations on each machine, i.e., to determine the start time of every operation. In this section, we should consider two issues: the operation precedence constraint of the same job and the objective of the problem. In our hybrid algorithm, the operation sequence is obtained through a mix of following two different approaches:

- Random rule, denoted as $OS_a$. $OS_a$ is the naive and direct approach for sequencing operations. The advantage of this approach is its simplicity. The disadvantage is also obvious too, that is, it can easily produce idle time interval and make the finding solution process more time consuming.
- Most Work Remaining (MWR) denoted as $OS_b$. This approach selects the operation with the most remaining work for each machine. The operation precedence constraint of the same job must be considered at the same time.
5.2. Public critical block theory

The critical problem of local searching is how to design an effective neighborhood around a given solution. The promising neighborhood is based on the concept of critical path, which was firstly proposed by Adams [15] in solving JSP problems.

The feasible schedules of FJSP problems can be represented with a disjunctive graph \( G = (N, A, E) \), where \( N \) is the node set, \( A \) is the conjunctive arc set, and \( E \) is the disjunctive arc set. The number aside the node indicates the processing time of this operation on the assigned machine. Each arc in \( A \) represents the operation precedence constraint. The dashed arcs \( (E) \) correspond to pairs of operations to be performed on the same machine. For example, given a chromosome \( \{1, 2, 2, 3, 2, 3, 1 | 1, 1, 4, 2, 3, 3, 2, 4\} \), Fig. 5 shows the disjunctive graph for a feasible solution of the example chromosome.

If \( G \) has more than one critical path, noted \( CP_i, 1 < i \leq nc \), where \( nc \) represents the number of critical path. Those critical operations belonging to all \( nc \) critical paths are called public critical operations. A public critical block is a maximal sequence of adjacent public critical operations processed on the same machine. Fig. 6 shows the Gantt chart for the feasible solution of the above chromosome example. In the example solution, there are six public operations, i.e. \( \{O_{11}, O_{12}, O_{21}, O_{31}, O_{32}, O_{22}\} \), whereas there are three public critical blocks, i.e. \( \{O_{11}, \{O_{12}, O_{21}, O_{31}\}, \{O_{32}, O_{22}\}\} \).

![Fig. 5. The disjunctive graph for the example chromosome](image-url)
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Fig. 6. The Gantt chart for the example chromosome

To develop neighborhood structure based on the public critical block theory, we give some notations as follows.
- \( J_P, J_S, M_P, M_S \) indicates the immediate job predecessor, job successor, machine predecessor and machine successor of the operation \( J_i \), respectively.
- \( \lambda u \): the critical path with operation \( u \) in it.
- \( O_{\lambda u} \): those operations in the same critical path \( \lambda \) which has operation \( u \) in it.
- \( PRO_{O_{\lambda u}} \): those operations belonging to the operation set \( O_{\lambda u} \) and be operated before operation \( u \).
- \( L(u, v) \): the length of the longest path from the operation \( u \) to \( v \).

Next, we give three theorems about the neighborhood structure based on public critical path theory.

**Theorem 1.** If \( G \) has more than one critical path, and two operations \( u \) and \( v \) are critical operations but not public critical operations, then moving \( u \) or \( v \) cannot yield a better solution.

**Proof.** First, if there exists a public critical operation in \( PRO_{O_{\lambda u}} \), denoted as \( O_k \). The path subsection from \( O_k \) to \( u \) is called sub(\( u \)). Because the operation \( u \) is not a public critical operation, there exists an operation \( u' \) with the processing time interval crossover with the processing time interval of \( u \). Therefore, \( u' \) is in another critical path but not a public critical operation either. The path subsection from \( O_k \) to \( u' \) is called sub(\( u' \)). The movement in sub(\( u \)) does not affect the length of sub(\( u' \)). So, the start time of \( O_k \) will not change and the makespan of the solution will not be improved. Second, if there does not exist any operation in \( PRO_{O_{\lambda u}} \), which means that the public critical operations are all operated after \( u \). The first public critical operation after \( u \) denoted as \( O_k \). There exists another critical operation \( u' \) which is before \( O_k \) and with the processing time crossed over with \( u \). We name the critical path subsection...
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from \( u \) to \( O_k \) sub(\( u \)), and the critical path subsection from \( u' \) to \( O_k \) sub(\( u' \)). The movement in sub(\( u \)) also cannot affect the length of the sub(\( u' \)), and useless for improvement of the makespan.

**Theorem 2.** If two public critical operations \( u \) and \( v \) to be performed on the same machine, \( v \) is the block rear and \( L(v,T) \geq L(JS_u,T) \), then inserting \( u \) right after \( v \) yields an acyclic complete selection.

This theorem derives the idea that if two following conditions are satisfied: (1) there is no directed path from \( JS_u \) to \( v \) in \( G \); (2) the complete time of \( v \) is not after the complete time of the immediate job successor of \( u \). Then, inserting \( u \) right after \( v \) can produce a feasible solution as shown in Fig 7. The proof is analogous to the proof of the theorem 1 in [16].

**Theorem 3.** If two public critical operations \( u \) and \( v \) to be performed on the same machine, \( u \) is the block head and \( L(0,u) + p_u \geq L(0,JP_v) + p_{JP_v} \), then inserting \( v \) right before \( u \) yields an acyclic complete selection.

This theorem derives the idea that if two following conditions are satisfied: (1) there is no directed path from \( JP_v \) to \( u \) in \( G \); (2) the complete time of \( u \) is not before the complete time of the immediate job predecessor of \( v \). Then, inserting \( v \) right before \( u \) can produce a feasible solution as shown in Fig 8. The proof is analogous to the proof of the theorem 2 in [16].

Fig. 7. A chart for inserting the inner operations just after the block rear

Fig. 8. A chart for inserting the inner operations just before the block head
5.3. Effective neighborhood structure

The makespan of a solution equals the length of its critical path, in other words, the makespan cannot be reduced while maintaining the current critical paths. The right direction of the local search is to identify and break the entire existent critical paths one by one in order to get a better solution.

The first successful critical path neighborhood structure for the classical JSP was introduced by Van Laarhoven et al [17], and is often denoted by N1. The N1 neighborhood is generated by swapping any adjacent pair of critical operations on the same machine. Dell Amico and Trubian [18], Nowicki & Smutnicki [19] and Balas & Vazacopoulos [20] proposed N4, N5 and N6 respectively. The N4 neighborhood is developed by moving an internal operation to the very beginning of its block or the very end of its block. The N5 neighborhood is created by swapping the first two or the last two operations in a block. The N6 neighborhood is produced by moving an operation to the beginning of the block or to the end of the block. In this study, we extend the critical path neighborhood structure for solving the FJSP, and propose some novel neighborhood structures based on the public critical blocks theory.

For discuss conveniently, we give two neighborhood categories as follows:

Definition 1: Insert neighborhood
First, randomly select two different positions $i$ and $i'$ in a feasible schedule chromosome, and then delete the $i$th operation and insert it before or after position $i'$. 

Definition 2: Swap neighborhood
First, randomly select two different positions $i$ and $i'$ in a feasible schedule chromosome, and then swap the two operations at the selected position.

Based on the public critical block theory and the block structure listed above, we give an effective local search operator as shown in Fig. 9.

Procedure effectiveNeighbor()

Input: a set named pb including all public critical blocks

Output: an optimal neighbor solution

for $i=0$ to $pb.size()$
    $pb_i = pb[i]$
    if $pb_i$ contains more than two public critical operations, then
        $k \leftarrow$ the number of public critical operations in $pb_i$
        $u \leftarrow pb_i[0]$ //block head
        $v \leftarrow pb_i[k-1]$ //block rear

Step1: Insert structures
    for $j=0$ to $k-1$
        $q \leftarrow pb_i[j]$
    Step1.1: if $(L(0,q) + p_q \geq L(0,JP_r) + p_{JP_r})$ then
        Insert $v$ right before $q$

---
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\[ pb_i = pb[i] \]
\[ q ← pb_i[j] \]

**Step1.2:** if \( (L(v, T) ≥ L(JS_q, T)) \) then
Insert \( q \) right after \( v \)
\[ pb_i = pb[i] \]
\[ q ← pb_i[j] \]

**Step1.3:** if \( (L(0, u) + p_u ≥ L(0, JP_q) + p_{JP_q}) \) then
Insert \( q \) right before \( u \)
\[ pb_i = pb[i] \]
\[ q ← pb_i[j] \]

**Step1.4:** if \( (L(q, T) ≥ L(JS_u, T)) \) then
Insert \( u \) right after \( q \)
\[ pb_i = pb[i] \]
end for

**Step2:** Swap structures

**Step2.1:** Swap \( pb_i[0] \) with \( pb_i[1] \)
\[ pb_i = pb[i] \]

**Step2.2:** Swap \( pb_i[k−2] \) with \( pb_i[k−1] \)
end for

Evaluate each neighbor solution produced by the above two steps.
If the new solution is better than the current solution, then replace the current solution with the new one.
Output the current optimal solution.

---

**Fig. 9.** Pseudo-code of `effectiveNeighbor()`

### 6. Experimental results

This section describes the computational experiments to evaluate the performance of the proposed algorithm. For this purpose, we made a detail comparison with three existing algorithms, i.e., AL+CGA algorithm [9], PSO+SA algorithm [10] and PSO+TS algorithm [11]. The test samples come from [5]. The dimensions of the problems range from 4 jobs × 5 machines to 15 jobs × 10 machines. The current instantiation was implemented in C++ on a Pentium IV 1.8GHz with 512M memory.

#### 6.1. Setting parameters

Each instance can be characterized by the following parameters: number of jobs (n), number of machines (m), and the number of operations (\( op\_num \)).
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Followings are the detail parameters value:

- Population size $P_{\text{size}}$: 1000;
- Maximum number of generations $g_{\text{max}}$: $n \times m$;
- Maximum number of iteration with no improvement of the best solution during the local search $i_{\text{iter}}$: $o_{\text{p num}} / 2$;
- Crossover probability for the machine assignment component: 45%;
- Minima mutation probability $p_{\text{m min}}$: 40%;
- Maxima mutation probability $p_{\text{m max}}$: 95%;
- Current mutation probability at $t$ generation $p_{\text{c}}$:

$$p_{\text{c}} = p_{\text{m min}} + \left( \frac{t}{g_{\text{gen}}_{\text{max}}} \right) \times (p_{\text{m max}} - p_{\text{m min}})$$

- Probability for selection between the best chromosome and a random one as a parent chromosome for crossover $p_{\text{select}}$:

$$p_{\text{select}} = 0.8 - \left( \frac{t}{g_{\text{gen}}_{\text{max}}} \right) \times (0.8 - 0.2)$$

- Rate of initial assignments with $MS_1$: 20%;
- Rate of initial assignments with $MS_2$: 80%;
- Rate of initial assignments with $OS_1$: 20%;
- Rate of initial assignments with $OS_2$: 80%;
- Rate of initial assignments with $\sigma_1$: 50%;
- Rate of initial assignments with $\sigma_2$: 50%;

6.2. Results of the Kacem instances

The test instances come from the five Kacem instances [5] (i.e. problem $4 \times 5$, $8 \times 8$, $10 \times 7$, $10 \times 10$ and $15 \times 10$). The five tables from Table 2 to Table 5 show the comparison results for the five problems. Some notations are given as follows: The column labeled ‘AL + CGA’ refers to Kacem’s method [9] and the column labeled ‘PSO + SA’ refers to the algorithm proposed by Xia and Wu [10]. The column labeled ‘PSO+TS’ shows the results from the hybrid algorithm developed by Zhang et al. [11]. Figs 10 to 14 show the optimal solutions obtained by our approach in the form of Gantt chart. The pair of number (in the form of [job, operation]) inside the blocks is the operation to be processed on the corresponding machine. The two numbers just below the block represent the start time and end time of the operation, respectively.

Problem $4 \times 5$

This is an instance of total flexibility, in which 4 jobs with 12 operations are to be performed on 5 machines. The obtained solutions by our hybrid algorithm are characterized by the following values:
Solution 1: $c_M = 12$, $w_T = 32$, $w_M = 8$
Solution 2: $c_M = 11$, $w_T = 32$, $w_M = 10$
Solution 3: $c_M = 11$, $w_T = 34$, $w_M = 9$

**Fig. 10.** The obtained optimal solution of instance 1 (4 jobs 12 operations 5 machines: $F_1(c) = 11$, $F_2(c) = 34$, $F_3(c) = 9$)

**Table 2.** Comparison of results on problem $4 \times 5$ with 12 operations

<table>
<thead>
<tr>
<th></th>
<th>AL+CGA</th>
<th>PSO+TS</th>
<th>VNS+GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_M$</td>
<td>16</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>$w_T$</td>
<td>34</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>$w_M$</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

It can be seen from Table 2 that the VNS+GA algorithm dominate the AL+CGA algorithm in solving the problem $4 \times 5$. Our approach can obtain richer optimal solutions than the PSO+TS algorithm. Fig. 10 shows the obtained Solution 3 in the form of Gantt chart.
Problem $8 \times 8$

This is an instance of partial flexibility, in which 8 jobs with 27 operations are to be performed on 8 machines. The obtained solutions by our hybrid algorithm are characterized by the following values:

Solution 1: $c_M = 14$, $w_T = 77$, $w_M = 12$

Solution 2: $c_M = 15$, $w_T = 75$, $w_M = 12$

Solution 3: $c_M = 16$, $w_T = 73$, $w_M = 13$

Fig. 11. The obtained optimal solution of instance 2 (8 jobs/27 operations /8 machines: $F_1(c) = 14$, $F_2(c) = 77$ $F_3(c) = 12$)

Table 3. Comparison of results on problem $8 \times 8$ with 27 operations

<table>
<thead>
<tr>
<th></th>
<th>AL+CGA</th>
<th>PSO+SA</th>
<th>PSO+TS</th>
<th>HTSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_M$</td>
<td>15</td>
<td>16</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>$w_T$</td>
<td>79</td>
<td>75</td>
<td>75</td>
<td>73</td>
</tr>
<tr>
<td>$w_M$</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>13</td>
</tr>
</tbody>
</table>
It can be seen from Table 3 that the VNS+GA algorithm dominate the AL+CGA algorithm. The hybrid algorithm can obtain richer optimal solutions than both the PSO+TS algorithm and the PSO+SA algorithm. Fig. 11 shows the obtained Solution 1 in the form of Gantt chart.

**Problem 10 × 7**

This is an instance of total flexibility, in which 10 jobs with 29 operations are to be performed on 7 machines. The obtained solutions by our hybrid algorithm are characterized by the following values:

- Solution 1: $c_M = 11$, $w_T = 62$, $w_M = 10$
- Solution 2: $c_M = 11$, $w_T = 61$, $w_M = 11$

Fig. 12 shows the obtained Solution 2 in the form of Gantt chart.

**Problem 10 × 10**

This is an instance of total flexibility, in which 10 jobs with 30 operations are to be performed on 10 machines. The obtained solutions by our hybrid algorithm are characterized by the following values:

- Solution 1: $c_M = 7$, $w_T = 43$, $w_M = 5$
- Solution 2: $c_M = 7$, $w_T = 42$, $w_M = 6$
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Solution 3: \( c_M = 8, \quad w_T = 42, \quad w_M = 5 \)

It can be seen from Table 4 that the VNS+GA algorithm dominate the above three algorithms and can also obtain richer optimal solutions. Fig. 13 shows the obtained Solution 2 in the form of Gantt chart.

Fig. 13. The obtained optimal solution of instance 4 (10 jobs/30 operations/10 machines: \( F_1(c) = 7, \quad F_2(c) = 42, \quad F_3(c) = 6 \))

Table 4. Comparison of results on problem 10 \( \times \) 10 with 30 operations

<table>
<thead>
<tr>
<th>AL+CGA</th>
<th>PSO+SA</th>
<th>PSO+TS</th>
<th>HTSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_M )</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>( w_T )</td>
<td>45</td>
<td>44</td>
<td>43</td>
</tr>
<tr>
<td>( w_M )</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Problem 15 \( \times \) 10

This is an instance of total flexibility, in which 15 jobs with 56 operations are to be performed on 10 machines. The obtained solutions by our hybrid algorithm
are characterized by the following values:

Solution 1:  \( c_M = 11, \)  \( w_T = 92, \)  \( w_M = 11 \)

Solution 2:  \( c_M = 12, \)  \( w_T = 91, \)  \( w_M = 11 \)

It can be seen from Table 5 that the VNS+GA algorithm dominate both the AL+CGA and the PSO+TS algorithms and can also obtain richer optimal solutions than the PSO+SA algorithm. Fig. 14 shows the obtained Solution 2 in the form of Gantt chart.

Table 5. Comparison of results on problem 15 × 10 with 56 operations

<table>
<thead>
<tr>
<th></th>
<th>AL+CGA</th>
<th>PSO+SA</th>
<th>PSO+TS</th>
<th>HTSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_M )</td>
<td>23</td>
<td>24</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>( w_T )</td>
<td>95</td>
<td>91</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td>( w_M )</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

Fig. 14. The obtained optimal solution of instance 5 (15 jobs/56 operations/10 machines: \( F_1(c) = 12, F_2(c) = 91, F_3(c) = 11 \))

From the above comparison with other three existing algorithm for solving the five Kacem instances, we can conclude that our algorithm either obtain superior solutions or can obtain richer non-dominate solutions than the other
approaches, especially for solving large scale instances.

7. Conclusions

Flexible job shop scheduling problem is very important in both fields of combinatorial optimization and engineering management. Most literature focus on proposing hybrid algorithms for solving mono-objective FJSPs. The research on the multi-objective FJSP is much less than the mono-objective FJSP. Kacem proposed a hybrid algorithm named AL+CGA combining GA and approach of localization. Xia and Wu presented a hybrid algorithm named PSO+SA which making use of PSO for solving the assignment sub problem and SA for solving the routing sub problem. Zhang et al. developed a hybrid algorithm named PSO+TS for the multi-objective FJSPs with the same three objectives. In this paper, we introduce a novel algorithm named VNS+GA combining VNS and GA for solving the multi-objective FJSPs to minimize the makespan, the total workload, and the workload of the busiest machine. There are mainly three contributions in the hybrid algorithm. Firstly, a mix of two machine assignment rules and two operation sequencing rules are developed in the initialization stage to produce enough high quality initial solutions. Secondly, an adaptive mutation rules are introduced for considering both population diversity and convergence speed in perturbation in the machine assignment component. Thirdly, a speed-up variable neighbor search operator based on public critical block theory was investigated. The new local searching approach makes the search space dwindled deeply and produces high quality neighbor solutions in very short time. Experimental results compared with the three existing algorithms (i.e., AL+CGA algorithm, PSO+SA algorithm and PSO+TS algorithm) show that our hybrid algorithm can either obtain superior solutions or obtain richer non-dominated solutions than the other algorithms, especially for larger scale instances.

The future work is to extend the initial solution rules and the public critical block method for solving other combinatorial problems. In addition, we will develop other heuristic algorithms with the public critical block neighborhood structure for solving the multi-objective FJSPs.
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### Table 1 Local minimum processing time rule (MSb)

<table>
<thead>
<tr>
<th></th>
<th>M₁</th>
<th>M₂</th>
<th>M₃</th>
<th>M₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₁₁</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>O₁₂</td>
<td>4</td>
<td>8</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>O₁₃</td>
<td>9</td>
<td>5</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>O₂₁</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>O₂₂</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>O₂₃</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>M₁</th>
<th>M₂</th>
<th>M₃</th>
<th>M₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>M₁</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>M₂</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>M₃</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>M₄</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
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Abstract. Whereas research on moving objects is involved in a variety of different application areas, models and methods for movement prediction are often tailored to the specific type of moving objects. However, in most cases, prediction models are taking only historical location in consideration, while characteristics specific to certain type of moving objects are ignored. In this paper, we presented a conceptual model for movement prediction independent on an application area and data model of moving objects considering various object’s characteristics. Related work is critically evaluated, addressing advantages, possible problems and places for improvement. Generic model is proposed, based on an idea to encompass missing pieces in related work and to make the model as general as possible. Prediction process is illustrated on three case studies: prediction of the future location of vehicles, people and wild animals, in order to show their differences and to show how the process can be applied to all of them.
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1. Introduction

Recent wide-ranging usage of Global Positioning System (GPS) devices and wireless communication devices, together with enhancements of supportive technology, induced the expansion of the research on moving objects. By modelling and analyzing moving objects data, we learn about the moving objects behaviour and even become able to predict their future locations [16].

All moving objects in the real world comprise time and space attributes simultaneously, with characteristic of having changeable location or shape through the time [23]. In many applications, knowing moving objects locations in advance can be substantial. Discovery of behavioural patterns and prediction of future movement can greatly influence different fields. Examples are the analysis of the wild animals’ movement in order to predict their migrations and predator-prey behaviour [7] [24], monitoring and analysis
of vehicle movement in order to predict driver’s intentions [15] or traffic congestions [13], mobile user movement and access point availability prediction in order to assure the requested level of quality of service in wireless networks [6]. There are also situations in which the exact position of a moving object cannot be determined, for example when the moving object enters a shadow area of GPS and the estimation of future location by tracking the previous ones that were provided in visible regions becomes necessary [24].

As technology advances, more available data about moving objects is encountered, thus increasing ability to mine spatiotemporal data [5]. In [9], researchers found out that human movement shows a high degree of temporal and spatial regularity. Froehlich and Krumm [8] show that a large portion of a typical driver’s routes are repeated. It is thus reasonable to expect the extraction of the regularity, its description and usage in prediction of future movement.

Different data mining techniques can be used to extract behavioural patterns from moving objects data [5] [11], several prediction techniques can be used to model and predict moving object’s future location, such as neural networks, Markov models, and specific types of dynamic Bayesian networks like hidden Markov models or Kalman filter [3] [6] [7] [14] [20]. Still, all aforementioned methods have to be adapted to deal with moving object’s data. Furthermore, the most of them focus on managing historical and current movement data of moving objects and only a few of them have been proposed to deal with moving object’s future movement prediction [21].

Paper is organized as follows: In the next chapter related work is critically evaluated, addressing advantages, possible problems and limitations. In chapter 3 according to problems addressed in chapter 2, objectives and places for improvement are suggested. Schema of prediction process is presented, based on an idea to encompass missing pieces in related work and to make the prediction model as general as possible. Conceptual data model independent of application area and moving object type is proposed. In chapter 4 three case studies illustrates prediction process, in order to show differences between different moving object types and to show how the process can be applied to all of them. Conclusion is made in chapter 5 with an announcement of the future work.

2. Related Work

Considerable research on moving objects has been done in various application areas so far. J.Froehlich and J.Krumm [8] predict the route of a vehicle. They claim prediction is the missing piece in several proposed ideas for intelligent vehicles. Prediction is useful for giving warnings about upcoming traffic hazards or giving information about upcoming points of interest, including advertising, to the driver. C.S. Jensen et al. [13] track a population of vehicles. They list a range of applications that may utilize this
kind of tracking, such as mobile services in relation to traffic monitoring, collective transport, and the management of fleets, (e.g. of emergency vehicles, police cars, delivery trucks, and vehicles carrying dangerous or valuable cargo). In [9] authors present methods for person motion prediction in order to enable a mobile robot to keep track of people in its environment and to improve its behaviour. They state that robots operating in populated environments can improve their service if they react appropriately to the activities of the people in their surrounding and in the same time not interfering with them.

J. Petzold [20] presents context prediction evaluated by the people walking through the office building, recording their movements on PDA.

G. Yavas et al. [27] consider mobility prediction a hot topic in management research field. J.M. François et al. [6] claim that prediction can be particularly useful to assure the given level of quality of service despite the typically large jitter and error rates in wireless networks.


Furthermore, J. Krumm and E. Horvitz [15] mention usefulness of next location prediction in ubiquitous computing research. As they claim, beyond current object location, location-based services can be developed by taking into account object future locations, providing more efficient service.

Some work has been done concerning moving objects in general [5][26]. It is also worth to mention a recent database research on moving objects [4][23], where important issues are development of spatiotemporal databases to support moving objects, efficient indexing techniques and efficient extraction of spatiotemporal data.

Shortcoming of related work is in most cases considering only location and time as attributes of moving object's movement (Recently, some ideas of enriching object’s movement data with geographical and semantic information is proposed [10][1][2]). Furthermore, the prediction (in the way it is handled in previous work) assumes dispose of an amount of training data concerning observed area, i.e. area in which prediction has to be made. It means that we are not able to predict the object movement in areas where the object has never been before. In Table 1 and Table 2 comparison of some aforementioned works is given.

3. Automation of the Modelling Process and Prediction

Based on an idea to encompass missing pieces in related work and to make the movement modelling and prediction process as general as possible, we will present generic model and propose the conceptual data model independent of application area and independent of moving object type.
<table>
<thead>
<tr>
<th>Technology</th>
<th>Advantages</th>
<th>Method</th>
<th>Application area</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS or external</td>
<td>Non-similar pattern detection: Models are not predefined (they depend on the data)</td>
<td>Hidden Markov model (HMM)</td>
<td>Predicting the next route that a host will be linked to (in order to enable the possibility of route optimization)</td>
<td>INFATI is a Danish acronym for &quot;INtelligent FArtTIlpasning&quot; (Intelligent Speed Adaptation). INFATI data is data about drivers’ locations collected during the INFATI project. More details in [12].</td>
</tr>
<tr>
<td>Clustering similarity</td>
<td>Predicting driver’s route not only destination; independence of map</td>
<td>GPS</td>
<td>Tracking populations of vehicles and predicting their movement</td>
<td>The tracking component can be used in a variety of applications. Combining this model with an improved prediction algorithm leads to more accurate predictions.</td>
</tr>
</tbody>
</table>
| Clustering similarity | Short-term route predictions; impossible to predict future locations in new areas | Markov model | Predicting a driver’s near-term future path and potential changes about upcoming road situations | Very simple short-term prediction algorithm.
### Table 2. Comparison of related work (2/2)

<table>
<thead>
<tr>
<th>Moving objects</th>
<th>Application area</th>
<th>Method</th>
<th>Technology</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>Predicting the indoor movement, i.e. the next room a user will enter in office building</td>
<td>Artificial Neural Networks</td>
<td>Manual location recording on PDAs</td>
<td>Comparison of several prediction techniques; Predicting not only future locations, but the duration of stay at and the locations and the time of the location change</td>
<td>Manual location recording; Impossible to predict future locations in new areas; Applicable solely on indoor places or other places with the clear space division</td>
</tr>
<tr>
<td>General</td>
<td>Any, but tested on data about vehicles movement data [0]</td>
<td>Clustering, similarly measuring</td>
<td>GPS (INPATI data)</td>
<td>Using clusters instead of raw data (which is cheaper to mine); Exceptional points removal</td>
<td>Assuming periodic movement (the same for each object's data); Impossibility to predict future locations in new areas</td>
</tr>
<tr>
<td>People</td>
<td>Improving robot's behaviour in populated environments by keeping track of people and predicting their movement [0]</td>
<td>HMM, Clustering</td>
<td>Laser-range finders</td>
<td>Long-term prediction; Maintaining and estimating positions of multiple persons; Complete solution (from data collection to prediction)</td>
<td>Clustering depends on trajectory length; Impossible to predict future locations in new areas</td>
</tr>
<tr>
<td>Animals</td>
<td>Prediction of wolf kill-sites for gaining insight into predator-prey dynamics [0]</td>
<td>HMM</td>
<td>GPS (collars and manual recorded from aircraft)</td>
<td>Examining interaction between predator and prey; Exact location independence (measuring distance, angle and travel rate instead of solely coordinates)</td>
<td>Predicting only kill-sites, not future locations; Manual prey location recording</td>
</tr>
</tbody>
</table>
3.1. Objectives

We believe that considering geospatial conditions (e.g. type of a habitat, climate, and various object vicinity) that pertain to the location and temporal conditions (e.g. season, time of the day) leads to a more accurate description of moving objects behaviour and prediction of their future movement [18]. The most of additional attributes can be extracted from coordinates and time attributes. Knowing space coordinates, attributes such as vegetation, altitude or type of road can be scanned from geospatial maps [16]. Similarly, knowing time attribute, attributes such as season, temperature or rainfall can be get from historical data collected by weather stations.

We propose adaption of existing methods in order to predict movement in the new areas. Problem could be modelled considering the analogous areas as the same, thus allowing the data collected at one area to be used as training data for other areas.

Another possible improvement could be in supplementing prediction process with expert knowledge about particular moving object characteristics and behaviour.

3.2. Generic Model for Moving objects Movement Prediction

The schema of prediction process that consists of creating the model, learning and finally predicting the movement is given in Fig. 1. “The model” here refers to the prediction model constructed using different prediction techniques and adaptable to the given data about moving objects (e.g. historical data, expert knowledge data, geographical data).

In the first phase, with a help from experts in an application domain, the problem is modelled (for example space partition and/or expert movement rules are defined). The gathered historical data is prepared (using for example clustering techniques, with additional removing of outliers, errors in data or random movement). They are eventually used to define model structure as well (using for example clustering methods to extract interesting places and then to define the parts of model). The historical data is (iteratively) used to estimate the model parameters. Further on, additional information such as terrain or climate characteristics is included in modelling and/or data preparation. The result of the first phase is a model, automatically adapted to the application domain, i.e. to the given data and knowledge representing certain class of moving objects.

In the second phase, the prediction is done based on the given test data by using prepared model and appropriate algorithms. Test data is the part of the historical data, not included in building the model, left to measure and improve model accuracy. As well as historical data, it is prepared to fit the model input. Predicted locations are compared to actual locations stored in test data and model accuracy and statistics is calculated. Test data can be used to tune model parameters.
In the third phase, the prediction is done for given new data using the prepared model and appropriate algorithms. Information about accuracy (calculated in the previous phase) is provided to the user. New data can be used to tune model parameters. Presence of particular process elements differs for various applications. For example, expert knowledge or additional information could be included just to formulate problem or it could be used in an iterative process of parameters estimation. They don't have to be included at all, but that will lead to the loss of model completeness and model accuracy.

The main idea is to automate this process, which encompasses automated fetch of additional information using different services, discovery of expert knowledge from additional data sets (e.g. rule mining), embedding expert knowledge without model perturbation and the independence of application area.

3.3. Data Model of Moving Objects

In order to encompass all additional characteristics of moving objects, we present data model of moving objects in general (Fig. 2 – Rectangle represents entity; diamond shape relationship; symbol 1-N represents one-to-many and N-M many-to-many relationship). All moving objects share mentioned characteristics, although some of them are more important to some types of moving objects, especially in specific prediction process.

The central data in the data model is moving object – representing unique instance of certain class (moving object type) of moving objects. Both moving object and moving object type have properties characteristic to the object/type. Moving object can be seen during observation (that could mean that object is seen, heard, object's trace is seen or location of the object is collected from GPS device). Both time and location (mostly coordinates) are recorded. Location at certain time has certain weather conditions described by weather type entity. Further, locations are parts of areal (region) which can have various characteristics and semantics. Areal can represent the geographical region of for example forests or cities, humid zone etc. The main groups of areal characteristics are: vegetation, climate and urban environment. Some areal can have special meaning to the moving object, such as “home” or “work” regions.

Regardless to which object is of our interest, it can be modelled by data model presented in Fig. 2, with the difference just in object parameters.
Fig. 1. A schema of moving object's movement prediction process
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MOVING OBJECT
The unique instance of the moving object class and its properties

MOVING OBJECT TYPE
The type of the moving object (person, animal, vehicle, ...), with properties (max. speed, preferences, limitations, ...)

SEMANTICS
The meaning of the areal to the certain moving object (home, work, ...)

OBSERVATION
Recording of location and time of the seen moving object

WEATHER TYPE
Weather (rainy, snowy, cloudy etc.)

WEATHER
Current weather conditions

LOCATION
The position in geographical space (x, y and/or z components)

AREAL
Part of the geographical space (region)

CLIMATE
The type of climate and its properties (avg. temp, snow, ...)

VEGETATION
The type of vegetation and its properties (avg. wood coverage, ...)

URBAN ENVIRONMENT
The type of urban environment (city, village, ...) and its properties such as road coverage

Fig. 2. Data model of moving objects
4. Case Studies

To illustrate the prediction process presented in Fig. 1, we have chosen three case studies: prediction of the future location of vehicles, people and wild animals. We have chosen aforementioned types of moving objects in order to show their differences and to show how the process can be applied to all of them.

We will present one possible method and algorithm selection scenario for each of case studies and shortly discuss about other possibilities.

4.1. Case Study 1 – Vehicles

The first example is prediction of the next location of the vehicle. The main characteristic of vehicles is that they move within the road network. The location of the vehicle equipped with GPS device can be received almost continually (for example, every second).

Since drivers (or people in general) have habits and tend to follow the similar routes [8], it is reasonable to expect some regularity in their movement. Parts of driver’s trajectories are overlapping and we expect prediction according to historical locations to be better than just random guessing.

Prediction process is shown on the example of Markov model [22].

Fig. 3. Vehicle is moving within the road network – all the lines represent road segments, filled lines (states of the model S1, S4 and S5) represent the actual movement of the vehicle

In the first phase of prediction process, according to the knowledge about the road network (additional information), road segments are chosen as Markov model states (S1, S2, .. – see Fig. 3). Information about driver’s
previous movement (historical information) is used to define transition probabilities of the model. Similar approach is presented in [14].

Additional information such as the characteristics of road segments, knowledge about the position of driver’s home, work etc. (additional information) and information about characteristics about the vehicle such as maximal and average speed (expert knowledge) could give the better insight of driver’s intentions and thus could lead to more accurate prediction.

In the second phase, depending on the chosen model, accuracy of predicted location is differently defined. Accuracy of the model in this case should be compared to the accuracy of random guessing.

Another possible modelling method is presented in [5]. However, there is no additional information or expert knowledge used in both [14] and [5].

4.2. Case Study 2 – People

Unlike the vehicles, people are moving more freely in the space. Although they are moving along the street, they can cross the square, park etc. Position of the person is provided by mobile phone equipped with GPS or more often by the identification of close access points and calculation of person’s approximate position. That complicates identification of the road that person is moving along, and model presented in 4.1 is not usable.

![Fig. 4. Person is moving in the space – lines represent actual movement of the person (states of the model S_1, S_2, S_3, S_4 and S_5)](image)

Prediction process is shown on the example of Markov model, but unlike in 4.1, space is partitioned in equally sized cells, which become states of the model (see Fig. 4). Cell size is chosen according to the characteristics of moving object (such as maximum speed) in order to make transitions possible only between neighbouring cells. Similar approach is presented in [11] [19].

States of Markov model could be enriched with additional information such as information about the type of the terrain that pertains to the state of the model. Based on the knowledge about the person’s movement preferences (for example it is more likely that person crosses a square than a loan), this could be used to identify transition probabilities.
Another possible modelling method is presented in [27]. Methods like the one presented in [5] can also be used.

4.3. Case Study 3 – Wild Animals

Wild animals are moving even more freely in the space. Another problem is that locations of moving animal are received in sparse intervals (for example every 6 hours). Due to mentioned problems, neither model proposed in 4.1 nor 4.2 is appropriate for this kind of moving objects.

Prediction process is shown again on the example of Markov model.

In the first phase of prediction process, based on historical data and/or expert knowledge, states of Markov model are defined, using for example clustering algorithms to discover frequent regions (see Fig. 5). Interesting regions could also be chosen according to spatial characteristics (additional information), not only based on historical data.

![Fig. 5. Wild animal is moving in the space – lines represent actual movement of the animal (states of the model S₁, S₂ and S₃ – chosen as frequent regions)](image)

Additional information (geographical) could be used to get better insight into the meaning of frequent regions and to calculate transition probabilities as well. Further, patterns and association rules could be extracted according to historical or additional information.

As far as we know, such approach has not been described in literature regarding to this type of moving objects. Idea for this approach is based on [1].

4.4. Discussion

Different types of moving objects have different characteristics, but they all move in space with spatial characteristics and their movement has certain characteristics presented in Fig. 2. We suggested possible modelling methods for movement prediction for three different types of moving objects,
based on their characteristics. Despite of their differences, movement prediction process is satisfying presented model (Fig. 1).

For example, given the historical locations of vehicle, underlying road network information, locations of driver’s home and work, expert knowledge about behaviour of people (such as: “people tend to follow the same route every day, rather than the shortest one”), model will adapt to the model presented in 4.1. If the road network information is not available, model will adapt to the solution similar to the one presented in 4.2. Furthermore, if the locations of home and work are not provided, model could try to identify them based on historical locations.

To conclude, what we claim is that given the all available information about the observed moving object, generic model presented in Fig. 1 could adapt to the given information and according to them provide the most appropriate prediction model. Naturally, if less information is given, model will be more general (probably less accurate, too). If more information is given, model is more specific, adapted to the specific kind of data and more accurate.

5. Conclusion and Future Work

Knowing moving objects behaviour and predicting moving objects future locations can be very useful in many application areas. Beside analysis which we could perform to extract some regularity in the movements and get better insight into moving objects’ behaviour, the great issue is to predict moving object’s next position.

Short overview and comparison of related work is given, in order to encompass main characteristics of moving objects and to address present problems. Conceptual model for moving objects movement prediction is presented. The directions for future work are to include the knowledge about the type of a habitat that pertains to the location and the knowledge about moving objects’ behaviour. The main goal of our future work is to suggest mechanisms to incorporate those elements to a proposed generic prediction model.
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