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Abstract. Mining frequent itemsets in transaction databases is an important task in many applications. It becomes more challenging when dealing with a large transaction database because traditional algorithms are not scalable due to the limited main memory. In this paper, we propose a new approach for the approximately mining of frequent itemsets in a big transaction database. Our approach is suitable for mining big transaction databases since it uses the frequent itemsets from a subset of the entire database to approximate the result of the whole data, and can be implemented in a distributed environment. Our algorithm is able to efficiently produce high-accurate results, however it misses some true frequent itemsets. To address this problem and reduce the number of false negative frequent itemsets we introduce an additional parameter to the algorithm to discover most of the frequent itemsets contained in the entire data set. In this article, we show an empirical evaluation of the results of the proposed approach.
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1. Introduction

Frequent itemsets mining is the first and most critical step of finding association rules from a transaction database. Association rules mining is one of the main data mining tasks in many applications, such as basket analysis [3], product recommendation [20], cross-selling [10], etc. Huge research efforts have been devoted to solving frequent itemsets mining problem. Many of these studies had considerable impact and led to a plenty of sophisticated and efficient algorithms for association rules mining, such as Apriori [1,2], FP-Growth (Frequent Pattern Growth) [8,13,7], and Eclat [22,21,18]. However, decade of a fast development of e-commerce, online and offline shopping has resulted in the fast growth of transaction data, which presents a tremendous challenge to these existing algorithms, because these algorithms require large memory to run efficiently on large transaction databases.

Parallel and distributed association rules mining algorithms were developed to handle large transaction databases. Parallel association rules mining algorithms use in-memory...
computing to efficiently mine association rules from a large transaction database. However, their scalability is limited by the size of the memory of the parallel systems. Distributed association rules mining algorithms were developed using MapReduce \cite{5}, and run on a Hadoop cluster platform. These algorithms have better scalability, but they are not efficient for mining of a large transaction data sets because of frequent I/O operations and communication overhead between nodes.

In this paper, we propose a new approach to solve the problem of mining frequent itemsets from a big transaction data set. Similar to the distributed algorithms in MapReduce, we partition the data set into same size disjoint subsets. However, we make the distribution of frequent itemsets in each subset similar to the distribution of frequent itemsets in the entire data set by random assignment of the transactions from the entire data set to the subsets without replacement. As such, we can randomly select a few subsets and run a frequent itemsets mining algorithm on each subset independently to discover the local frequent itemsets from it. After all frequent itemsets are discovered from the subsets, each frequent itemset is voted by all subsets and the one appearing in the majority of subsets is determined as the frequent itemset, called a \textit{popular frequent itemset}.

In this approach, we define the frequency (relative support) threshold for finding all frequent itemsets in the entire transaction database as the global frequency threshold, and the frequency threshold for mining all frequent itemsets in a subset of the transaction database as the local frequency threshold. Based on these two thresholds, we introduce an algorithm for finding the set of approximate frequent itemsets that estimates the set of frequent itemsets in the entire data set. Initially, the algorithm makes the local frequency threshold equal to the global frequency threshold for subsets to mine local frequent itemsets. This setting results in a high-accurate approximate set of frequent itemsets, but the result also contains insignificant amount of both false positive and false negative frequent itemsets. To address this problem, we introduce an additional parameter to make the local frequency threshold smaller than the global frequency threshold for subsets to produce the set of local frequent itemsets. Using a reduced local frequency threshold helps to drastically reduce the number of false negative frequent itemsets and produce high-accurate approximate frequent itemsets that cover most of the frequent itemsets contained in the entire data set with respect to the global frequency threshold.

We conducted experiments to evaluate the approximate solutions on two real world data sets. To evaluate the performance of our method, all popular frequent itemsets discovered from the selected subsets using the local frequency threshold are compared with the frequent itemsets found directly from the entire database using the global frequency threshold. The recalls and precisions of the popular frequent itemsets obtained from the selected subsets are used as evaluation measures. The empirical results have shown that the proposed method is capable of producing high-accurate approximate frequent itemsets and discovering most of the frequent itemsets contained in the entire database that can be found with the global frequency threshold. The comprehensive analysis also shows that reducing the local frequency threshold in the selected subsets enables obtaining all true frequent itemsets.

The remaining part of this paper is organized as follows. Related works are discussed in Section 2. Section 3 describes the proposed approach. In Section 4, the details of the algorithm are presented. Experiment results are shown in Section 5. Finally, conclusions and future work are drawn in Section 6.
2. Related Work

Frequent itemsets mining is a well-studied problem in computer science. However, the enormous data growth made traditional methods inadequate. Therefore, parallel and distributed algorithms came into use.

Authors of [17] implemented a new algorithm called Partition to mine approximate frequent itemsets which achieved both CPU and I/O improvements over Apriori by partitioning the database into a number of non-overlapping partitions so that the partitions are small enough to be handled in the main memory to generate local candidates. On the next step, the local results are merged and the global frequency of the local frequent itemsets is checked in the entire data set. In [19], H. Toivonen introduced new sampling based algorithms to make association rules mining more efficient in terms of computational cost. The proposed approach uses a sample of a data set with a lowered frequency threshold to generate a bigger collection of frequent itemset candidates, and then verifies the candidates with the entire database. Researchers in [9] introduced the parallel implementation of the FP-growth algorithm on GPU. In [11] and [12], the authors introduced two different approaches for mining frequent itemsets in a large database based on MapReduce. In [11], researchers presented two methods for frequent itemsets mining based on Eclat algorithm. The first one is a distributed version of Eclat that partitions the search space more evenly among different processing units, and the second one is a hybrid approach, where the k-length frequent itemsets are mined by an Apriori variant, and then the found frequent itemsets are distributed to the mappers in which frequent itemsets are mined using Eclat. Authors of [12] presented a novel zone-wise approach for frequent itemsets mining based on sending computations to a multi-node cluster. All mentioned approaches have obtained a speed increase over the traditional algorithms and allowed to increase the size of the data set used for mining. However, all introduced approaches require using the entire data set to get the result, which faces the memory bottleneck when dealing with big data and working in a distributed environment.

Researchers in [4], [15] introduced sampling techniques which theoretically proved the existence of the tight bounds of the sample size that guarantees the approximation with respect to the parameters specified by the user. The sample size for mining is not dependent on the size of the database and the number of items. However, in case of a real big data the proposed method might not be applicable since the big sample data, used to achieve the approximation with respect to the parameters specified by the user, may not fit in the memory of a single machine. The proposed approaches are not suitable for the distributed environment. In [14], M. Riondato introduced PARMA algorithm (Parallel Randomized Algorithm for Approximate association rule mining). The algorithm sends random subsets of the database to various machines in the cluster as an input. Then, each machine mines the received subset, and reducers combine the result. Our work follows the idea described in [16]. The random sample partition (RSP) data model was presented, which showed that the block-level samples from an RSP data model can be efficiently used for data analysis.

3. A New Approach

In our approach, we split a big data set into disjoint subsets such that the distribution of frequent itemsets in each subset is similar to the distribution of frequent itemsets in the
entire data set. Mining smaller subsets allows using traditional frequent itemset mining algorithms without experiencing memory limit problems. In this research, we have empirically shown that by combining the results of randomly selected subsets, we are able to produce a highly accurate approximate set of frequent itemsets.

3.1. Definitions

A transactional data set \( D = \{t_1, t_2, ..., t_n\} \) is represented by a collection of \( n \) transactions, where each transaction \( t \) is a subset of the set of items \( I = \{I_1, I_2, ..., I_m\} \). An itemset \( A \) with \( k \) distinct items is referred to \( k \)-itemset. In this paper, we do not distinguish itemsets with different numbers of unique items. Given an itemset \( A \), define \( T_D(A) \) as the set of transactions in \( D \) which contain \( A \). The number of transactions in \( T_D(A) \) is defined as the support of \( A \) by \( D \) and denoted as \( \text{support}(A) = |T_D(A)| \). The frequency of \( A \), i.e. the proportion of transactions containing \( A \) in \( D \), is denoted as \( \text{freq}_D(A) = |T_D(A)|/n \), called a relative support or frequency of \( A \).

Under the above definitions, the task of finding frequent itemsets from \( D \) with respect to a minimal global frequency threshold \( \theta \) is defined as follows:

\[ \text{Definition 1.} \text{ Given a minimum global frequency threshold } \theta \text{ for } 0 < \theta \leq 1, \text{ the frequent itemsets mining with respect to } \theta \text{ is finding all itemsets } \{A_i\} \text{ for } 1 \leq i \leq M \text{ with } \text{freq}(A_i) \geq \theta, \text{ where } M \text{ is the total number of frequent itemsets found in } D. \text{ Formally, we define the whole set of frequent itemsets in } D \text{ as} \]

\[
FI(D, I, \theta) = \{(A_i, \text{freq}_D(A_i)) : A_i \subset I, \text{freq}_D(A_i) \geq \theta\} \quad (1)
\]

\[ \text{Definition 2.} \text{ Let } FI(D, I, \theta) \text{ be the set of frequent itemsets in } D \text{ with respect to } \theta \text{ and } M = |FI(D, I, \theta)| \text{ the number of frequent itemsets in } FI. \text{ The accumulative distribution of frequent itemsets in } FI \text{ is defined as} \]

\[
P(f) = \frac{1}{M} \sum_{A_i \in FI} \mathcal{I}(\text{freq}_D(A_i) \leq f) \quad (2)
\]

where \( \mathcal{I}() \) is an indicator function and \( f \) is a frequency value for \( \theta \leq f \leq 1 \). An example of \( P(f) \) is shown in Figure 1.

![Fig. 1. Example of the accumulative frequent itemsets distribution, where \( \theta = 0.005 \)](image)

Let \( D \) be a big transactional data set and \( P = \{D_1, D_2, ..., D_k\} \) a partition of \( D \), where \( \bigcup_{i=1}^{k} D_i = D \) and \( D_i \cap D_j = \emptyset \) for \( i \neq j \). \( D_i \) for \( 1 \leq i \leq k \) is named as a block.
of transactions of data set $D$.

**Definition 3.** Let $P_D(f)$ be the accumulative distribution of frequent itemsets $FI(D, I, \theta)$ and $P_{D_i}(f)$ the accumulative distribution of frequent itemsets $FI(D_i, I, \theta)$ for $1 \leq i \leq k$. $P$ is a random sample partition of $D$ if

$$P_{D_i}(f) \rightarrow P_D(f) \quad \text{as} \quad D_i \rightarrow D$$

(3)

where $D_i \rightarrow D$ implies that $D_i$ approaches $D$ as the size of $D_i$ increases. $D_i$ for $1 \leq i \leq k$ is called an RSP data block.

Definition 3 is a redefined definition of random sample partition in [16] with respect to frequent itemsets by replacing the condition of $E[\tilde{F}_k(t)] = F(t)$ with condition (3) where $\tilde{F}_k(t)$ denotes the sample distribution function of $t$ in $D_k$ and $E[\tilde{F}_k(t)]$ denotes its expectation.

### 3.2. Approximate Frequent Itemsets Mining

When the transaction data set $D$ is big and cannot be held in memory, we cannot run a frequent itemsets mining algorithm on $D$ to find all frequent itemsets $FI_D(D, I, \theta)$. In this situation, we randomly select a set of $l$ RSP data blocks $\{D_1, D_2, ..., D_l\}$ from the partition $P$ and use the frequent itemsets found from the selected RSP data blocks to estimate the set of global frequent itemsets $FI_D(D, I, \theta)$. This approach is called approximate frequent itemsets mining.

**Definition 4.** Let itemset $A$ be a frequent itemset in $FI_{D_i}(D_i, I, \theta)$ for $1 \leq i \leq l$. $A$ is called a **popular frequent itemset** if

$$\sum_{i=1}^{l} \mathbb{I}(A \in FI_{D_i}(D_i, I, \theta - \epsilon)) > a$$

(4)

where $\mathbb{I}()$ is an indicator function, $\epsilon$ for $0 \leq \epsilon < \theta$ is a parameter to reduce the local frequency threshold from the global frequency threshold value $\theta$, and $a$ is a given integer greater or equal to $l/2$, so Equation (4) is a simple majority voting.

The set of all popular frequent itemsets $PFI$ from $FI_{D_i}(D_i, I, \theta)$ for $1 \leq i \leq l$ is the estimation of the set of global frequent itemsets $FI_D(D, I, \theta)$. Given $PFI$ and assuming $FI_D(D, I, \theta)$ is known, an itemset $A$ has one of the following statuses:

- true positive if $A \in PFI$ and $A \in FI_D(D, I, \theta)$.
- false positive if $A \in PFI$ but $A \notin FI_D(D, I, \theta)$.
- false negative if $A \notin PFI$ but $A \in FI_D(D, I, \theta)$.

We intentionally omit the true negative frequent itemsets from the above definition because we are not interested in mining infrequent itemsets (itemsets with frequency $< \theta$).
4. An Approximate Frequent Itemsets Finding Algorithm

In this section, we propose a new algorithm for finding the set of approximate frequent itemsets from a set of \( l \) RSP data blocks \( \{D_1, D_2, ..., D_l\} \) randomly selected from the partition of a big transaction data set \( D \), and using the local frequent itemsets to estimate the set of frequent itemsets in \( D \) with respect to a global frequency threshold \( \theta \). The algorithm contains four steps: RSP data blocks generation; RSP data blocks selection; local frequent itemsets mining; finding the approximate set of frequent itemsets from the sets of local frequent itemsets by voting.

The pseudo code is presented in Algorithm 1. The inputs are: a transaction database \( D \), the number of transactions in each RSP data block \( m \), the number of RSP data blocks selected for finding frequent itemsets \( l \), two parameters \( \theta \) and \( \epsilon \), and the parameter of the popular frequent itemset voting condition \( \alpha \). The output of this algorithm is the set of the popular frequent itemsets \( PFI \).

The first step in lines 1-6 is to convert \( D \) to a partition of \( k \) RSP transaction blocks. Each record in \( D \) represents one purchase transaction and the transactions with purchased item are removed. Given the size of the RSP data block \( m \), the number of RSP data blocks in the partition \( k \) is the number of transactions in \( D \) divided by \( m \). To generate \( k \) RSP data blocks, \( m \) transactions are randomly selected from \( D \) without replacement and assigned to each RSP data block. In the second step in lines 7-9, \( l \) RSP data blocks are randomly selected from the \( k \) RSP data blocks of the partition without replacement. In the third step in lines 10-15, Apriori algorithm is called with parameter value of \((\theta - \epsilon)\) as the local frequency threshold to find the local frequent itemsets in each of \( l \) RSP transaction blocks \( \{D_1, D_2, ..., D_l\} \). In the fourth step in lines 16-23, all local frequent itemsets are voted by all sets of local frequent itemsets. The result of a frequent itemsets mining algorithm is a set of string objects, therefore in this article, when comparing the local results and counting the number of appearances of a frequent itemset in all RSP data blocks, we mean an exact match of string objects. Thus, if a local frequent itemset occurs in RSP data blocks more than the given number as shown in Equation 4, the frequent itemset is added to the set of popular frequent itemset; otherwise, it is discarded.

In this article, we provide a comprehensive empirical analysis of the influence of parameter \( \epsilon \) on the approximate result. We separately consider two cases. The first one is when we set \( \epsilon = 0 \) which indicates that the local frequency threshold is equal to the global frequency threshold \( \theta \). The second one is \( 0 < \epsilon < \theta \) which indicates that the local frequency threshold is smaller than the global frequency threshold \( \theta \). In Section 5, we will show that even the small size of the data block with sufficient number of selected RSP data blocks enables obtaining high quality estimation of the set of global frequent itemsets, however the set of popular frequent itemsets will contain insignificant amount of false positive frequent itemsets, moreover setting \( \epsilon = 0 \) does not allow discovering all true frequent itemsets from the selected RSP data blocks. To address this problem, we reduce the local frequency threshold for mining local frequent itemsets. Decreasing of the local frequency threshold by increasing the value of \( \epsilon \) will result in increasing of the number of the local frequent itemsets for each RSP data block. Thus, more true positive frequent itemsets can be discovered from the selected RSP data blocks, i.e. the number of false negative frequent itemsets will be reduced, however it will also increase the content of false positive frequent itemsets in the approximate solution. Empirical analysis for choosing \( \epsilon \) and experiment results for both cases are shown in Section 5.
Algorithm 1 Algorithm for approximate discovery of frequent itemsets from a big transaction database using random sample partition

Input:
- $D$: transaction database;
- $m$: number of transactions in each RSP data block;
- $l$: number of RSP data blocks selected for finding frequent itemsets;
- $\theta$: the global minimum frequency threshold;
- $\epsilon$: local minimum frequency threshold deduction parameter;
- $\alpha$: popular frequent itemset voting condition parameter.

1: procedure RSP\_GENERATION($D, m$)
2:   $k = \frac{|D|}{m}$ \triangleright $|D|$ is the number of transactions in $D$ and $k$ is the number of RSP blocks to be generated.
3:   for each $D_i, 1 \leq i \leq k$ do
4:     randomly assign $m$ transactions from $D$ to the $i$-th RSP data block without replacement
5:   end for
6: end procedure

7: procedure RSP\_BLOCK\_SELECTION($\{D_k\}, l$)
8:   $\{D_l\} = \text{random.sample}(|D_k|, l) \triangleright$ randomly select $l$ RSP data blocks from the set $\{D_k\}$ and put them in set $\{D_l\}$.
9: end procedure

10: procedure LOCAL\_FI($\{D_l\}, l, \theta, \epsilon$)
11:   for each $D_j, 1 \leq j \leq l$ do
12:     $FI_j = \text{Apriori}(D_j, \theta - \epsilon)$
13:     $\{FI_l\}.append(FI_j)$ \triangleright $\{FI_l\}$ is the set of $l$ sets of local frequent itemsets.
14:   end for
15: end procedure

16: procedure POPULAR\_FI($\{FI_l\}$)
17:   $\{FI\} = \text{dictionary}(\cup_{i=1}^{l} FI_i)$ \triangleright for all frequent itemsets found, create $<\text{key, value}>$ pair, where itemset is a key and the number of repeats in all RSP data blocks is a value.
18:   for each frequent itemset $\in \{FI\}$ do
19:     if value $>\alpha$ then
20:       $PFI.append(frequent\_itemset)$ \triangleright append a popular frequent itemset to the set of popular frequent itemsets.
21:     end if
22:   end for
23: end procedure

24: Output: set of the popular frequent itemsets $PFI$

5. Experiments

We conducted 30 experiments on two real world transaction data sets. To evaluate the quality of the approximate results, we compared popular frequent itemsets with the frequent itemsets found directly from the entire database with respect to the global frequency threshold $\theta$. The comparison has shown that our approach produced good approximate results and is efficient in mining approximate frequent itemsets from a big transaction database. In this section, we present the real world data sets, experiment settings, evaluation methods and the experiment results.
5.1. Data Sets and Experiment Settings

The two data sets used in these experiments were downloaded from Kaggle.com and Open-Source Data Mining Library, respectively. The characteristics of the data sets are listed in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Kaggle data set</th>
<th>Online Retail data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of transactions</td>
<td>729148</td>
<td>541908</td>
</tr>
<tr>
<td>Number of items</td>
<td>791</td>
<td>2603</td>
</tr>
<tr>
<td>Average transaction length</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

Thirty experiments were conducted on each data set with different settings on the number of RSP data blocks and the block sizes. The setting values of these experiments are given in Table 2. The global frequency threshold was set as $\theta = 0.005$ so a big set of frequent itemsets was discovered from the entire data set.

Table 2. Settings on number of RSP data blocks and block sizes

<table>
<thead>
<tr>
<th>Number of RSP data blocks</th>
<th>Block sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>10000, 5000, 3500, 2000, 1000</td>
</tr>
<tr>
<td>30</td>
<td>10000, 5000, 3500, 2000, 1000</td>
</tr>
<tr>
<td>15</td>
<td>10000, 5000, 3500, 2000, 1000</td>
</tr>
<tr>
<td>10</td>
<td>10000, 5000, 3500, 2000, 1000</td>
</tr>
<tr>
<td>5</td>
<td>10000, 5000, 3500, 2000, 1000</td>
</tr>
</tbody>
</table>

5.2. Evaluation Measures

In these experiments, we used the following three measures to evaluate the approximate results of the proposed approach. In these evaluations, the set of popular frequent itemsets $PFI$ was compared with the set of global frequent itemsets. The popular frequent itemsets in $PFI$ were divided into two classes: true positive frequent itemsets $TP$ and false positive frequent itemsets $FP$. There is another class of false negative frequent itemsets $FN$, which can only be found in the global frequent itemsets. Based on the three sets of frequent itemsets, we define the evaluation measures as follows:

$$Recall = \frac{|TP|}{|TP \cup FN|}$$

where $|TP|$ is the number of frequent itemsets in $TP$ and $|TP \cup FN|$ is the number of the global frequent itemsets because $TP \cup FN = FI_D(D, I, \theta)$. This measure shows how good the algorithm is in discovering true frequent itemsets. Since this measure is very important in frequent itemsets mining, we use the parameter $\epsilon$ to reduce the local
frequency threshold while mining local frequent itemsets for increasing the recall value. As $\epsilon$ approaches to $\theta$, the recall value will get close to 1.

However increasing $\epsilon$ to $\theta$ will affect precision value defined as:

$$
\text{Precision} = \frac{|TP|}{|TP \cup FP|}
$$

where $TP \cup FP = PFI$. Precision measures the fraction of the true frequent itemsets in the set of popular frequent itemsets. This measure shows how good the algorithm is in avoiding discovering of the false positive frequent itemsets. Using $(\theta - \epsilon)$, $\epsilon > 0$ as the local frequency threshold to mine local frequent itemsets tends to discover more local frequent itemsets, therefore potentially increasing the number of false positive frequent itemsets in the approximate result, which negatively affects the precision measure.

To consider the global frequent itemsets, the accuracy measure is defined as:

$$
\text{Accuracy} = \frac{|TP|}{|TP \cup FN \cup FP|}
$$

This measure evaluates the approximate result in terms of both precision and recall. Since $TP \cup FN \cup FP = PFI \cup FI_D(D,I, \theta)$, this measure evaluates the quality of the approximate solution in terms of its ability to discover true frequent itemsets, avoiding discovering infrequent itemsets (itemsets with the global frequency $< \theta$).

5.3. Experiment Results With $\epsilon = 0$

In this series of experiments, we set $\theta = 0.005$ and $\epsilon = 0$, i.e. the local frequency threshold is equal to the global frequency threshold. With these settings, we ran Algorithm 1 on the entire data set on different numbers of data blocks and block sizes as specified in Table 2. Figure 2(a) shows the accumulative distributions of frequent itemsets in the whole Kaggle data set and RSP data blocks of different sizes. Subplot on the left shows the distribution in the entire data set. The plots in the middle are the distributions of the frequent itemsets in the RSP data blocks with 10000 transactions. We can see that the distributions of the frequent itemsets in the RSP data blocks are similar to each other and also similar to the distribution in the entire data set. The plots on the right show the distributions of the frequent itemsets in the RSP data blocks with 2000 transactions. Because the block size is much smaller than the blocks for distributions in the middle, a big difference displays among the blocks although the shapes of the distributions are similar to the distribution of the entire data set. We can say that the RSP data blocks in the middle are better samples of the entire data set than the RSP data blocks on the right.

Figure 2(b) shows the accumulative distributions of frequent itemsets in the entire data set and the accumulative distributions of popular frequent itemsets in a number of RSP data blocks of different sizes. Figure 2(b) shows that the three distributions are very similar to each other. The distribution in the middle subplot is very close to the distribution of frequent itemsets in the entire data set. The distribution on the right is also close to the one in the middle. This indicates that the popular frequent itemsets improve the results of frequent itemsets from individual data blocks even with a small block size, and are better estimates of the frequent itemsets in the entire data set with respect to the same frequency
Accumulative distributions of the global frequent itemsets (left), and the local FIs (middle and right). Generally speaking, these figures show that the RSP data blocks are good random samples for estimating the frequent itemsets contained the entire data set.

The quality of the approximate results from randomly selected RSP data blocks is evaluated with the measures of Accuracy, Precision and Recall defined in the previous section. Figure 3 shows the changes of accuracy against the data block size in different numbers of selected RSP data blocks. The left figure shows the results of Kaggle data set and the right figure is the results of Online Retail data set. We can see that the accuracy increases as the block size increases. Also, the more the RSP data blocks are selected for voting the popular frequent itemsets, the higher the accuracy of the approximate result is.

Fig. 3. Accuracy changes with different numbers of RSP data blocks and block size
Figure 4 shows the change of precision against the data block size in different numbers of RSP data blocks. The trends are same as the trends of accuracy because the two measures are essentially same in evaluating the findings of the true positive frequent itemsets in the entire data set from a set of selected RSP data blocks. In all cases, we can approach above 90% of precision with a small portion of the entire data. Based on these figures, we can assume that the bigger number of RSP data blocks is more important than the block size because of the popular frequent itemsets voting. More investigations are needed to find the reasons behind this phenomenon.

Fig. 4. Precision changes with different numbers of RSP data blocks and block size

In frequent itemsets mining with this approximate approach, Recall is an important measure. Figure 5 shows the change of recalls against the block sizes and different numbers of RSP data blocks. We can see that the trends of recall are different from the trends of accuracy and precision. The general trend is still that the recall increases as the block size and the number of RSP data blocks increase. However, the number of RSP data blocks has a bigger impact on recall. Generally speaking, recall is over 90% even with a few RSP data blocks of a small size, but it rarely arrived 100% in case when the local frequency threshold is equal to the global frequency threshold.

Fig. 5. Recall changes with different numbers of RSP data blocks and block size
5.4. Experiment Results With $0 < \epsilon < \theta$

To increase recall of popular frequent itemsets from the selected RSP data blocks, we set the local frequency threshold to $(\theta - \epsilon)$ and make $\epsilon > 0$. In this series of experiments, we investigate the change of recalls as $\epsilon$ increases from 0 to $\theta$. Since the local frequency threshold is reduced, more frequent itemsets will be discovered for the same RSP data blocks. The number of the local frequent itemsets increases as $\epsilon$ increases, so the recall of the popular frequent itemsets will increase as well. However, as the number of the local frequent itemsets increases, the number of the false positive frequent itemsets also increases which decreases the accuracy and precision. Therefore, $\epsilon$ should be adjusted so that the popular frequent itemsets should not contain too many false positive frequent itemsets. In these experiments, we empirically investigated the value of $\epsilon$ which can make a better trade-off between recall, accuracy and precision.

In these experiments, we used the same parameter settings from Table 2. For each setting, we ran Algorithm 1 with a reduced local frequency threshold $(\theta - \epsilon)$, $\epsilon > 0$ to find the popular frequent itemsets from the selected RSP data blocks. Then, we compared the popular frequent itemsets with the frequent itemsets found from the entire data set with the global frequency threshold $\theta$ to compute the recall. For each set of parameters from Table 2 we tested several $\epsilon$ values. We computed the recall distributions of the popular frequent itemsets discovered with different values of $\epsilon$ for corresponding numbers of RSP data blocks and block sizes. Figure 6 shows the recall distributions for all parameter settings from Table 2 for Online Retail Data Set. The rows index is the numbers of RSP data blocks in the descending order as (50, 30, 15, 10, 5), and the columns indicate the sizes of RSP data blocks in transactions as (10000, 5000, 3500, 2000, 1000). Different $\epsilon$ values were used in each setting as shown in each display block. From the first row in Figure 6, we can see that for the settings of larger block sizes and more RSP data blocks, a small increase of $\epsilon$, e.g., from 0.0005 to 0.001, results in a big increase of recall which can reach to 1. As the number of RSP data blocks is reduced, the larger $\epsilon$ is required to make the recall approach to 1, as shown in the left column of Figure 6. Therefore, as the block size and the number of RSP data blocks are reduced, a big increase of $\epsilon$ is required to increase the recall to 1. For example, in the right and bottom display block of Figure 6, $\epsilon$ value is 0.002 to make the recall approach 1. Since the global frequency threshold $\theta = 0.005$, the local frequency threshold is reduced with 40% from the global frequency threshold in order to obtain a 100% recall.

We calculated precision with empirically found $\epsilon$ value that guarantees the absence of the false negative frequent itemsets in the approximate solution, i.e. recall = 1 for most settings for both data sets. The precisions of the approximate results with different settings are shown in Figure 7. We can see the trends that precision increases sharply as the block size and the number of RSP data blocks increase. In the case of few small RSP data blocks, although the recall is high, the precision is low because a large number of false positive frequent itemsets exist due to a significant reduction of the local frequency threshold. As the block size and the number of RSP data blocks increase, $\epsilon$ decreases. Small $\epsilon$ allows to maintain low number of false positive frequent itemsets in the approximate solution, which makes the precision stay high. We can see that the precisions in both data sets are over 80% in the settings of large block size and number of RSP data blocks.
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Fig. 6. Distributions of recalls on the different settings of block sizes, numbers of RSP data blocks and $\epsilon$ values

Fig. 7. Precision of the approximate solution with reduced frequency threshold changes with different numbers of RSP data blocks and block sizes
6. Conclusions and future work

In this paper, we have presented a new approach for mining approximate frequent itemsets based on a random sample partition of a big transaction database. We have shown that using the RSP data model for mining frequent itemsets can be very beneficial when the amount of data is very large and traditional single machine or distributed and parallel approaches are no longer able to process it. In this work, we introduced an algorithm for approximate frequent itemsets mining and experimentally showed that the algorithm is able to produce high-accurate frequent itemsets with random sample data blocks, and capable of discovering of all frequent itemsets from the entire data set which is achieved by parameter $\epsilon$. The proposed approach is highly suitable for a distributed architecture and can be effectively run on a computing cluster.

For the further work, we will carry out theoretically statistical analysis on the quality of the outputs of the proposed algorithm and investigate an automatic way of estimating the parameter $\epsilon$. Besides, we are going to implement a parallel version of the algorithm on a cluster and conduct experiments on big data sets in terabyte scale.
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