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Abstract. With the rapid growth of social Internet technology, social 

recommender has emerged as a major research hotspot in the recommendation 

systems. However, traditional graph neural networks does not consider the impact 

of noise generated by long-distance social relations on recommendation 

performance. In this work, a content-only multi-relational attention network 

(CMAN) is proposed for social recommendation. The proposed model owns the 

following advantages: (i) the comprehensive trust based on the historical 

interaction records of users and items are integrated into the recursive social 

dynamic modeling to obtain the comprehensive trust of different users; (ii) social 

trust information is captured based on the attention network mechanism, so as to 

solve the problem of weight distribution in the same level domain; (iii) two levels 

of attention mechanisms are merged into a unified framework to enhance each 

other. Experiments conducted on two representative datasets demonstrate that the 

proposed algorithm outperforms previous methods substantially. 

Keywords: recommender system, social network, content-only multi-relational 

attention network. 

1. Introduction 

With the rapid development of computer technology and the maturity of Internet 

economy, recommendation systems have become a hot topic for researchers. The 

traditional recommendation systems mainly face two problems: one is the sparsity 

problem with the users’ rating data. In practical applications, the number of users and 

items is vast, but the historical behavioral records between users and items are rare. 

When the number of users and items in the recommendation system increases, with the 

extremely sparse historical behavioral matrix, the user preferences cannot be accurately 

learned. Therefore, the accuracy of recommendation is significantly reduced. The other 

problem is the cold start problem. For users or items newly added to the 
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recommendation system, there is no historical behavioral record, so it is difficult to 

provide fine personalized recommendations. 

How to get effective information from massive amounts of data is a huge challenge 

for ordinary users. Researchers have proposed to use the traditional matrix 

decomposition methods to improve the neural network recommendation models in 

recent years. For example, some works use deep learning schemes to model the deeper 

data relationship between the user eigenvector and the item eigenvector, which 

proactively provides them with products that meet their potential preferences [1]. In 

addition, the graph-based neural network is used to depict the user preference generation 

process, and the recommendation system can help them quickly find satisfactory 

information in large amounts of information, and for merchants, it can not only help to 

decide to push to specific users, but also can increase user loyalty through more 

satisfactory services [2, 3]. Although the recommendation algorithm in various 

applications have achieved great success, however, sparse data problem is still one of 

the important bottlenecks affecting algorithm performance recommendation algorithm is 

usually based on the user's historical data to model user preferences. 

 

Fig. 1. The graph structure in social recommendation, which includes three graphs: the user-user 

graph (left part), the user-item graph (middle part) and the item-item graph (right part).  

This paper mainly concern the recommendation algorithms combined with social 

information. In order to improve the quality of recommendation algorithms, especially in 

dealing with the problem of sparse data, a content-only multi-relational attention 

network (CMAN) is proposed, which jointly models the three graph structures for social 

recommendation, including the user-user graph, the item-item graph and the user-item 

graph (Fig. 1.). The contribution points of this paper mainly include: 

First, a novel framework called Content-based Multi-Relational Attention Network 

(CMAN) is proposed for social recommendation, which jointly captures the influence 

and interest diffusion in multi-relational context space; 

Second, this paper try to add homogeneous information between items to solve the 

data sparsity problem and high-order influence diffusion process is further exploited to 

extract multi-relational contexts; 
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Third, a two-level attention mechanism is proposed to comprehensively consider the 

influence of score similarity and implicit trust relationship on the trust between each 

group of users, and obtain a more accurate trust beard and recommendation model. 

The remainder of this paper is organized as follows. In Section 2, the social 

recommendation problem is defined to be solved and review some related works. The 

proposed framework is formally described in Section 3. Experimental results and 

discussion are presented in Section 4. Finally, conclusion and future research directions 

are given in Section 5. 

2. Problem Definition and Related Work 

This part mainly introduces two classical algorithms directly related to this paper. First, 

the problem of social recommendation is formally defined and described, and then two 

existing related work are reviewed respectively, including the recommendation 

algorithm based on probability matrix decomposition. 

Table 1. Variables used of this paper 

Variables Definitions 

ap  
Latent embedding of user a  

iq  Latent embedding of item i  

ax  
Real-valued attributes of a  

iy  Real-valued attributes of i  

d  
Length of the embedding vector 

S  
User-user social network 

aS  
The set of social friends that a follows 

R  User-item interaction matrix 

( )UR i  The set of users that interacted with item i  

( )IR a  The set of items that user a interacts with 

F  Item-item influence network 

iF  The set of item friends that item i connects  

  A fixed threshold who links both items in F  

air  The observed preference of user a in item i  

âir  The predicted preference of user a in item i  

  Concatenation operator 

SG  
User-user social graph 

IG  
User-item interest graph 

FG  
Item-item influence graph 
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2.1. Problem Definition 

This paper assumes that  1 2, , , nU u u u K denotes the sets of users, and 

 1 2, , , mV v v v K is the sets of items, where N and M are numbers of users and items. 

A user-item interaction matrix 
n mR ¡  is used to depict users’ implicit preference and 

interests to items (In proposed model, rating values range from 1 to 5). This paper 

assume that 1air   if au  is interested in 
iv , and 0air   if au  do not rate 

iv . In 

addition, this paper uses ( )UR i  and ( )IR u  K-dimensional potential vector of user u 

and product, respectively. Moreover, the user-user directed graph is denoted as 
*[ , ]n nG U S ¡ , where U denotes the set of users u and S is the connections 

relationship between users of a social network. This paper 

denotes 1abs  if au trusts bu and zero otherwise. In addition, this paper uses aS to 

denote the set of users, the purpose of the probability matrix factorization is to learn 

these vectors from the score, i.e., [ | 1]a abS b s  . Moreover, this paper introduces an 

embedding vector 
d

ax  ¡ to predict how the user u scores on the unrated items for 

au and an embedding vector 
d

iy  ¡  to predict how the user v scores on the unrated 

items for 
iv , where d denotes the dimension of embedding vector, given the evaluation 

matrix R and the trust relationship T, it can be shown that recommendation algorithms 

combined with social information can effectively alleviate the problem of sparse data. 

The used notations of this paper are summarized in Table 1. The social recommendation 

problem can be described as: 

Input: a user set U, an item set V, the user-item interaction matrix R , the user social 

network S  and the real-valued attribute matrices X  and Y  of U and V. 

Output: ˆ ( , , , , , )R f U V R S X Y , where 
*ˆ n mR ¡ denotes the unobserved 

interactions between users and items. 

2.2. Related Work 

Classical CF Recommendation Models. There are two main types of collaborative 

filtering methods [4], i.e., 1) memory-based collaborative filtering, which compute the 

similarity between users and items through users’ rating history, and then new items are 

recommended for users based on the similarity. Typical examples of this approach are 

neighborhood-based CF and item-based/user-based top-N recommendations [5, 6]; and 

2) model-based collaborative filtering models, which are developed to predict users' 

rating of unrated items [7]. The focus of classical CF recommendation models is on how 

to integrate social information and evaluation information more effectively. 

Most social recommendation algorithms focus on solving two problems: how to 

effectively integrate social information into recommendation algorithms? How to 

estimate the trust between users to improve the algorithm accuracy? For the first 
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problem, many work attempts to model social information from different perspectives 

[8]. For example, Jamah has proposed a TrustWalker algorithm for random walk in 

scoring networks and social networks. The algorithm obtains the results by running 

midstream in the historical data without pretraining, but when the data volume is 

relatively large, the inquiry time is often too large [9]. Assuming that the user-item 

rating matrix is 
n mR ¡  (The purpose of the probability matrix factorization is to 

learn these vectors from the score), the matrix factorization algorithm usually learns two 

low-rank matrices 
*n kU  ¡  and 

*m kV  ¡ , therefore, it can be formulated as: 

TUVRR 


                                        
 
                       (1) 

where R̂ denotes the approximation matrix of R , U denotes the user's latent feature 

matrix, and V represents the item's latent feature matrix. Generally speaking, the rank 

k of two characteristic matrices U and V is very small, so the above matrix 

factorization is also called low rank matrix factorization. After achieving U  and V , the 
user a  that corresponds to item i  can be predicted according to the following criterion 
[10-12]: 

T
VUr iaai 



                                                               (2) 

where au is the a-th row of the user embedding matrix U, which is a normal distribution 

as the mean. Similarly, iv  denotes the latent embedding of item i  in i -th row of item 

embedding matrix V. To get the optimal matrix representation 
*n kU  ¡ and 

*m kV  ¡ , additional L2-norm regularization terms [8] are used to solve this problem: 
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                               

(3) 

where the first term is the approximation error of matrix decomposition, the second and 

third terms are regularization terms, and  is the regularization coefficient. Higher 

accuracy was achieved with their algorithm compared to previous work. 

While model-based recommendation models significantly reduce the memory 

requirement and computation complexity, SVD [13], matrix factorization (MF) [14, 15] 

and non-negative matrix factorization (NFM) [16] are widely used recommendation 

methods, and the implied similarity of the trust relationship is considered. 

Matrix Factorization-Based Social Recommendation Models. Social-based 

recommendation has gradually become an indispensable part of recommendation 

algorithms. The focus of social recommendation algorithm is on how to integrate social 

information and evaluation information more effectively [17-19]. Traditional 

recommendation systems assume that users are independent and identically distributed, 

which subconsciously ignores the social interaction between users. However, these 

algorithms always face the problem of very sparse user history data, resulting in 

decreased recommendation quality. To solve this problem, it is effective to introduce 

auxiliary data or mine more laws in the data into the algorithm. 

The first category is based on the shared representation of the user feature matrix, 

which means that the dynamic combination with the user and product similarity to 

improve the algorithm to process sparse data. By assuming the user evaluation is 
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determined by personal preferences and friend influence, the objective function of 

SoRec [19] can be described as: 

       22222
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(4)

 

where 
1

( )
1 exp( )

g x
x


 

 , 
d

bz  ¡  denotes the social attribute representation of user 

b, which is the b-th row of the social attribute matrix 
*n dZ¡  and 

T

a bu z  denotes the 

predicted social relationship between user a and user b, which is fitted by the user 

feature vector au  and social feature vector bz . Different from SoRec, TrustMF [20] is 

the SoRec algorithm, assuming that users share the same preference vector in the 

evaluation network and social network, and using the probability matrix decomposition 

to finally obtain the recommendation structure considering the user's friend factors. 

Higher accuracy was achieved with their algorithm compared to previous work. 

Followed it, Fang et al. [21] proposed RSTE, a recommendation algorithm that 

integrates evaluation information and social networks. In addition, Tang et al. [22] 

proposed a social recommendation model LOCABAL, The algorithm assumes that user 

evaluation is determined by personal preferences and friend influence, and has a 

balance. 

Guo et al. [23] introduced the method of trust communication into the 

recommendation algorithm (SocialMF) [24]. This model spreads the trust relationship 

by restricting the average preferences of users and their friends that are similar, so as to 

get more accurate results, therefore, our objective function could be rewritten as: 
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(5) 

where  denotes the mean value of global ratings, ab denotes the difference between 

the average rating of au  and  , ib  denotes the difference between the average rating 

of iv  and  , 
pI indicates the influence factor of 

pv  on user feature vector, 

kW indicates the influence factor of ku  on user feature vector, and ( )R a  denotes the 

collection of items rated by au , ( )S a  denotes the social association user set of au . 

Graph Neural Network-Based Social Recommendation Models. Graph Neural 

Networks (GNNs), as a generalization of deep neural networks on graph data[25], can 

better extract and represent data characteristics in graph field. GNN has developed a lot 

of different forms, such as GCN [26], GAT[27], GraphSAGE [28] and so on. In this 

regard, many works considered the impact of user score similarity on trust strength, 

using social networks as a regular constraint term to learn user preferences, and obtained 

more accurate results. Guo Lei et al. used the potential vectors obtained from the 

probability matrix decomposition of the scoring matrix to calculate the similarity 

between users and friends, which improves the accuracy of the algorithm. They also 

proposed to make full use of the relationship between objects to improve the 

recommendation accuracy. 

The development of graph neural networks assumes that each friend has the same 

impact on the user. In recent years, the related research based on graph neural networks 

in recommender systems has attracted more and more attention of scholars. GC-MC [29] 
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considered the different cases of users as trusted people and trusted people, and 

calculates the trust similarity of the two cases respectively, so as to restrict the learning 

of user preference vectors, and then weight the user vectors in these two cases and 

influence the scoring results.  

 

Fig. 2. The overall architecture of the proposed CMAN model.  

Considered the trust strength between users from the perspective of scoring and trust 

data, the latent relationship (cooperative signal) is proposed to improve user's ability 

measure function and reliability measure function, respectively, and obtained the 

estimated users' preferences by combining them with the score similarity function. A 

more accurate recommendation model is also constructed. Similarly, PinSage [30] is a 

random-walk-based GCN that uses probabilistic matrix factorization to obtain the 

potential vectors of the user as trusted and trusted person, and use this to calculate the 

similarity of the user as trusted and trusted, respectively. 

The above methods directly use GNNs over the user-item interaction data without 

considering cold start and sparse information. For comparison, GraphRec [31] proposed 

a unified framework for jointly modeling user/item, In fact, the trust relationship among 

users is influenced by a variety of factors, some by similar hobbies, some by the same 

social circle, and some just out of politeness. A simple binary trust network does not 

reflect the size of the influence between users, nor does it fully exploit the implied user 

preferences information in social networks, which leads to the second question, namely, 

how to estimate the trust between users [27]. Moreover, DiffNet [32] used the potential 

vectors obtained from the probability matrix decomposition of the scoring matrix to 

calculate the similarity between users and friends, which improves the accuracy of the 

algorithm. They also proposed to make full use of the relationship between objects to 

improve the recommendation accuracy. DiffNet++ [33] further established the 

relationship between user scoring preferences and social preferences through the linear 

mapping method to aggregate the different order neighbors’ feature vectors for each 

channel. 
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This paper uses probabilistic matrix factorization to obtain the potential vectors of the 

user as trusted and trusted person, and uses this to calculate the similarity of the user as 

trusted and trusted, respectively. Besides that, this paper comprehensively considered 

the effect of score and trust similarity on the strength of trust among users. 

3. The Proposed Model 

In this section, we will first give an overview about the architecture of our proposed 

model CMAN, and then detail each component of the model. Finally, we give the 

training process of CMAN. 

3.1. An Overview of the Proposed Model 

The overall architecture of the proposed model is shown in Fig. 2. Generally 

speaking, the proposed CMAN model consists of three components, i.e., user modeling, 

item modeling, and rating prediction. At the beginning of user modeling and item 

modeling, we first integrate free embedding and feature embedding to get the initial low-

dimension user/item representation. Compared to the previous work of social 

recommendation, our trust similarity calculation does not depend on the common friend 

collection or the number of user friends between the users. Stable and reliable 

calculation results are obtained even when the trust data is sparse or the set of common 

friends is zero. Moreover, multi-layer GNNs with two different attention mechanism 

captures the multi-order influence information at different scales. Meanwhile, by 

mapping user social behavior to low-dimensional subspaces, it shows that user vectors 

not only contain direct associations between users, but also imply indirect connections 

between users. Therefore, a more accurate trust-most model is obtained. Last, we 

comprehensively considered the effect of score and trust similarity on the strength of 

trust among users.  

3.2. User Modeling 

This paper defines 
*n dP¡  as the embedding matrices of users, where d is the 

embedding size and ap  denotes the free latent embedding for user a . By feeding ap  

and the associated feature vector ax  into the fusion layer, the initial latent preference of 

user a  is defined as: 

  aaau x,pW1

0 
                                           

(6) 

where ( )  denotes the activation function, 1W denotes a trainable transformation 

matrix, based on this, the information in the scoring and trust data is also considered in 
close proximity to our work. 
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General GNN-based social recommendation methods leverage two different graphs, 

i.e., a user-user social graph SG  and a user-item interest graph 
IG . Two aspects of 

information are combined, and the implied similarity of the trust relationship is 

considered, thus obtaining a more accurate trust. This paper defines 
k

ap%  as the 

aggregated embedding of influence diffusion from the trusted social neighbors of SG  

and 
k

aq% as the embedding of interest diffusion from the interested item neighbors of 
IG  

at the k -th layer. Finally, we obtain a recommendation method model that 
comprehensively considers the scoring and trust similarity, which can be defined as: 
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where 
1k

au 
 denotes the latent embedding of user a at the ( 1)k  -th, 

k

ap%  denotes 

the user-based social influence diffusion process and 
k

aq% denotes the item-based interest 

influence diffusion process from two graphs respectively. In social networks, 
k

ab  

denotes the social influence of user b  to a  at the k -th layer in SG , 
k

ai  denotes the 

interest influence of item i  to user a  at the k -th layer in IG , and 
k

al  denotes the 

graph level weight.  

The user's potential preference information is usually implied in the scoring matrix, 

which is the main data adopted by the recommendation algorithm. Users' social relations 

usually can only obtain binary data, but not all friends have the same impact on 

users.The basic goal of the social recommendation algorithm is to predict how the user u 

scores on the unrated items i, given the evaluation matrix R and the trust relationship T. 

Specifically, the node-level weights, i.e., the social influence strengths 
k

ab  and the 

interest influence strengths 
k

ai , concretely show that recommendation algorithms 

combined with social information can effectively alleviate the problem of sparse data. At 

present, how to efficiently mine the hidden user preference information in social 

relationships is the focus of social recommendation algorithm. Traditional collaborative 

filtering recommendation algorithms usually use users only user-history evaluation data 

to model them, and then predict users 'future evaluation and selection, including 

memory-based and model-based 3' women. Therefore, it is necessary for each user to 

build personalized weight. Thus, this step can quickly generate the recommended 

results, and cosine similarity functions 
k

ab are defined: 
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Where we use a softmax function and each value is quantified into (0,1). Similarly, we 

calculate the interest influence score 
k

ai  by corresponding two vector product and item 

embedding as input. Then, the conditional probability of the scoring matrix R in the 

given item i  is defined as: 
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where σ is the sigmoid function. Meanwhile, in order to prevent overfitting, the 

algorithm assumes that the potential vectors of the user and the product satisfy the 

Gaussian distribution. Inspired by the scheme of tackling the node attention layer, we 

can model the graph attention weights of ( 1,2,3)k

al l   as: 
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where MultiLayer Perceptrons (MLPs) approaches are used to learn the graph attention 

weights at the ( 1)k  -th layer
1( )k

au 
 and node attention representations at the k -th 

layer(
k

ap%  and 
k

aq%). Suppose that U- -RKXN and V6RK money represent the potential 

matrix of user and product and product, respectively, where U " and K represent the K-

dimensional potential vector of user U and product, respectively. They model both from 

the perspective of trusted and scored close neighbor sets, however, these two sets are not 

equal, using only one aspect of the information for close neighbors present in only one 

of the sets. In addition, considering 
1 2 3 1k k k

a a a     , if the value of 
2

k

a  is bigger 

than that of 
3

k

a , the effect of influence diffusion is greater than that of interest 

diffusion, and larger 
2 3

k k

a a   denotes that user embedding at layer k  will be more 

affected by the two influence diffusion effects. 

3.3. Item Modeling 

*m dQ ¡  indicates the free embedding matrices of items, where d denotes the 

embedding size and iq represents the free latent embedding for item i. By incorporating 

iq  and the associated feature vector iy  into the fusion layer, we can get the initial item 

embedding: 
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 In this paper, we attempt to construct an item-item influence network F . In order to 
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based on probability matrix decomposition with item i , denoted as iF . For each item 
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where ( ) [ | 1]U iaR i a r   denotes the user set that rates item i , [ | 1]i ijF j f   

denotes the item set that is related to item i , 
k

im%  is the item i ’s aggregated embedding 

in the item-item influence graph FG , 
k

in% represents the item i ’s aggregated embedding 

in the user-item interest graph IG , and ( 1,2,3)k

il l   is the aggregation weight. 

Considering that the trust intensity of users to each friend is different, we calculate the 

interest attention weights %
k

in  between node i  and its user node neighbors, and the 

influence attention weights °
k

im  between node i  and its related node neighbors. The 

similarity can be measured from the perspective of scoring or trust data, given item’s 

node representation 
1k

iv 
 and all of its selected neighbors are described as: 
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Because the graph attention weights ( 1,2,3)k

al l  in user-space is achieved, here an 

attention network is used to learn the item graph attention weight ( 1,2,3)k

il l  : 
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where other MLPs are used to learn the graph attention weights with the related item 

embedding at the ( 1)k  -th layer
1( )k

iv 
 and node attention representations at the k -th 

layer( °
k

im  and %
k

in ).  

3.4. Rating Prediction 

This paper comprehensively considered the effect of score and trust similarity on the 

strength of trust among users. With the latent embedding of user a  and item i  at layer 

k (i.e., 
k

au  and 
k

iv ) for  0,1,2,  ...,  k K , we can first concatenate them at each layer 

to get the final user embedding * 0 1|| || ... || K

a a a au u u u   
 and the final item embedding 

* 0 1|| || ... || K

i i i iv v v v    . Then, the user's potential preference information is usually 

implied in the scoring matrix, which is the main data adopted by the recommendation 

algorithm:  
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^
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aaaai vvvuuur  ，                           (26) 

3.5. Model Training 

To give the parameters of CMAN, Bayesian Personalized Ranking loss (BPR) 

function[12] is used for training, the purpose of ranking task is to learn these vectors 

from the score[33, 36, 37]. The loss function is defined as: 

2

2

),,(

^^

||||)(lnmin  




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Riia
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(27) 

where     , , ( , ) , ,R a i i a i R a i R       ∣ denotes the training set, R
 

represents the set of positive samples and R
 represents the set of negative samples (the 

user scoring matrix can learn the potential vectors of users and products to make 

predictions). ( )x is sigmoid function and is regularization parameters set, i.e., 

1 2 1,2,3,4,5,6[ , , , ,[ ] ]k

i iP Q W W MLP   . 
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4. Experimental Results and Analysis 

Yelp. Users in Yelp can rate local services and follow others that they like. The original 

dataset contains two parts of information, i.e., the directed interactive relationships 

among users, as well as the users’ ratings to locations. There are five levels of ratings 

from 1 to 5 (Since scoring and trust data are usually sparse, the values of 0 and K shown 

in Table 2 are relatively small). Similar to previous works, this paper considers the 

ratings larger than 3 as “My Likes” of this user. 

Flickr. Flickr is an online photo sharing website. Users follow other users and share 

funny images to friends, family and social media followers based on their preferences. 

The original dataset provides a great deal of preference information and social 

information.  

4.1. Experiments Settings 

This paper evaluated our proposed model on two representative data sets, Yelp and 

Flickr, from the authors of [32,33]. As they did in the study, this paper kept only users 

with at least two ratings and two social links, and filters with fewer than two 

interactions. In addition, this paper performs additional preprocessing steps to extract at 

least 2 similar item pairs that users like and use them as the edge information of our 

model. Note that item pairs (item links) are very sparse, so let's further consider the 

available links. The statistical results of the final data set are summarized in Table 2. 

This paper randomly selected 85% of the data for training, 5% for validation, and the 

remaining 10% for testing. 

Table 2. The statistics of the two datasets 

Dataset Yelp Flickr 

# of Users 17,237 8,358 

# of Items 38,342 82,120 

# of Ratings 204,448 327,815 

# of Density (Ratings) 0.03% 0.05% 

# of Social Connections 

# of Density (Social Relations) 

143,765 

0.05% 

187,273 

0.27% 

# of Item Connections 79,876 498,664 

# of Density (Item Relations) 0.011% 0.015% 

To evaluate the top-K recommendation performance of the model, this paper used the 

recall based measure HR@K(hit rate) and the rank-based measure 

NDCG@K(normalized discount cumulative gain), which are widely used in top-K 

recommendation tasks [33,38]. Specifically, HR@K measures the percentage of test 

items that are successfully recommended in the top-K recommendation list, and 

NDCG@K further considers the ranking of test items in the top-K recommendation list. 

For these two indicators, the higher the value, the better the recommendation result. In 

our experiment, for many recommended tasks [32,39], this paper randomly selected 

1000 unrated items for each user as negative items. We repeated each experiment 10 

times and reported the average score of optimal performance for both indicators. 
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To evaluate the performance, this paper compare our CMAN against ten SOA 

baselines including traditional CF methods, social based recommender approaches and 

graph neural network based models. The baselines are detailed as below. 

BPR [40]: A typical pair-wise algorithm that is derived from the maximum posterior 

estimator, only using the interaction data between users and items. 

FM [10]: A powerful matrix decomposition method which considers pairwise feature 

interactions. 

SocialMF [41]: A matrix factorization technique with trust propagation for 

recommendation in social networks. 

TrustSVD [24]: A social recommendation method that incorporates first order social 

relations into modeling process. 

ContextMF [42]: A fast and context-aware embedding learning method for social 

recommendation. 

GraphRec [31]: A network embedding approach that employs attention mechanism 

to encode social network. 

PinSage [30]: A random-walk Graph Convolutional Network that is highly-scalable 

and capable of learning embeddings for nodes in web-scale graphs containing billions of 

objects. 

NGCF [2]: A deep neural network based framework leveraging high-order signals in 

user-item bipartite graph. 

DiffNet[32]: A graph neural network based model that simulates social influence 

propagation. 

DiffNet++ [33]: A Neural Influence and Interest Diffusion Network for social 

recommendation. 

LCELS [26]:A low-dimensional space Diffusion Network for social 

recommendation. 

Table 3. Comparison of the baselines 

Model 
Model Input Model Embedding Ability 

F S UU UI IU II 

BPR[40] × × × √ × × 

FM[10] √ × × √ × × 

SocialMF[41] × √ √ √ × × 

TrustSVD[24] × √ √ √ × × 

ContextMF[42] √ √ √ √ × × 

GraphRec[31] × √ √ √ × × 

PinSage[30] √ × × √ √ × 

NGCF[2] × × × √ √ × 

DiffNet[32] √ √ √ √ × × 

DiffNet++[33] √ √ √ √ √ × 

CMAN √ √ √ √ √ √ 

CMAN-nf × √ √ √ √ √ 

CMAN-ns √ × × √ √ √ 

CMAN-nii √ √ √ √ √ × 

 

Table 3 shows all the baselines and the key features of our models, showing what 

information each model leverages. Specifically, we use "F" for feature input and "S" for 

social network input. In the modeling process, "UU" and "UI" were used to represent 
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social information and interest information used for user embedded learning, and "IU" 

and "II" were used to represent interest information and project homogeneity 

information used for project embedded learning. Note that our proposed CMAN is the 

only one of these models that considers project homogeneity information. Because our 

proposed model, CMAN, is flexible and can be reduced to a simpler version, we also 

constructed several variants of CMAN as ablation studies. We use CMAN-NF, cman-

NS, and Cman-NII to represent a simplified version of CMAN when deleting user and 

item characteristics, deleting social network input, and deleting item homogeneity 

information. 

We implemented our proposed model using the Tensorflow framework, which 

optimized all models using the Adam optimizer with a batch size of 512. ,32,64 [16] and 

[0.0005, 0.001, 0.005, 0.01, 0.05, 0.1] search is embedded in size and more. We 

randomly initialize the user/item free embedding parameters and weight parameters with 

a Gaussian distribution, where the mean and standard deviation of all models are set to 0 

and 0.1, respectively. SRAN in our proposed model, we in [0.0001, 0.0003, 0.001, 

0.003, 0.01] in search of regularization parameter, and the proposed model reaches the 

best performance for Yelp dataset and Filckr dataset respectively when 

1 20.001, 0.003   . In addition, we have empirically set the hidden layer size to be 

the same as the embedded size and the activation function to be the same as Leaky 

ReLU. We carefully adjust the parameters of all baselines to ensure optimal 

performance for fair comparison. 

4.2. Performance of Our Model and Baselines (RQ1) 

We start by comparing CMAN's Top-10 recommendation performance with other 

baselines. Table 3 presents the overall rating prediction accuracy w.r.t. HR and NDCG 

for the recommendation methods with different embedding sizes D on the Yelp and 

Flickr data sets. We observe the following points. Firstly, the model based on graph 

neural network usually has better performance than the traditional model, including the 

classic CF model (such as BPR [12], FM[10]) and the society-based recommendation 

method (such as SocialMF [41], TrustSVD[24], ContextMF[42]). This observation 

makes sense because traditional models fail to capture important nonlinear relationships 

between users and objects. However, graph neural network-based models take into 

account higher-order social networks or higher-order user-item interaction information. 

The second observation is that, compared with other methods (such as PinSage[30], 

NGCF[2]), models with attention mechanism (such as GraphRec[31], diffnet++[33]) 

obtain better performance. This is not surprising, as this attention mechanism helps to 

better understand the implicit relationships between different nodes and aspects, 

improving recommendation performance. Thirdly, both social information and interest 

information play an important role in improving recommendation results. The 

performance of diffnet++ was significantly better than other baselines, making it the 

strongest baseline model, and our SRAN provided the best performance across all data 

sets (shown in Table 4). 
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Table 4. Overall comparison of HR@10 and NDCG@10 with different dimension size D 

Model 

Yelp Flickr 

HR NDCG HR NDCG 

D=32 D=64 D=32 D=64 D=32 D=64 D=16 D=64 

BPR[12] 0.261 0.263 0.157 0.155 0.081 0.079 0.061 0.063 

FM[10] 0.283 0.286 0.172 0.172 0.121 0.123 0.087 0.095 

SocialMF [41] 0.271 0.279 0.169 0.168 0.106 0.117 0.086 0.096 

TrustSVD [24] 0.285 0.294 0.171 0.175 0.134 0.140 0.106 0.108 

ContextMF [42] 0.301 0.304 0.181 0.182 0.138 0.143 0.109 0.110 

GraphRec [31] 0.291 0.291 0.168 0.181 0.121 0.123 0.090 0.093 

PinSage[30] 0.296 0.305 0.179 0.186 0.123 0.126 0.094 0.099 

NGCF[2] 0.307 0.304 0.184 0.188 0.115 0.119 0.088 0.094 

DiffNet[32] 0.344 0.346 0.209 0.212 0.159 0.166 0.112 0.127 

DiffNet++ [33] 0.355 0.369 0.216 0.226 0.168 0.183 0.121 0.142 

LCELS [26] 0.339 0.342 0.199 0.209 0.147 0.151 0.107 0.115 

CMAN 0.363 0.384 0.223 0.238 0.175 0.197 0.127 0.154 

CMAN-ns 0.357 0.376 0.223 0.234 0.171 0.189 0.121 0.148 

CMAN-nii 0.361 0.380 0.222 0.237 0.173 0.195 0.126 0.152 

Table 5. Overall comparison of HR@N and NDCG@N with different top-N values (D=64) 

Model 

Yelp Flickr 

HR NDCG HR NDCG 

N=10 N=15 N=10 N=15 N=10 N=15 N=10 N=15 

BPR[12] 0.263 0.325 0.155 0.175 0.079 0.103 0.062 0.073 

FM[10] 0.282 0.344 0.171 0.187 0.123 0.147 0.095 0.106 

SocialMF 

[41] 

0.278 0.336 0.167 0.184 0.117 0.130 0.096 0.106 

TrustSVD 

[24] 

0.293 0.369 0.174 0.198 0.140 0.173 0.108 0.120 

ContextMF 

[42] 

0.304 0.383 0.182 0.208 0.143 0.176 0.110 0.113 

GraphRec 

[31] 

0.291 0.362 0.181 0.195 0.123 0.148 0.093 0.099 

PinSage[30] 0.305 0.386 0.185 0.214 0.126 0.150 0.099 0.105 

NGCF[2] 0.304 0.375 0.183 0.204 0.119 0.139 0.094 0.099 

DiffNet[32] 0.346 0.422 0.212 0.231 0.166 0.185 0.127 0.130 

DiffNet++ 

[33] 

0.369 0.449 0.226 0.249 0.183 0.220 0.142 0.154 

LCELS [26] 0.323 0.417 0.199 0.218 0.173 0.213 0.139 0.156 

CMAN 0.384 0.461 0.238 0.261 0.197 0.233 0.154 0.165 

CMAN-ns 0.376 0.448 0.234 0.256 0.189 0.222 0.148 0.158 

CMAN-nii 0.380 0.457 0.237 0.260 0.195 0.232 0.152 0.164 

 

In this experiment, the validity of proposed model is measured with different top-N 

values in Table 5, and the overall trend is similar to the previous analysis. For example, 

slan-ns implements 0.2608HR@5 and 0.1928NDCG@5 in Yelp, while slan-nii 

implements 0.2609HR@5 and 0.1940NDCG@5. Both variants of SRAN outperformed 

all baselines in Yelp, and RAN-NII was even more competitive than RAN-NS. The 

same experimental results were reflected in the Flickr dataset, confirming that both the 
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social network and the project-project graph contributed positively to the performance 

of our CMAN. Therefore, we can conclude that CMAN can improve recommendation 

performance by capturing high order heterogeneous information between user-user, 

item-item, and user-item in aggregation operations through two attention mechanisms. 

4.3. Effectiveness of Our Attention Mechanisms (RQ2) and Diffusion Depth K 

(RQ3) 

In this paper, two attention mechanisms are proposed, namely :(1) node attention block 

in the process of influencing diffusion; (2) Graphic attention block in the process of 

information aggregation. To investigate the role of these two different attention 

mechanisms, we compared the CMAN model with a number of model variables. We use 

AVG to denote an attention mechanism that degrades to equal rights of attention without 

any learning process. We have done some ablation studies and the results of different 

attention modeling combinations are shown in Table VI. In particular, we ran each 

submodule of SRAN with/without the corresponding attention mechanism (i.e., ATT or 

AVG) and found that the best performance was achieved by combining node-level 

attention and graph-level attention. The experimental results show that both nodes and 

graph attention blocks can improve the performance of the model by distinguishing 

important weights. 

Table 6. HR@10 and NDCG@10 performance with different attentional variants (D = 64，K=2) 

Graph 

mode 

Node 

mode 

Yelp Flickr 

HR Improve NDCG Improve 

(%) 

HR Improve

(%) 

NDCG Improve 

(%) 

AVG AVG 0.374 - 0.232 - 0.181 - 0.141 - 

AVG ATT 0.374 +0.16% 0.233 +0.56 0.181 +0.06 0.141 +0.28 

ATT AVG 0.381 +1.9% 0.237 +2.07 0.195 +7.80 0.151 +7.53 

ATT ATT 0.384 +2.7% 0.238 +2.63 0.197 +8.96 0.154 +9.38 

Table 7. HR@10 and NDCG@10 performance with different diffusion depth K (D= 64) 

Depth K 
Yelp Flickr 

HR Improve NDCG Improve HR Improve NDCG Improve 

K = 0 0.263 -

31.40% 

0.155 -

34.76% 

0.079 -

59.64% 

0.063 -

40.81% 

K = 1 0.375 -

2.32% 

0.233 -

2.14% 

0.181 -

8.22% 

0.142 -

7.86% 

K = 2 0.384 - 0.238 - 0.197 - 0.154 - 

K = 3 0.388 +1.20% 0.241 +1.13% 0.203 +3.10% 0.157 +2.01% 

K=4 0.392 +2.11% 0.244 +2.48% 0.207 +5.23% 0.162 +5.39% 

 

Next, we analyze the sensitivity of our model to the diffusion depth K and which 

depth value yields the best recommended results. In Table 7, we report the experimental 

results of SRAN in two data sets with different K values. It is worth noting that many 

related studies have achieved the best performance at K=2 [30,33], and performance 

declines as the depth of the graph continues to increase. The "Improvement" column 
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shows the performance change compared to the SRAN setting, that is, K=2. We found 

that the performance improved rapidly as K increased from 0 to 1, while the 

performance still improved slightly as the diffusion depth continued to increase. We 

conclude that the application of these two newly proposed attention mechanisms 

alleviates the over-smoothing problem in graph neural network training and preserves 

the differences in the representation of the hidden layer of each node. 

5. Conclusions 

In this paper, a novel framework CMAN is proposed, which effectively recommends 

relevant items to users. Compared with the existing algorithm, this paper first to trust 

matrix decomposition, avoid Pearson correlation or cosine distance must have a 

common object, at the same time, fully consider the trust relationship implicit similarity, 

improve the accuracy of sparse data, finally, this paper jointly consider the score 

similarity and trust relationship implicit similarity on user similarity, further improve the 

recommendation accuracy. This paper focuses on the improvement of trust relationship 

implicit similarity to social recommendation algorithms. Other related issues, such as 

directed trust delivery, time drift, and product characteristics, will be further explored in 

future work. 
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