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Abstract. Visual perception principle of watching video is crucial in ensuring 

video works accurately and effectively grasped by audience. This article proposes 

an investigation into the efficiency of human visual perception on video clips 

considering exposure duration. The study focused on the correlation between the 

video shot duration and the subject’s perception of visual content. The subjects’ 

performances were captured as perceptual scores on the testing videos by 

watching time-regulated clips and taking questionnaire. The statistical results 

show that three-second duration for each video shot is necessary for audience to 

grasp the main visual information. The data also indicate gender differences in 

perceptual procedure and attention focus. The findings can help for manipulating 

clip length in video editing, both via AI tools and manually, maintaining 

perception efficiency as possible in limited duration. This method is significant 

for its structured experiment involving subjects’ quantified performances, which 

is different from AI methods of unaccountable. 

Keywords: Video Editing, Human Visual System, Perceived Efficiency, Footage 

Duration, Video Information. 

1. Introduction 

Along with the booming of computer vision technology in recent years, artificial 

intelligence (AI) techniques have been extensively applied in visual arts. Since IBM's 

Watson created the movie trailer for Morgan in 2016, AI application in video editing 

has become dramatically widespread and in-depth. However, video editing always 

requires an understanding of the perception mechanisms and laws of human vision 

system (HVS), no matter how advanced the editing technology is. The perceptual laws 

and principles of HVS is a key knowledge and prerequisite for ensuring that video works 

are correctly and effectively understood by audience. In fact, scientific researchers have 
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been focusing on the application of HVS mechanism in image processing since 1980s, 

and video artists are definitely the peer that started to focus on such issues earlier. 

Video artists, especially directors and film editors, need to effectively manipulate the 

duration of each shots when dealing with the relationship between the narrative flow of 

videos and the audience's perception. Traditionally, artists rely on their visual 

experience and professional skills to fulfill their intentions. While, due to the widespread 

usage of computer vision tools of AI technology, it is urgently in need for definite 

quantification on such factors that directly affect the legible, definable and 

understandable of video works. Undoubtedly, clear quantitative laws can improve our 

understanding of watching behavior and be directly applied to AI-driven or manual 

video creation. Besides, these laws may benefit AI technology in recognition of video 

contents [1-3]. 

Technically, physiological and psychological fluctuation could rise on viewing the 

video contents, which intricately affects the audience's mastery and understanding of the 

video contents. Among them, the duration of the shots can directly affect the audience's 

perception of the video information. Video content is often made up of consecutive 

shots, each shot needs a reasonable length of exposure to meet the visual perception 

requirements. The audience will not have enough time to grasp the main content of the 

shot in inadequate duration, while lengthy duration will occupy the audience’s attention 

to the minor details of the scenes, thus distracting their attention from the main theme. In 

addition, audience’s visual perception of video is also influenced by the content of the 

images per se, and it should not be ignored that information density of video is also an 

important factor for cognitive efficiency. 

This visual perception issue not only determines whether AI technology can meet the 

needs of audience-oriented video creation, but also is a technical problem that has long 

troubled video artists. To reveal this issue, it is necessary to analyze audience’s 

perceptual efficiency on various scenes through duration counted experiments. The 

experiment of this project statistically analyzed the efficiency and accuracy of audience's 

visual perception of video contents from the video editing perspective. With focusing on 

the perceptual perceptions of exposure durations and scene contents, the experiment 

aims to clarify the necessary shot duration for the audience to perceive and grasp the 

main information in the video. 

Six video clips of different perspectives and contents were collected, and composed 

into five video clips of different durations as controlled experimental materials. Then, 

the subjects were divided into five groups according to the very video clip they watched 

and finished a questionnaire. Finally, the census data were analyzed and discussed 

according to the questionnaire results. Despite the fact that the experiment faced 

subjective factors, the results still shows a clear tendency. However, unexpected 

interference of the experimental results caused by factors, such as certain contents and 

gender differences, was also found. 

This paper consists of six sections. Cognitive mechanism of video and multimedia are 

reviewed in section 2. Section 3 is about conducting the experiment that involves 

volunteers’ participation. The data of the experimental results are measured and 

analyzed in section 4, and discussion is conducted in section 5. Section 6 shows the 

summary of the conclusions. 
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2. Related Research 

Rather than a complex optical imaging system, HVS is influenced by a variety of 

operating mechanisms that is often explained as psychological and neurophysiological 

issues, and is highly intelligent for information perception and processing. Marr, an 

expert in neurology and psychology, studied the visual system from the information 

processing perspective and proposed, for the first time, a sophisticated explanation of 

the basic construction of the visual system, which laid the theoretical foundation for the 

application of human visual cognitive mechanisms in image processing [4,5]. Since then, 

researchers have continued to improve the vision theory from multi-aspects, such as 

information acquisition, visual sensitivity, content perception, and gradually applied 

them in computer vision and image processing fields. 

The work of this project concerned with visual attention and perception of video 

contents in terms of exposure duration, for the scene duration of video directly affects 

human access to the visual information. Johansson raised questions about the 

relationship between human perceptual speed and the moving objects [6]. He also 

studied perceptual organization on stimulus patterns, by simulating human motion as 

walking, running, etc., with ten moving bright spots, and tested human perceptual speed 

through different exposure durations of images [7]. Albright et al. made a further 

research on the visual perception of moving images, and suggested the importance of 

context factors in visual perception [8]. Chun investigated the interrelationship between 

context and visual attention, and the mechanism of contextual information learning and 

its guidance of visual attention deployment, suggesting that context cueing facilitates the 

efficiency of visual search and recognition [9]. With the booming of digital image 

technology and creation, the research on visual perception of images has extended in-

depth. By investigation of the relationship between spatial frequency and image 

exposure duration, Watt affirmed the general features of human vision – turning from 

rough perception to detail perception as exposure duration increases [10-12]. 

The image perception efficiency of HVS is not only determined by the context, but 

also related to the familiarity of the theme and visual objects. Thorpe et al. investigated 

the influence of audience’s familiarity with the theme and contents on perceptual 

efficiency, and showed negative significance of familiarity with the content when faced 

with complex perceptual objects [13]. However, Bülthoff and Newell’s study showed 

that object recognition is directly related to familiarity with the contents. He claimed that 

recognition decisions are largely driven by familiarity [14]. Fabre-Thorpe et al. 

experimentally demonstrated that familiarity has significant effect on perceptual 

duration of simple images, but this indication is implicit in complex natural images [15]. 

They concluded that HVS relies on highly automatic feed-forward mechanisms in 

perceiving highly complex images, which are very little influenced by familiarity. While, 

categorical representations are crucial for memory load when visual content maintained 

for a certain duration [16]. This mechanism is also adopted in machine recognition of 

multimedia [17]. 

The other factor is the cognitive mode, precisely, the order of the perception process. 

In most situations, the attentional mechanisms of the visual system tend to coexist in 

both top-down and bottom-up modes. Posner and Petersen's study of the attentional 

properties showed that HVS pays attention to visual stimuli consciously when detecting 

signals for focal objects, and the consciousness is prominent in cognitive accounts of 
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attention [18]. Kastner and Ungerleider investigated the mechanisms of interaction 

between bottom-up and top-down modalities, and asserted that HVS has selective and 

active mental activity properties [19, 20]. Bar's study focused on and revealed the role of 

top-down perceptual mechanisms during low spatial frequency image perception [21]. In 

addition, the attentional mechanisms of HVS are strongly linked to emotional states to a 

large extent. Fan et al. confirmed the relationship between image attributes and 

audience’s emotions by studying subjects' feedback on 31 imagery attributes [22]. Zhang 

et al. also insists that emotions play important role in video cognition [23]. 

We consider that these mechanisms and characteristics of HVS lie in the efficiency 

and accuracy of audience’s perception of video information. If the temporal efficiency 

of video perception is analyzed quantitatively, the results will be contributive to 

improving the accuracy and efficiency of information dissemination in video art. This is 

the reason for conducting the experiment and clarifying the significance of this research 

work. 

3. Experimental Design and Execution 

In navigation perspective, there are usually two modes of visual perception: a top-down 

perception mode driven by subjective consciousness, in which the viewer intentionally 

intensify attention to certain visual information or actively search for confirmation of the 

expected information during the viewing process; the other is a bottom-up perceptual 

mode driven entirely by visual stimuli, in which the audience's perception depends on 

the stimulus element of the object itself. It usually occurs under conditions in which the 

viewer has no expectations or contextual preparation for the content and information, 

and perception is formed gradually from the process of visual stimuli [19, 24]. Top-

down attention is mainly governed by consciousness, and visual perception actively 

seeks the target [25], while bottom-up attention depends primarily on the visual 

perceptual content. In most viewing experience, audience do not know what specific 

visual information they are about to access, and can only gradually form cognitive 

concepts by following the video narration, so it mainly belongs to the bottom-up 

perceptual mode. The perceptual mode set in this experiment is the bottom-up one, and 

the subjects participating in this experiment will not be informed of the relevant content 

before the test so as to maintain their ignorance of the visual information. 

3.1. Testing Video and Questionnaire Design 

In order to ensure the diversity of video types within the limited testing volume while 

restore the general viewing experience, we selected six video clips (Figure 1). The six 

scenes cover camera moving and still shots, camera perspectives ranging from overhead 

to elevation shots, close up to panoramic shots, with contents of characters, animals and 

vehicles moving, relatively still scenes with natural landscapes and architectural spaces, 

etc. (Table 1). Since each shot is prepared for various exposure duration, it is necessary 

to ensure that the motion of each video is continuously stable so as to avoid significant 
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information fluctuations. These clips are largely stable both in camera motion and target 

content, and can satisfy the process of arbitrarily cutting part of the motion. 

 

Figure 1. The six clips of testing videos. The clips are intensively chosen according to the testing 

objects. Clip A and F are provided by https://www.vcg.com, and B, C, D, E from 

https://www.vjshi.com. 

Table 1. Contents and features of the six testing clips. 

Clip 

No. 

Camera 

Motion 

Character and 

Content 
Action Testing Information 

A 
Sideways 

dolly 

city street, Woman, 

cellphone, tablet, 

watch, bag 

walk, smiling, 

eyes shifting, 

holding the tablet 

environment, woman, facial expression 

(smile), dress, hairstyle, bag, belt, 

cellphone, tablet, watch 

B still grassland, sheep sheep moving 
grassland, wired fence, mountains, the 

white sheep, flock of sheep 

C Pilot view 
roads, cars, buildings, 

trees 
car running 

running cars, roads, trees, buildings, 

roof view, cars in parking, electric 

bicycle, pedestrians, traffic signs on the 

ground 

D still sky, plain, cattle, trees almost still 

blue sky, barren plain, trees, cattle and 

sheep, white mark on the ground, white 

cow foreground, aircraft trails in the 

sky 

E still skyscrapers, buildings cars running 

main building, neighboring 

skyscarapers, buildings in the distance, 

traffic flow 

F following 
street, two men, 

bicycle 

walking nearer, 

talking 

two men, tie, jacket on arm, walking 

forward, bicycles, briefcase 

 

This experiment is based on materials of the same video clips. Since normal duration 

of a single clip is generally not less than one second, our test videos are set from one 

second on, with five gradient samples up to five second long. According to the 

experimental duration design, each original clip was cut for five samples, and five test 

videos were synthesized by same durations of every clip. The contents of each test video 

are the identical, but the segment durations are different, i.e., the one-second testing 
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video is stitched with the six original videos in one second clips, the two-second testing 

video with the original video in two-second clips, and so on to the five-second-long 

video. In order to facilitate testing operation, and avoid the montage effect formed by 

consecutive shots, which would affect the visual perception effect of the subject, three-

second-long full-screen in medium-gray (128 of 256) were inserted between each two 

shots of the synthesized video to make intervals in between. The output size of these 

videos is 1920*1080 pixels with frame rate of 25p. 

In order to evaluate the subjects' perception of the video content, information of the 

video was listed according to the detail levels, and a questionnaire was designed for the 

subjects to fill. The questionnaire provided three options for each listed object of the 

video contents: definite, vague and null. Subjects were asked to check one of the options 

based on their impressions after watching the testing videos. 

3.2. Selection of Subjects 

109 participants were invited for this experiment, all of them were university students of 

18 to 25. Their academic majors are randomly scattered. In the original stage, 100 of the 

participants were divided into five groups, gender balanced, and each group watched 

only one test video of the specific duration, without repeating test for other videos 

(Figure 1). Some of the subjects did not finish all the test procedures as expected, and a 

few of them came to the results that were obviously not in line with common sense 

(possibly due to their reluctance to cooperate with the experiment). Their test data were 

excluded and other participants was asked to fill the gap. Finally, the number and gender 

ratio of subjects in each group were ensured to be comparable, with 100 questionnaires, 

half to half from each gender. 

3.3. Experimental Environment and Equipment 

The minimum difference in luminance that can be perceived by the human eye at a 

particular background is the luminance sensitivity level. According to Weber's law, the 

ratio of luminance sensitivity to background is commonly a constant. In an image of 256 

gray levels, human vision tends to be highly sensitive to the areas with a gray level of 

about 128 [26, 27]. The six videos used in this experiment are all on luminance level of 

about 128, that guarantee the subjects better perceiving the video information. The 

brightness contrast of the video images is mainly in the medium. The entire experiment 

was conducted in a room without strong light interference, and the videos were played 

on a Dell 27-inch display (U2720Q) running on a PC with Windows OS. The subjects 

kept eyes about 70 cm away from the display. The video player program was Potplayer. 

3.4. Testing Process 

The experiment was operated and recorded by an operator. The operator first 

communicated with the subjects and informed them of the test procedure, but did not 
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reveal any information about the contents of the testing videos. The operator then started 

playing the video when the subject is ready. The video starts with a 5-second countdown 

sign, and then the first test scene is presented. The operator paused the video after each 

shot of the six scenes is played. The subjects were then given a questionnaire about the 

scene and was informed that the items in the questionnaire might not be presented in the 

video. The questionnaire was used to confirm what the subjects really perceived, with 

three options for each item: definite, vague, and not perceived. After finishing the 

questionnaire, the subject continued to watch the next scene, then the corresponding 

questionnaire, and all the video scenes were tested in this order. Figure 2 shows the 

work flow of the experiment. 

 

Figure 2. The work flow of the experiment. Each clip was inserted with gray background of three 

second between every scene. The subjects were asked to finished the questionnaire after watching 

each scene of the clip. 

4. Measures for Data Validity 

4.1. Design of the Test Videos 

The themes of the six video clips were animals, human characters, buildings and nature 

spaces. These are common themes and typical types of general videos. In order to focus 

on the correlation of visual perception and exposure duration, we intentionally typified 

the video content when selecting the video clips and ensured that the motion trajectories 

of the main objects in the videos were conservatively stable, and the motion of the 

character objects was controlled within 1°/sec. This ensures both the typicality of the 

videos and the stability of the visual information when cutting shots for various 

durations. 

HVS usually do not fully grasp the visual signals entering the human eye, there is but 

an Internal Generative Mechanism to interpret the input visual signals [28]. HVS will 

derive and predict the visual contents of the scenes to be recognized mainly based on the 

memory and experience, while the unintelligible and uncertain information will be 
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discarded. From this perspective, our experiment is about the HVS efficiency of visual 

information derivation. The efficiency is influenced by human memory. For instance, 

people are familiar with scenes viewed from a normal viewpoint, as opposed to 

unfamiliar things, so that people perceive differently in things of familiarities [14]. The 

overhead perspective is not a common observation angle, so there will be little prior 

memory information. For this reason, we deliberately chose an aerial video of an 

overhead view, hoping to access whether the amount of visual experience make 

differences in visual perception by comparing with other items. 

HVS is inevitably influenced by complex factors when perceiving content. Prior 

contextual information constrains anticipation and visual navigation, facilitating the 

recognition and search for objects in complex images [29]. To avoid such contextual 

cues, we inserted a 3-second null screen between each scene to discard consecutive shot 

combinations that might form extended interpretation of primitive contents, and also to 

facilitate the pause operations during the experiment. 

4.2. Design of the Test Questionnaire 

The test questionnaire for this experiment underwent two major versions during the 

design phase. The original questionnaire included open questions, asking the subjects 

what they saw in the footage that had just been shown. We found that this approach 

would result in the subjects missing lots of important information that he actually 

perceived, and cause uncertainty in the subjects’ descriptions that could not be translated 

into countable data. Thus, we redesigned the questionnaire to list all the content that 

appear in the videos for the subjects to check off the items that they perceived. However, 

the results of this test also showed significant inaccuracies, as the subjects appeared 

irresolute on some of the content and randomly check the items on their uncertainty. It 

indicates that the results would be seriously affected by the fact that subjects with this 

level of perception when filling out the questionnaire. Finally, we decided to provide 

three options for each item: definite, vague, and null. Only those items checked for 

definite were counted as the positive results, so as to filter out some ambiguous 

perceptions and improve the accuracy of the information perceived with certainty  

(Table 2). 

Table 2. Questionnaire for Scene D of the testing clips (executed in Chinese version). Subjects 

were asked to check the perceived items according to their impression. 

 blue sky 

and earth 

trees cattle and 

sheep 

white mark 

on the 

ground 

white cow in 

the 

foreground 

aircraft 

trace in the 

sky 

definite √  √  √  

vague  √  √   

null 

(missed) 
     √ 
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4.3. Plan of the Testing Process 

The major challenge of this experiment is ensuring the accuracy of the result data, since 

visual perception is easily affected by complex factors, such as empirical information, 

experimental environment, and individual differences. Theoretically, having each 

subject check all the test videos of various durations can eliminate bias of the individual 

subjects, but the results would be obviously affected by visual memory and contextual 

cues when the subjects were repeatedly exposed to the videos of identical contents. 

Therefore, we decided to have each subject watch every video only once regardless the 

duration. Even though the test results were still inevitably influenced by individual 

differences, mental state, and attitudes of the subjects when filling out the questionnaire. 

In order to reduce these influences, we specifically limited the test subjects to university 

students, who are of similar age, mental state, cognitive ability and life experience, and 

therefore have relatively minor individual differences. The test was conducted in their 

spare time for relax and attentive mood. Nevertheless, many problems were still found in 

the statistics of the test data. In particular, for one-second duration test, some 

questionnaires ticked all the listed items as definite. As a matter of fact, HVS is unlikely 

to grab all the information in such a short time. Considering that these questionnaires 

would weaken the significance of the statistical results, we eliminated the answer sheets 

with all the items checked as definite, and invited more subjects to participate in the 

questionnaire for the absence. 

5. Results and Discussion 

The perceptual procedure of human vision usually starts from the overall observation of 

the imagery, then quickly locates the important targets for in-depth examination. The 

visual attention actively focuses on the targets of interest, while selectively reducing 

attention or even ignoring other uninteresting objects. This active and selective 

observation behavior is also called the visual attention mechanism. Imagery in the vision 

usually contains complex visual information consisting of various objects juxtaposed or 

superimposed, rather than a single figure, which interact or interfere with each other 

causing visual masking effect as Macknik referred to [30]. Some information is 

dominant in the interrelations, showing active aggressiveness, while others are 

subsidiary, negative or weak. Thus, the objects in motion pictures often present a very 

rich hierarchy of strengths and weaknesses due to visual perception mechanisms. Video 

information can be divided into three categories according to the visual perceptual 

strength: the global information, the major objects of attention, and the subsidiary 

objects. Taking the perception of these three information categories into account, it is 

assumed that the order of human visual perception is from the global information to the 

major objects and then expands to the subsidiary objects, where the global and major 

categories of information are usually clearer and more explicit in the audience’s visual 

perception, while the subsidiary information is often intentionally weakened by the 

creator to be vague in the audience’s perception. Therefore, when providing the three 

questionnaire options of definite, vague and null, the subsidiary information was 

intentionally filtered out. The target of the survey was focused on the main objects of the 
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video artists’ emphasis. The results of the questionnaires in which the subjects chose the 

definite option remarkablely showed this tendency, i.e., the main information of the 

scenes were mostly found in the definite option (Figure 3). 

 

Figure 3. Statistics of the cognitive trends according to the audience questionnaire on the six-

scene test. The major the content, the higher the confirmation rate shows; and the longer the 

exposure duration, the higher the confirmation rate. 

The statistic trend shows that as the perceived time increases, more items is 

confirmed by the subjects (Figure 3). Among them, the global information in the 

uppermost layer is mostly grasped on one-second duration. The information of main 

objects is most sensitive to the perceived duration, with some major details in the upper 

level in the graph and others in the middle level. The perception curves of most major 

details show significant surge between two and three seconds of exposure duration, and 

leveling off after three seconds. Among them, the trend curves of scene E come to the 

high stage period significantly early. It is easy to notice, by inspecting the content of the 

video and the statistic curves, that the content of scene E are more concise and has less 

major details. It is very likely the main reason that supports the rapid achievement of 

higher perceptual certainty. Therefore, it is the detailed information of main objects that 

is most obviously affected by perceived duration. As the shot duration increases, the 

perceptual certainty of the characters and primary details increases significantly. The 

perceptual certainty of the subsidiary details also increases along the increase of 

perceived duration, but with a certain lag comparing to the characters and primary 

information, and the increase is relatively smoother. They are mainly unimportant details 

with weak attraction, many of them are even completely ignored by the subjects. 

However, most information of these items does not affect the subject's understanding of 

the video. In general, the statistical results of the test data seem in consonance with the 
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visual attention mechanism, and reveal the perceptual order and attention distribution of 

the three levels of visual information. 

In this experiment, the subjects were divided into two identical groups of both 

genders, in order to eliminate gender bias, and also for convenience of inspecting the 

gender differences. Judging from the features of the questionnaire data, the gender 

difference is significantly reflected in the test of scene A (Figure 4). The statistical 

results of the questionnaire on scene A show that female subjects pay more attention to 

the character’s dress, bag, hair style and belt in the video than the male group, and the 

intensity and certainty of perception increases earlier. Whereas male subjects tend to be 

much acute on electronic items as the tablet, cellphone and smartwatch. There seems to 

be a lack of attention to the women character’s belt. For scene D, gender differences had 

less impact on the perception of global information, and both male and female subjects 

were able to identify the grass and sheep in the picture in just one second. The barbed 

wire fence belongs to the second category of information, i.e., the major object, which 

was fully perceived with perception up to three seconds, but the subsidiary information 

did not significantly increase in perceptual intensity within all the testing durations 

(Figure 5). In general, gender differences do exist in visual perception and are likely to 

be influenced primarily by interest and culture. 

 

Figure 4. Gender difference trend according questionnaire on scene A. 

An interesting phenomenon appeared that most male subjects showed a significant 

surge of awareness of the frost on the ground in scene D at the third second. There were 

also perceptual differences on the white cow, with more males than females definitely 

grasped it in one second, but this advantage did not increase as the exposure duration 

increased, while the number of females who positively checked this information 

increased significantly. This may imply that there are differences in the order of visual 

perception, not only between genders, but also between individuals of the same gender. 

Besides, there shows no significant difference, merely by the results of the 

questionnaire, in the video duration of both normal viewpoints and unconventional 

perspective, such as aerial footage. 
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Figure 5. Gender difference trend according questionnaire on scene D. 

6. Conclusion 

The experimental results are basically consistent with our initial hypothesis, but the 

specific data fluctuate according to the video content. It generally shows that three 

seconds is a very important threshold. HVS can perceive the overall contextual 

information and the main character-objects in videos within exposure duration of three 

seconds. In fact, once these two types of information are mastered, the content and 

intention of the video can be basically understood. This indicates that audience can 

grasp the main information of video shot from three seconds up. However, this 

perceived duration fluctuates due to the information density of the footage. In the case of 

relatively low information density, the shot duration can be as short as two seconds, but 

in most cases segment duration of three seconds or longer appears to be more secure. 

Gender differences also affect the perception of certain types of information, such 

differences depend mainly on the audience's interests rather than on the visual 

perception mechanism per se.  

Although the experimental results are generally consistent with our hypothesis, there 

are still shortcomings that affect the accuracy of the experimental results. First, the 

greatest impact on the accuracy of the experimental results might be the subjective 

factors of the questionnaire. Although we screened the received questionnaires, it is still 

hard to say the retained questionnaires were sufficiently objective. The other uncertainty 

is that the testing process was conducted simultaneously by two testing operators. 

Although we trained the operators before the test and controlled the testing process 

equally, the collaboration differences between the two operators and subjects were still 

unavoidable and could affect the test results. In addition, this experiment only selected 

six typical videos for testing, it might be inadequate to cover the miscellaneous and 

complex perceptual cases. Plenty of factors on video perception needs to be investigated 

further 
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