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Abstract. Background: Fundus image is a projection of the inner surface of the
eye, which can be used to analyze and judge the distribution of blood vessels on
the retina due to its different shape, bifurcation and elongation. Vascular trees are
the most stable features in medical images and can be used for biometrics. Oph-
thalmologists can effectively screen and determine the ophthalmic conditions of
diabetic retinopathy, glaucoma and microaneurysms by the morphology of blood
vessels presented in the fundus images. Traditional unsupervised learning methods
include matched filtering method, morphological processing method, deformation
model method, etc. However, due to the great difference in the feature complexity
of different fundus image morphology, the traditional methods are relatively simple
in coding, poor in the extraction degree of vascular features, poor in segmentation
effect, and unable to meet the needs of practical clinical assistance. Methods: In
this paper, we propose a new feature fusion model based on non-subsampled shear-
wave transform for retinal blood vessel segmentation. The contrast between blood
vessels and background is enhanced by pre-processing. The vascular contour fea-
tures and detailed features are extracted under the multi-scale framework, and then
the image is postprocessed. The fundus images are decomposed into low frequency
sub-band and high frequency sub-band by non-subsampled shear-wave transform.
The two feature images are fused by regional definition weighting and guided fil-
tering respectively, and the vascular detection image is obtained by calculating the
maximum value of the corresponding pixels at each scale. Finally, the Otsu method
is used for segmentation. Results: The experimental results on DRIVE data set show
that the proposed method can accurately segment the vascular contour while retain-
ing a large number of small vascular branches with high accuracy. Conclusion: The
proposed method has a high accuracy and can perform vascular segmentation well
on the premise of ensuring sensitivity.

Keywords: Retinal blood vessel segmentation, non-subsampled shear-wave trans-
form, feature fusion, regional definition weighting, guided filtering, Otsu method.

1. Introduction

Retinal vascular disease detection is the main method to assist in the diagnosis of hy-
pertension, diabetes and many other diseases. Regular retinal vascular disease detection
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can detect vascular abnormalities in time and help patients find the disease early, thereby
preventing the further development and deterioration of the disease. The blood vessels of
the retina in the fundus are very complicated, with small blood vessels, fuzzy outlines
and intertwined distribution, so it is more difficult to segment blood vessels. Therefore,
accurate and rapid segmentation of blood vessels is of great significance for the detection
of retinal blood vessels [1-3].

Vessel segmentation methods mainly include supervised and unsupervised methods.
The supervised method distinguishes the blood vessel and the background through a
trained classifier, and the unsupervised method mainly detects the blood vessel by max-
imizing the filter response on the gray profile of the blood vessel cross-section. Liang et
al. [4] proposed a u-shaped retinal vessel segmentation algorithm with adaptive vascular
morphology and scale information, it used u-shaped segmentation model to perform end-
to-end training on preprocessed images, and used local information entropy sampling for
data enhancement. Wang et al. [5] proposed a multiple vessel segmentation (MVP) algo-
rithm, which segmented retinal vessels into well-constrained subsets, and grouped blood
vessel pixels with similar geometric characteristics in the subsets. Parallel training was
performed on a group of homogeneous classifiers to form a discriminative decision for
each group. Yan et al. [6] proposed a three-stage deep learning model, which separately
segmented thick and thin blood vessels, further identified non-vascular pixels through
vascular fusion, and improved the results by improving the overall blood vessel thick-
ness consistency. Odstrcilik et al. [7] designed five different kernels based on the typical
cross-sectional profile of blood vessels, and considered the five width categories of reti-
nal blood vessels, and rotated the kernels to 12 different directions to cover all directions
of the blood vessels. Dharmawan et al. [8] proposed a new retinal vessel segmentation
framework based on the best adaptive filter. Rodrigues et al. [9] proposed a new optic disc
detection algorithm based on wavelet transform and mathematical morphology, and used
the tubular characteristics of blood vessels to segment retinal arteries and veins. Aguirre
et al. [10] proposed a method that used Gabor filter and Gaussian fractional derivative to
significantly enhance the structure and contour of blood vessels, and applied thresholds
and a series of morphological-based decision rules to separate blood vessels.

Most of the existing methods perform well in blood vessel segmentation on the fundus
retinal image, but they will lose the contour information of the blood vessel to a certain
extent or produce more false positive pixels at the blood vessel contour. It is difficult to be
more accurate. The small branches of the blood vessel are segmented, which leads to the
decrease of the blood vessel integrity and the segmentation accuracy. This paper considers
the segmentation of blood vessel contours and small branches, and proposes a new feature
fusion model based on non-subsampled shear-wave transform (NSST) for retinal blood
vessel segmentation with fusing blood vessel contour feature information and detailed
feature information in a multi-scale framework. The fundus images are decomposed into
low frequency sub-band and high frequency sub-band by NSST. The two feature images
are fused by regional definition weighting and guided filtering respectively, and the vas-
cular detection image is obtained by calculating the maximum value of the corresponding
pixels at each scale. Finally, the Otsu method is used for segmentation, which solves the
problem of vessel contour and detail information loss on a single scale, thus effectively
improving the accuracy of vessel segmentation.

The remaining paper is settled as follows: Section 2 presents the related works in de-
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tail. Section 3 discusses the proposed method. Then, experiments are provided in Section
4. Finally, the paper is concluded in Section 5.

2. Related Works

Blood vessels are one of the most important components of the retina. Retinal vascular
segmentation and the division of vascular morphological attributes, such as length, width,
tortuosity and angle, can be used for the diagnosis, screening, treatment and evaluation
of a variety of cardiovascular and ophthalmic diseases, such as diabetes, glaucoma, hard
exudate and hypertension and other systemic diseases [11].

However, the segmentation of retinal blood vessels by an ophthalmologist is time-
poor and lacks accuracy. Therefore, the research on the automatic segmentation of blood
vessels and automatic recognition [12] of blood vessel morphological attributes becomes
a crucial step to assist medical diagnosis.

Existing retinal segmentation methods can be roughly divided into unsupervised and
supervised methods [13]. The unsupervised learning retinal blood vessel segmentation
methods can be divided into matching filtering, mathematical morphology, blood vessel
tracking and clustering. Reference [14] proposed an improved Top-Hat transformation,
which was applied to retinal blood vessel segmentation, it used circular structural ele-
ments of different radii to detect blood vessels of different widths, further improving the
segmentation rate of tiny blood vessels, but it was more sensitive to noise. Reference
[15] proposed a blood vessel tracking method based on Bayesian probability, which com-
bined the information of blood vessel connectivity and gray level to fit the blood vessel
structure. This method could better solve the problem of segmentation and fracture at the
intersection of blood vessels, but had low segmentation accuracy for small blood vessels.
In reference [16], principal component analysis (PCA) was used to extract features of
blood vessels, and threshold value was used for segmentation. It had low segmentation of
small blood vessels and segmentation rupture at the intersection of blood vessels.

Supervised learning requires experts to provide gold standard retinal images with
tags, use a set of features based on local or global images to train the classifier, act as
prior knowledge and guide training. Reference [17] proposed a random forest classi-
fier integrating multiple features, which could well solve the situation of segmentation
and fracture at the intersection of blood vessels, but there was a phenomenon of mis-
segmentation of optic disc into blood vessels. In reference [18], the vascular segmenta-
tion algorithm integrating phase characteristics better solved the problem of insufficient
detection of vascular phase consistency features, but there was still a problem of insuf-
ficient microvascular segmentation. In reference [19], blood vessel segmentation was re-
garded as a binary classification problem, and a hybrid 5D feature based on support vector
machine (SVM) was proposed to distinguish blood vessel pixels from non-blood ves-
sel pixels, which had strong adaptability to noise and solved the problem of optic disc
being misdivided into blood vessels, but there was the problem of small blood vessels
being easily broken. Therefore, this paper proposes a new feature fusion model based
on non-subsampled shear-wave transform (NSST) for retinal blood vessel segmentation
with fusing blood vessel contour feature information and detailed feature information in
a multi-scale framework.
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3. Proposed Retinal Blood Vessel Segmentation Method

The retinal blood vessel segmentation method based on NSST is mainly divided into
three stages: image preprocessing, blood vessel feature information extraction, and blood
vessel detection and segmentation. The contrast-limited adaptive histogram equalization
(CLAHE) method is used to enhance the contrast of the green channel image of the
original image and reduce noise. The contour feature information of the blood vessel
is obtained by calculating the gradient amplitude of the retinal image, and the detailed
feature information of the blood vessel is obtained by calculating the maximum princi-
pal curvature. The contour and the detailed information are processed for feature image
post-processing respectively. Finally, the NSST is used to fuse the image containing the
contour and detail information of the blood vessel to obtain the blood vessel detection in-
formation at multiple scales, and the Otsu method is used for segmentation. The flowchart
of multi-scale blood vessel segmentation is shown in figure 1.

3.1. Image Pre-processing

In the fundus retinal image, the contrast of the green channel image is relatively high,
so the green channel image is selected as the initial image for subsequent operations.
The retinal blood vessel area is a low-contrast dark area, and the CLAHE algorithm can
enhance the image while suppressing noise. The CLAHE is simple to calculate, only
the amplitude limiting parameter is determined, so the CLAHE method can be used to
enhance the retinal image [20]. The preprocessing of the original image is shown in figure
2.

3.2. Vessel Feature Information Extraction

The blood vessels in the retinal image of fundus show a network structure, and the diam-
eter of the blood vessels is different, so it is difficult to accurately detect the blood vessel
information using the information of a single scale. In this paper, vascular information is
extracted and detected in a multi-scale framework. In general, the original image I(x, y)
and Gaussian kernel G(x, y;σ) with variance σ2 to define information at different scales
[12-14]:

Iσ(x, y, σ) = I(x, y)×G(x, y;σ) (1)

Where (x, y;σ) = 1
2πσ2 exp(−x2+y2

2σ2 ).
The derivative of the image can be approximated numerically as the convolution of

the image with the derivative of the scale-normalized Gaussian kernel, so the first and
second derivatives of the image can be expressed as:

∂Iσ(x, y;σ) = I(x, y)× σ∂G(x, y;σ) (2)

∂2Iσ(x, y;σ) = I(x, y)× σ2∂2G(x, y;σ) (3)

Where I(x, y) denotes the original image. σ is the scale factor.
A. Contour information extraction
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Fig. 1. Flow chart of proposed blood vessel segmentation



1734 Feng Lijuan and Zhang Fan

Fig. 2. Preprocessed images. (a) Original color image; (b) green channel image; (c) con-
trast enhanced image by CLAHE

The gradient amplitude describes the change in image intensity near the pixels. The
image obtained by convolution of the original image I(x, y) with Gaussian kernel G(x, y;σ)
is Iσ(x, y;σ), and the gradient at point (x, y) can be defined as a vector:

grad[I(x, y)] = [∂xIσ ∂yIσ]
T (4)

We can see from the definition of gradient that: 1) The vector grad[I(x, y)] points to
the direction with the maximum increase rate of I(x, y), and the direction of the image
edge is perpendicular to this gradient direction; 2) If G[I(x, y)] is used to represent the
amplitude of grad[I(x, y)], then there is:

G[I(x, y)] =
√
(∂xIσ)2 + (∂yIσ)2 (5)

In the multi-scale framework, G[I(x, y)] represents the slope of image intensity at a
specific scale σ. The gradient amplitude images at scale σ=1,2, and 4 pixels are shown in
figure 3.

Fig. 3. Gradient amplitudes values. (a) σ=1 (b) σ=2 (c) σ=4

When scale σ is 1, 2, and 4 pixels respectively, most of the vascular contour informa-
tion in the retinal images can be obtained by extracting the gradient amplitude information
of the images. Convolution with Gaussian for image will suppress most structures whose
feature length is smaller than scale σ, and the image will become blurred gradually with
the increase of scale.

B. Detail information extraction
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The second order directional derivative describes the change of image gradient inten-
sity near the pixel point. The main curvature information of blood vessels in image I(x, y)
can be obtained by Hessian matrix. The Hessian matrix can be expressed as:

H = [∂xxIσ ∂xyIσ, ∂yxIσ ∂yyIσ]
T (6)

In a two-dimensional image, the Hessian matrix is a two-dimensional positive definite
matrix with two eigenvalues, each of which has a corresponding eigenvector. When blood
vessel relative to the background of low dark tubular structure, the blood vessels in pixel
Hessian matrix has a larger eigenvalue λ1 and a smaller eigenvalue λ2, λ1 ≥ λ1. The
maximum eigenvalue λ1 corresponds to the maximum principal curvature of the Hessian
matrix, so if λ1 ≥ 1, the pixels belonging to the vascular region in the image will be
weighted as vascular pixels. Figure 4 shows the maximum principal curvature image when
scale σ is 1,2, and 4 pixels respectively.

The results of figure 4 show that with the increase of the scale factor, vessels with
a radius similar to the scale factor are more obvious, while the information of vessels
with a radius smaller than the scale factor is suppressed. With small scale, the maximum
principal curvature image can well reflect the information of each small branch of the
vessel. With large scale, the maximum principal curvature image can fully reflect the
main artery information.

Fig. 4. Maximum principal curvature images. (a) σ=1 (b) σ=2 (c) σ=4

C. Feature image post-processing
The gradient amplitude image describes the contour information in the original image,

while the maximum principal curvature image captures the details in the original image.
Therefore, before image fusion, the two images are post-processed respectively to achieve
better fusion effect.

1. Contour feature image post-processing
Assuming that the fundus retinal image is I(x, y), its gradient amplitude image can be
expressed as G[I(x, y)]. First, The Gradient amplitude image is processed by Lapla-
cian filter, and the high-pass image is obtained as shown in figure 5(a):

UG = G× Lap (7)

Where Lap is Laplace filter with size 3× 3.
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Then the local average value of the absolute value of the high-pass image is taken to
construct the energy significant mapping image [21].

SG = |UG ×Avg| (8)

Where Avg is the average filter of size 3× 3.
The energy significant mapping image SG is shown in figure 5(b), which contains the
contour information of small vessels, but there are many noises around them. There-
fore, the mathematical morphology is used to remove these noises. Since the blood
vessels in retinal images are tubular structures, linear structures are selected as struc-
tural elements. The structure element takes two parameters: length and Angle. First,
the length of the linear structural element is increased from the minimum diameter
of the vessel to the maximum diameter with stride=1 pixel based on the diameter of
the vessel. The angles of linear structural elements are selected from 0 to 170, the
interval is 10 [22], and 198 linear structural element templates are obtained. The re-
sult of morphological open operation can be calculated with 198 element templates.
Assume that the gray value of the open operation result of the l− th template at pixel
point (x, y) is Iopenl

(x, y), then the gray value of each pixel after final morphological
processing should be the maximum value of the corresponding position among 198
operation results, namely,

IR = max
l

Iopenl
(x, y) (9)

Where IR is the image processed by mathematical morphology, and the result is
shown in figure 5(c).

Fig. 5. Results of post-processing for contour feature image. (a) Laplacian filtered image;
(b) energy significant mapping image; (c) mathematical morphology processing

2. Detail feature image post-processing
The detailed feature image is F [I(x, y)], and a similar approach is adopted for post-
processing. Since the detail feature image inherits the high frequency information of
the original image, it is unnecessary to use Laplace filter to obtain the high pass image.
The absolute value of the detail feature image F [I(x, y)] is directly averaged locally
to construct the energy significant mapping image SF = |F × Avg , and then the
noise around the small vessels is removed by mathematical morphology processing.
The post-processing results of detail feature images are shown in figure 6.
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The results of figure 5(c) and figure 6(b) show that after the post-processing of contour
feature image and detail feature image respectively, the contour and detail information
in the image are clearer, and the post-processing effectively reduces the noise, which
provides a good foundation for the subsequent fusion.

Fig. 6. Results of post-processing for detail feature image. (a) Energy significant mapping
image; (b) image obtained by mathematical morphology processing

3.3. NSST-based image fusions

After post-processing, the noise in contour feature image and detail feature image is sig-
nificantly reduced. The contour information and detail information contained in these two
images are more prominent respectively. Therefore, NSST is used to fuse these two im-
ages [23-26]. The process of using NSST to fuse contour feature images and detail feature
images is shown in figure 7. Wavelet coefficients are fused by regional definition weight-
ing for low frequency and guided filtering for high frequency.

A. Low frequency component fusion rule
The purpose of low frequency sub-band fusion of fundus vascular image is to obtain

a clearer fundus image. Logically, image blur is caused by the fact that the contour of
the object in the image is not obvious, the grayscale change of the contour edge is not
strong, and the sense of hierarchy is not strong. On the contrary, if the gray level of the
contour edge changes significantly and the hierarchy is strong, the image will be clear.
For an image, we can regard the image as a two-dimensional function f(x, y). According
to calculus, the sharpness of the image can be expressed by the gradient of the image.

For low frequency components, a fusion strategy based on region definition weighting
is designed. As an evaluation index of clarity, energy of gradient (EOG) has clear physical
meaning in spatial domain, good time performance and high sensitivity [27,28]. EOG uses
the difference between adjacent points to calculate a gradient at a point, as defined below:

E =
∑
x

∑
y

[f(x+ 1, y)− f(x, y)]2 + [f(x, y + 1)− f(x, y)]2 (10)

c1, c2 and c are used to represent the low-frequency coefficients of image A, image B
and fusion image F in the same sub-band, the same direction and the same position, re-
spectively. r1 and r2 represent the EOG of low-frequency sub-band coefficients of image
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Fig. 7. Fusion process of NSST

A and image B in the same sub-band, direction and position in the NSST region, then the
fusion strategy can be expressed as:

c = w1c1 + w2c2 (11)

Where w1 = r1
r1+r2

, w2 = r2
r2+r2

B. High-frequency component fusion rule
For high-frequency sub-band fusion, the aim is to preserve as much spatial detail,

edge, and contour as possible. The high frequency sub-band of fundus vascular image A
after NSST decomposition is taken as the input image, the high frequency sub-band of
fundus vascular image B after NSST decomposition is taken as the guide image, and the
output image is the high frequency sub-band image after fusion. In addition, the input
image and the guided image must be on the same level and in the same direction. The
fusion strategy can be expressed as:

H l,k
F = Gr,ε(H

l,k
A , H l,k

B ) (12)

H l,k
A and H l,k

B represent the high frequency sub-band of image A and image B in the
k direction of the l− th decomposition layer respectively, while H l,k

F represents the high
frequency fusion sub-band in the k direction of the l − th decomposition layer.

The results of NSST fusion for contour feature image and detail feature image are
shown in figure 8. Figure 8 shows that the NSST fuses the image detail and contour
information, which significantly improves the image quality. The outline of blood vessels
and the information of thicker blood vessels are retained completely. At the same time,
small vessels are retained to a large extent and non-vascular pixel interference around
them is reduced, but some vascular information smaller than the current scale is lost in
this process.
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Fig. 8. Fusion image with NSST when σ = 1
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3.4. Multi-scale Vascular Detection

Vessel detection at a single scale σ can only ensure that the vessel information corre-
sponding to the radius of the current scale can be completely detected, while the vessel
information smaller than this scale may be lost. So it needs to compute all feature in-
formation within a certain range σ(σmin ≤ σ ≤ σmax), where σmin and σmax are the
minimum and maximum radius of blood vessels in retinal images to be detected. These
two parameters must be known in advance and depend on the pixel resolution of the origi-
nal image and the field of view of the fundus camera. In DRIVE data sets, σmin and σmax

are usually set as 1 and 6 respectively [29-31].
First, at every scale σ(σmin ≤ σ ≤ σmax), the contour feature images Gk and detail

feature images Fk are obtained respectively:

Gk =
√

(∂xIσk
)2 + (∂yIσk

)2 (13)

Fk = f(p0, σk) = λ1 (14)

Then, Gk and Fk are post-processed respectively.

– The High pass image UG
k = Gk × Lap is obtained by Laplace transform of gradient

amplitude image Gk. Reconstruction of energy significant mapping image SG
k =

UG
k ×Avg . Finally, the mathematical morphology processing image IGRk

is obtained.
– The energy significant mapping image SF

k = Fk ×Avg of detail feature image Fk is
directly constructed, and then the image IFRk

is obtained by mathematical morphology
processing.

Finally, NSST is used to fuse the post-processing images of contour features and de-
tail features at each scale, and the fusion image Rk = fusion(IGRk

, IFRk
) at each scale

is obtained. Then, it is corresponding to the multi-scale, and the maximum value of pix-
els corresponding to each scale is calculated to obtain the multi-scale vascular detection
image:

Mk = max
σmin≤σk≤σmax

Rk (15)

The images obtained by multiscale vascular detection are shown in figure 9. Figure 10
shows the contrast of image details obtained from multi-scale vascular detection.

Figure 10 shows that the contour feature image can retain the edge contour infor-
mation of the image well and accurately describe the boundary of blood vessels (figure
10(b)). The detailed feature image retains the information of the central area of the vessels
and the small vessels (figure 10(c)). As shown in figure 10(d), fusion of the two images
can preserve as much as possible the information of small branches of blood vessels on
the premise of accurately describing image boundaries. However, in a single scale, the
limitation of scale will lead to thinning of blood vessels, and part of blood vessel infor-
mation not corresponding to the current scale will be lost in the image. The corresponding
scale of figure 10(d) is σ=1 pixel, figure 10(e) is σ=2 pixel, and figure 10(f) is σ=4 pixel.
When the scale is σ=1 pixel, many small branching vessels are retained, but the main and
branching vessels are thinner than the original vessels. When the scale gradually increas-
ing, as shown in figure 10(e) and (f), the width of main vessels gradually becomes normal,
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Fig. 9. Image obtained by multi-scale vascular detection

Fig. 10. Comparison of detail images obtained by multi-scale blood vessel detection.?(a)
Original color image;?(b) contour feature.(c) detail feature, and (d) detail image of
wavelet transform fusion at σ=1 pixel;?detail images obtained by blood vessel detection
when (e) σ=2 pixel and (f) σ=4 pixel;?(g) detail image obtained by multi-scale blood ves-
sel detection
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but the information of small vessel branches will be lost. Therefore, this paper adopts the
method of vascular detection under the multi-scale framework to ensure the equality and
consistency of all pixels and all scales in the detection image. As can be seen from fig-
ures 8-10, the vascular information in the image is relatively intact. The contour of all the
larger vessels is clear, and the vascular information at the edge is not lost. Most of the fine
vessels are also well preserved, and the interference of surrounding non-vascular pixels is
reduced.

4. Experiments and Analysis

4.1. Data Set

Color fundus retinal images from DRIVE dataset are used in this paper. The dataset con-
sists of 20 training images and 20 testing images. These images are taken with a Canon
CR5 non-dilated camera with a field of 45◦. The field of view (FOV) of each image is
round, with a diameter of about 540 pixels. Each image has a corresponding mask image
depicting FOV and two expert manual segmentation results. Image size is 768×584pixels
and an 8-bit color channel is used in the RGB model.

4.2. Evaluation Index

In order to quantitatively evaluate the segmentation results of blood vessels, three indica-
tors are used to evaluate the segmentation results including accuracy (ACC), sensitivity
(SE) and specificity (SP) [32]. The calculation formulas are shown in formulas (16)-(18).
ACC represents the ratio of all correctly classified pixels to all the pixels in the retinal
images. SE represents the proportion of vascular pixels correctly identified in the seg-
mentation result. SP represents the proportion of non-vascular pixels correctly identified
in the segmentation result. TP represents the number of vessel pixels judged as vessels
in the results. FP represents the number of background pixels judged as blood vessels in
the results. FN represents the number of blood vessel pixels judged as background in the
algorithm results. TN represents the number of background pixels judged as background
in the algorithm result.

ACC = (TP + TN)/(TP + FP + TN + FN) (16)

SE = TP/(TP + FN) (17)

SP = TN(TN + FP ) (18)

4.3. Results and Analysis

The edge of the field of view of fundus camera can be misjudged as vascular pixel by
vascular detection in fundus retinal images. Therefore, in order to ensure the segmentation
results and the accuracy of evaluation index calculation, the given mask is first used to
remove the interference of the edge, and then the classical Otsu algorithm is used to
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Fig. 11. Comparison of retinal vascular segmentation.(a) Original color fundus retinal
images; (b) Gold standard images; (c) Results of vascular segmentation with single scale;
(d) Vascular segmentation results with multiple scales.

perform segmentation directly. DRIVE test set is used to test the proposed method, and
comparative analysis is conducted with gold standard images. The comparison of retinal
vascular segmentation effect is shown in figure 11.

Figure 11 compares the segmentation effects of the two methods on three randomly
selected retinal images in the DRIVE test set. Figure 11(a) is the original color retinal fun-
dus image, figure 11(b) is the gold standard image, figure 11(c) is the result of blood vessel
segmentation with single scale, and figure 11(d) is the result of blood vessel segmentation
with the multi-scale framework. The third image in figure 11 shows the 1D cross section
of the middle row marking the sub-area as shown in figure 12. The comparison results
show that the proposed method can effectively reduce the influence of optic disc on vas-
cular segmentation and reduce the possibility of many false positive pixels around blood
vessels. The proposed method can ensure the accuracy of vascular segmentation, while
retaining most of the small vessels, and has good segmentation performance.

The detail segmentation results with fusing vascular contour information and detail
information under multi-scale and single-scale frameworks is shown in figure 13. Figure
13 is the obtained conclusion by comparing the segmentation results at different scales.
In figure 13, only the corresponding good results are listed in figure 13(c) (i.e., the cor-
responding scale is 4 pixel). By comparing figure 13 (b) (d), it can be found that a large
number of small vessel structures are lost in the vessel segmentation result of fusion under
the single-scale framework, and the information of some main vessels is also lost in the
image of the second row, resulting in incomplete vascular structure and poor connectivity.
The vessel segmentation obtained by using the multi-scale framework is shown in figure
13(d). This new method retains more information about small vessels while ensuring the
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Fig. 12. The 1D cross section of the middle row of the marked area in the third image in
figures 11(c) and (d)

integrity of the main vessel, and the structure of vessels is relatively complete and the
connectivity is good.

In order to reflect the fusion effect of the vascular wheel information and detail in-
formation with NSST transform on the vascular contour area in retinal images, the fusion
results of the vascular contour information and detail information and the unfusion results
of the vascular contour information and detail information are compared and analyzed
in a multi-scale framework. Vascular segmentation results of fused and unfused contour
information and detail information at multiple scales are shown in figure 14.

Figure 14 compares the fusion results of vascular contour information and detail in-
formation with those of unfusion contour information and detail information using NSST
in a multi-scale framework. It can be seen that, when vascular contour information and
detailed information are not fused, contour features are very vague in the segmentation re-
sults where vascular branches and multiple vessels are intertwined, which leads to a lot of
vascular information that cannot be accurately segmented. The fusion of vascular contour
information and detailed information can ensure the accuracy and integrity of vascular
contour at the intersection of vascular branches and multiple vessels.

4.4. Discussion

In order to more intuitively compare the performance of the proposed algorithm with other
classical algorithms, the ACC, SE and SP are compared and analyzed. The performance
comparison is shown in Table 1.

The sensitivity of M-GAN in Table 1 is the highest, slightly higher than 0. 0103 of
the proposed algorithm in this paper. However, the accuracy of the proposed algorithm is
0.0119 higher than that of M-GAN. Compared with other methods, the proposed method
has the highest accuracy and it is 0. 0117 higher than other methods. The sensitivity of
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Fig. 13. Vascular segmentation results with contour information and detail information fu-
sion in multi-scale and single-scale frames. (a) Fusion result with multi-scale framework;
(b) Gold standard image details; (c) Detailed diagram of fusion results in a single-scale
framework; (d) Detailed diagram of fusion results in a multi-scale framework.

Fig. 14. Vessel segmentation results of fused and unfused contour information and detail
information at multiple scales. (a) Unfused vascular contour information and detailed
information; (b) Fusion of vascular contour information and detailed information; (c)
Marked detailed diagram in figure 14(a); (d) Marked detailed diagram in figure 14 (b).

Table 1. Performance comparison of retinal vessel segmentation methods

Method ACC SE SP

Sine-Net [33] 0.9351 0.7071 0.9704
UNMU [34] 0.9431 0.6781 0.9821
M-GAN [35] 0.9474 0.7199 0.9804
EOA [36] 0.9476 0.7176 0.9812
Proposed 0.9593 0.7097 0.9817
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the proposed method in this paper is higher than that of Sine-Net and UNMU, and only
slightly lower than that of M-GAN and EOA. The accuracy and sensitivity of the proposed
method are higher than the average values of other methods. The above performance
comparison results show that the proposed method has a high accuracy and can perform
vascular segmentation well on the premise of ensuring sensitivity.

5. Conclusion

A multi-scale NSST transform fusion method for retinal vessel segmentation is proposed.
The proposed method combines the contour and detail features of retinal vessels with mul-
tiple scales, and keeps the fine branches of retinal vessels well while ensuring the accurate
contour of retinal vessels. The average accuracy, sensitivity and specificity were 0.9593,
0.7097 and 0.9817 respectively. On the premise of ensuring the sensitivity, the proposed
method has high accuracy and good overall performance, while keeping a certain balance
between sensitivity and accuracy indexes. However, in order to further improve the ac-
curacy of vascular segmentation, the interference of optic disc on vascular segmentation
needs to be solved. In the future,this proposed method will be utilized in the clinical trials.
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