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Abstract. In the realm of IoT information security and other domains, various in-
formation security standards exist, such as the IEC 62443 series standards published
by the International Electrotechnical Commission and ISO/IEC 27001 by the Inter-
national Organization for Standardization. Business organizations are striving to
improve and protect their operations through the implementation and study of these
information security standards. However, comparing or pinpointing applicable con-
trol measures is becoming increasingly labor-intensive and prone to errors or devi-
ations, especially given the plethora of information standards available. Identifying
specific control measures scattered across different information security standards
is gradually becoming an important issue. In this research, we utilise a range of
domestic and international information security standards as the foundation, em-
ploying text mining and deep learning methods to map the similar parts of control
measures between standards, thereby enhancing the efficiency of comparison tasks
and allowing human resources to be allocated to more pertinent issues.

Keywords: Information Security, Information Security Standards, IoT Security,
Text mining, Deep Learning.

1. Introduction

With the proliferation of Internet of Things (IoTs) technologies, everyday life has become
increasingly digitized. IoT devices have a wide range of practical applications, whether
in office environments, transportation, financial transactions, healthcare, or even in stan-
dard household smart appliances [22]. Broadly speaking, any device that can connect to
the internet falls into this category, from those with basic network functionality to those
combining various sensor devices, specialized software, or even capable of receiving and
transmitting data from other complex IoT devices. The advent of IoT and the digital econ-
omy is a double-edged sword, on one hand making our lives more convenient to some
extent, but on the other hand, escalating the information security threats associated with
IoT devices and applications.

⋆ An extended version of The 12th Frontier Computing Conference/FC2022 paper
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In the current era where the Internet of Things (IoT) is burgeoning and the inter-
connection of all things is becoming a trend, the potential risks behind its applications
warrant our deep reflection and assessment. Revising new standards is a time-consuming
and labour-intensive project, requiring information security professionals to reference, or-
ganise, and summarise the contents of various different standards. In this research, based
on textual data exploration, existing international IoT standards are automatically pre-
processed into numerous features, and then trained using deep learning models. This en-
ables the automatic analysis of existing standards’ information security requirements and
their alignment with those of other international IoT information security standards. Fi-
nally, members of the standards drafting unit can directly refer to and assess whether the
automatically generated corresponding results are suitable for use, thus saving a substan-
tial amount of labour and time costs.

This research aims to utilise text mining to automatically translate and reference var-
ious existing international IoT standards. After textual preprocessing, these standards are
trained using machine learning and deep learning models. The objective is to segment
and automatically analyse the information security requirements of the existing standards,
matching them with the requirements listed in other international IoT security standards.
This not only assists the Mobile Application Security Alliance in continually updating IoT
security verification standards, but also allows for the practical examination of whether
domestic information security standard-setting processes comply with international IoT
security standards. This study uses both domestic and international information security
standard content as its dataset, with the capability to swiftly identify similar content. Fur-
thermore, the content is not limited to being in the same language, and the overall output
process can be finely tuned based on the input dataset to achieve the best matching results.
This application is not limited to comparing and analysing the content of information se-
curity standards alone. It can also be based on other existing data and literature to explore
and analyse their similarities, providing a reference for researchers looking to implement
text processing, text analysis, machine learning, deep learning, and information security
standards in their workflow.

2. Related Works

2.1. IEC 62443 Standards

IEC 62443 is a series of international standards for Industrial communication networks
- IT security for networks and systems, which contains a series of technical procedures
for the security of control systems, and the standard classified the user roles into operator,
integrator and manufacturer, designs risks and potential problems for each role to help
users of the standard to design and evaluate their own industrial automation systems and
improve network security. The IEC 62443 series of standards is divided into four parts.
The first part includes terminology and explanations of concepts related to automated in-
dustrial control systems, as well as examples of their use; the second part describes the
security planning, operation, and management of the structure of industrial automation
and control systems; the third part details technologies related to information security,
information security risk assessments, and other definitions concerning information secu-
rity; the fourth part focuses on the description of various security requirements, including
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the product security development lifecycle, components, and technologies. In the process
of developing the Mobile Application Security Alliance IoT security certification series,
IEC 62443 Part 4-2 [8] (IEC 62443-4-2) is also one of the key reference standard and
will be introduced separately in subsequent sections. The table below, Table 1, shows the
structure and orientation of each content of the ”IEC 62443” series of standards.

Table 1. The list of IEC 62443 series of standards

Standard structure Parts Standard content
General: Defines the standard 1-1 TS Concepts and models
concepts, models, terminology 1-2 TR Master glossary of terms and abbreviations
interpretation and examples, etc. 1-3 System security compliance metrics

1-4 IACS security life cycle and use-cases
Policies and Procedures: 2-1 TS Secure program requirements for
Provide defined system IACS asset owners
management requirements 2-2 Security Protection Rating
for IACS asset owners 2-3 TR Patch management in the IACS environment
and services. 2-4 IS Requirements for IACS service providers

2-5 TR Implementation guidance for IACS
asset owners

System: Security risk assessment 3-1 Security technologies for IACS
and security requirements defined 3-2 Security risk assessment and system design
for industrial control systems. 3-3 System security requirements and security

levels
Component: The safety product 4-1 IS Secure product development lifecycle
development process and component requirements
safety requirements as defined by 4-2 Technical security requirements for
the product supplier. IACS components

2.2. OWASP Top 10

OWASP, known as the Open Web Application Security Project, is an open, non-profit
organization dedicated to helping governments and businesses improve web software se-
curity, tools, and technical documentation, as well as gain practical insight into the vul-
nerabilities and security of the information assets they use. Every few years, OWASP
produces a list of the top 10 web application security vulnerabilities and provides some
easy ways and directions to educate users on how to avoid these vulnerabilities. Table 2.
below shows the ten web application security vulnerabilities pro-posed in ”OWASP Top
10:2021 [18]”.

Despite all the vulnerabilities presented in the OWASP Top 10 are carefully orga-
nized and filtered to the top ten most common web application security vulnerabilities of
our time, there is still a ranking hierarchy among the vulnerabilities, and the higher the
ranking, the more important the web application security vulnerability is in the current
information environment.

Among the existing web application security vulnerabilities, there are several items
that have appeared in the previous version of the ”OWASP Top 10”, but their ranking
has been changed in response to the changing times and environment. For example, A01:
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Table 2. The list of OWASP Top 10:2021

Vulnerabilities ID Vulnerabilities Top 10 of application security ver.2021
A01:2021 Broken Access Control
A02:2021 Cryptographic Failures
A03:2021 Injection
A04:2021 Insecure Design
A05:2021 Security Misconfiguration
A06:2021 Vulnerable and Outdated Components
A07:2021 Identification and Authentication Failures
A08:2021 Software and Data Integrity Failures
A09:2021 Security Logging and Monitoring Failures
A10:2021 Server-Side Request Forgery

Access Control Failure in ”OWASP Top 10:2021”, which was ranked fifth in the previ-
ous version of OWASP Top 10:2017, was moved from fifth to first in the latest version.
According to the officials, more than 90% of the applications they tested had a category
access failure problem, and the number of occurrences was much higher than other vul-
nerability categories.

In addition to the ten most common security weaknesses of web applications, OWASP
also has responded to the increasing use of APIs and Internet of Things devices in the
industry, they presented the ”OWASP API Security Top 10” and ”OWASP IoT Top 10”,
which includes ten most common security vulnerabilities of network applications. Despite
there is a newer version of ”OWASP IoT Top 10”, which is the version 2018, but overall
and detailed information of ”OWASP IoT Top 10:2014 [16]” is relatively more abundant
than the 2018 version on the official OWASP website, more information is definitely
more helpful for deep learning model to classify information security controls into similar
categories, that was the main reason we chose to use ”OWASP IoT Top 10:2014 [16]”
instead of ”OWASP IoT Top 10:2018 [17]”. Table 3 below shows the list of top 10
security vulnerabilities of ”OWASP IoT Top 10:2014”.

Table 3. Introduction to the OWASP IoT Top 10:2014

Vulnerabilities ID Vulnerabilities Top 10 of Internet of Things ver.2014
I01:2014 Insecure Web Interface
I02:2014 Insufficient Authentication/Authorization
I03:2014 Insecure Network Services
I04:2014 Lack of Transport Encryption
I05:2014 Privacy Concerns
I06:2014 Insecure Cloud Interface
I07:2014 Insecure Mobile Interface
I08:2014 Insufficient Security Configurability
I09:2014 Insecure Software/Firmware
I10:2014 Poor Physical Security
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For the showcase of this study, we attempted to make IEC 62443-4-2 controls auto-
matically classified into the closest of the ten specified ”OWASP IoT Top 10” categories
through text mining and deep learning methods, thus saving the time and cost required for
manual comparison of information security standards.

2.3. Text Similarity Matching

Text similarity matching methods are becoming increasingly important in many applica-
tions. Existing methods often compute similarity based on shallow syntax or POS tagging
or by comparing basic syntax similarity, generating vectors, and then inferring similar-
ity from this set of vectors. However, due to the variability in natural language expres-
sion, these methods often struggle to predict actual semantic content and implications. To
address these issues, researchers have attempted various approaches. At the beginning,
using a lexicon to note the positions of words within sentences, forming a one-hot en-
coding vector representation. However, this method couldn’t link related words. Mikolov
et al. citeMikolov2013 tried combining neural networks in their research. Turian et al.
[23] tried using pre-trained word representations in conjunction with supervised learning
methods as extra features, which showed significant improvements over traditional word
embedding methods. These methods evolved into larger frameworks, like sentence em-
bedding [10] or paragraph embedding [11]. Matthew et al. [19] extracted context-sensitive
features from language models, integrated these features into training for specific tasks,
and gradually began to understand the variability and actual semantic content in language
expressions.

Researchers also considered the context and situation of sentences. The Skip-gram
model [5] is a renowned method that trains and identifies using the context of target
words. WordNet [4] is a network primarily focused on the ”word-semantics” in English,
storing the structures and potential relationships between words, quantifying the seman-
tic relationship between two different words. ConceptNet [12] uses a dictionary-based
embedding model, aligning with the hierarchical structure of predefined words in Word-
Net, defining various relationships between words. Emrah [7] proposed a method focused
on calculating sentence similarity without using machine learning, relying on dependency
parsers and lexical embedding models, achieving results better than most traditional meth-
ods.

In research on machine learning for text similarity analysis and comparison, Ji and
Eisenstein [9] introduced a supervised machine learning method that measures semantic
similarity between sentences using a discriminative term or proper noun, in conjunction
with a set weighting index, giving higher importance to certain features, then computing
sentence similarity. The authors claimed their new method outperforms the widely-used
TF-IDF weighting method. Mohamed and Oussalah [15] proposed a similarity calcula-
tion method that uses WordNet to obtain dependency relationships for words which based
on instances extracted from Wikipedia and normalized Google distance. The normalized
Google distance calculates the hit count returned for a set of keywords using the Google
search engine. Hassan [6] proposed a method based on Wikipedia’s content for context
determination, called Salient Semantic Analysis (SSA). Mihalcea et al. [13] combined
corpus-based semantic similarity with knowledge-based semantic similarity, using data
from WordNet and the British National Corpus, which reduced the error rate compared
to traditional methods. Wang et al. [24] focused on the similar and dissimilar parts of
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sentences. They constructed a similarity matrix and corresponding vectors for each word
meaning, decomposing the resulting matching vectors to identify similar and dissimilar
parts, eventually using matrix decomposition to extract sentence vectors to compute sen-
tence similarity.

BERT [2], introduced by Google’s AI team in 2018, used BooksCorpus and over 800
million entries and data from Wikipedia for pre-training. The operation is divided into
two stages: pre-training and fine-tuning. In the pre-training phase, there are two train-
ing methods: Masked LM and Next Sentence Prediction. Then in the fine-tuning phase,
the model is adjusted based on specific tasks. BERT performs well in sentence classifi-
cation, tagging, and text classification. However, Reimers and Gurevych [20] found that
while BERT and RoBERTa achieve effects in many sentence regression tasks, such as
text semantic similarity, they need to input two sentences to be compared into the model
repeatedly until the closest two sentences are found. The excessive computational cost
makes BERT unsuitable for semantic similarity searches. Hence, they introduced SBERT
(Sentence-BERT). SBERT, unlike BERT, which repeatedly attempts to combine two sen-
tences, calculates the similarity distance between two sentences directly by matching their
word embedding representations, significantly reducing computation. This model also
achieves good results in some STS and transfer learning tasks.

3. Research Methodology

3.1. Data Pre-processing

In this study, we use python and jupyter notebook as the test environment. In the data
pre-processing progress, we first need to retrieve the contents of the information security
standard, and split the contents into each column, including its control number, control
name and control description as a spreadsheet. After this, the contents of the information
security standard form are stored in memory and ready to go.

These manually retrieved control contents in the spreadsheet does not require data pre-
processing, they can simply import into the deep learning model in their original format
for training. The pre-trained models provided by SBERT [21] are already trained from
various types of datasets, familiar with the original word patterns, so there is no need to
perform steps such as words and sentences segmentation, word lemmatization, stemming
or other data pre-process methods you can find in other NLTK tasks to filter the features.

As shown in the figure above, the following figure is a screenshot of the jupyter
notebook after importing and reading the information security standard content into the
spreadsheet. This experiment uses IEC 62443-4-2 [8] content as the training set, and tries
to classify the content of the controls in each of the ten categories of ”OWASP IoT Top
10:2014 [16]” as the test set.

It is also possible to match similar contents between different language information
security standards. In the data pre-processing state, while keeping the unique control id
number field legible, translation modules can be used to translate control descriptions into
the specified language and then perform a similarity comparison exercise with other in-
formation security standards. Usually, it is better to translate other languages into English
and perform similarity matching between the two standards using English as the common
language, because most of the pre-training data for deep learning models are trained from
English data as shown in the Fig. 2 below.
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Fig. 1. A schematic diagram of train/test data content

Fig. 2. A schematic diagram illustrating the successful prediction of control items be-
tween two different standards
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In the Fig. 2 above, we used a local IoT security standard for this showcase, which
is “IoT-1001-1 v2.0 Image Monitor System Information Security Standard - Part 1: Infor-
mation Security Requirements [14]” from Mobile Application Security Alliance, which
is an IoT product certification alliance dedicated to the promotion of domestic IoT infor-
mation security in Taiwan. According to the figure, any standards in different languages
can be translated into English by the translation module and then start the comparison
process of information security standards directly, this allows the process to be able to
compile information security standards in different languages without any limitation due
to language.

3.2. Model Training

BERT [1], the abbreviation of Pre-training of Deep Bidirectional Transformers for Lan-
guage Understanding, which is already highly characterized by the endless training data
based on the Google search engine, so that BERT only needs to specify the form of its
output data, and then fine-tune it according to the task, finally, it can be used for various
common natural language processing tasks.

But Reimers and Gurevych found that although both BERT and RoBERTa achieve
some good results in many sentences regression tasks, such as textual semantic similar-
ity, they both need to pass both sentences to be compared into the model and repeat this
process until the two most similar sentences are found. This is a very costly process, es-
pecially when the data is large. According to this, they considered BERT is not suitable
for the task of semantic similarity search because of the limitation of the algorithm, so
they proposed SBERT [21] (Sentence-BERT), which does not need to try to combine two
sentences repeatedly like BERT, but by directly matching and calculating the words sim-
ilarity distance of two sentences using word’s embed-ding representations, which greatly
reduces the computational effort and achieves very good results in some STS and migra-
tion learning tasks.

The deep learning method SBERT provides a number of pre-training models, which
allow users to train their own research data directly to make further predictions. In the
official guidance document of SBERT, 13 pre-training models are provided. The 13 pre-
training models are listed with their performance of sentence embeddings, performance
of semantic search, average overall performance, running speed and model size, so that
users can select them according to their task requirements. The five models with the best
performance based on the above five indicators were shown as Table 4.

In this study, the best average overall performance one: all-mpnet-base-v2, were se-
lected, which was an all-round model tuned for many use-cases, trained on a large and
diverse dataset of over 1 billion training pairs.

As shown in the figure above, IEC 62443-4-2 controls were successfully classified
by deep learning models into the ten categories of OWASP IoT Top 10:2014. Matching
similar contents including controls or descriptions between several information security
standards, which often requires a lot of labor and time, but this study showed that it is
totally possible to quickly generate similarity comparison results between certain infor-
mation security standards by using text mining and deep learning methods. It can also be
said that this study, corresponding contents between information security standards and
standards is also one of the typical NLP tasks, i.e., the application of semantic textual
similarity tasks.
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Table 4. Comparison of SBERT best performance pre-trained models

Model name
Performance
of sentence
embeddings

Performance
of semantic search

Average
overall

performance

Encoding
speed

Model
size

all-mpnet-base-v2 69.57 57.02 63.30 2800 420 MB
multi-qa-mpnet-base-dot-v1 66.76 57.60 62.18 2800 420 MB
distiluse-base-multilingual
-cased-v2 60.18 27.35 43.77 4000 480 MB
paraphrase-MiniLM-L3-v2 62.29 39.19 50.74 19000 61 MB
paraphrase-multilingual-
mpnet-base-v2

65.83 41.68 53.75 2500 970 MB

Fig. 3. A comparative schematic illustrating the distance between control measures across
different standards
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3.3. Evaluation Methodology

In section 3.2, we have demonstrated that it is possible to perform similarity comparisons
between information security standards using deep learning methods. But, how was the
predictive accuracy? To find out the predictive accuracy of the model, first, a reference
answer that cross-validates the model prediction results is necessary. For example, a table
which providing an official mapping of the controls of a standard itself to the controls
of another standard, such as a table which maps IEC 62443-4-2 [8] controls to EN 303-
645 [3] controls. But unfortunately, no such mapping table is provided in the official
documents of these two parties.

For this reason, we use the official mapping of Appendix D of IoT-1001-1 v2.0 Image
Monitor System Information Security Standard - Part 1: Information Security
Requirements [14], which is a Taiwanese IoT information security standard focused on
image monitoring systems, includes a mapping table to the OWASP IoT Top 10:2014
[16], these two information security standard have built a explicit relations between their
controls, which allows this study to use the information in this table as a reference for
the accuracy of automated comparisons with deep learning models. Fig. 4 below shows
a screenshot of the controls in Appendix D of the standard ”IoT-1001-1 v2.0 Image Mon-
itor System Information Security Standard - Part 1: Information Security Requirements”
against each standard specification.

Fig. 4. A screenshot of the standard ” IoT-1001-1 v2.0 Image Monitor System Information
Security Standard - Part 1: Information Security Requirements, Appendix D ” against
OWASP IoT Top 10:2014
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The reference answer mapping of the standard comparison is based on the ”IoT-1001-
1 v2.0 Image Monitor System Information Security Standard - Part 1: Information Secu-
rity Requirements” standard, and the official mapping table of the standard to OWASP
IoT Top 10:2014 in Appendix D of the standard as the reference answer. In other words,
a total of 38 screened security items in the Image Monitor System Information Security
Standard will actually be classified into the ten corresponding categories of ”OWASP IoT
Top 10:2014”. Although each category of ”OWASP IoT Top 10:2014” has from 4 to 14
information security controls, it was found that it is difficult to match the information se-
curity control specified in the reference answer for information security standards from
different sources. In addition to the difference in terminology between different standards,
it is assumed that the accuracy of the wording of the original Chinese standard will be af-
fected after translation. Therefore, in this section, we choose to convert the accuracy of
the base standard information security control into reference values by whether they are
correctly classified or not. Figure 5 below shows the schematic diagram of the two exper-
imental approaches.

Fig. 5. A schematic diagram of controls versus control categories comparison

As shown in the Fig. 4, which shows that the control numbered 5.1.1.1 of ”IoT-1001-1
v2.0 Image Monitor System Information Security Standard - Part 1: Information Secu-
rity Requirements [14]” can actually corresponded to category I10 of ”OWASP IoT top
10:2014 [16]”.

However, since the standard itself is written in Chinese, it needs to be translated into
English and then fed into a deep learning model for comparison, so we have used the
translation module mentioned in section 3.1 to automatically complete this task for us.
After checking the table, a total of 38 filtered security controls in the ”IoT-1001-1 v2.0
Image Monitor System Information Security Standard - Part 1: Information Security Re-
quirements” will actually be classified into the ten corresponding categories of ”OWASP
IoT Top 10:2014”.
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4. Evaluation Results

4.1. Initial Evaluation Results

We used the five models with the best performance in Table 4. and distiluse-base-multilingual-
cased-v2, which is a multilingual model that supports more than 50 different languages,
and more balanced in the scores of the indicators, were selected and compared with the
”OWASP IoT Top 10: 2014”, and the following Table 5 shows the experimental results.

Table 5. Comparison of experimental results with different SBERT models

Exp. No. Model k=1 k=2
S1 all-mpnet-base-v2 61 % 68 %
S2 multi-qa-mpnet-base-dot-v1 50 % 66 %
S3 paraphrase-MiniLM-L3-v2 39 % 50 %
S4 distiluse-base-multilingual-cased-v2 68 % 68 %
S5 paraphrase-multilingual-mpnet-base-v2 50 % 74 %

In the above table, the k represents the prediction of the k most similar outcomes at
the end of each prediction. In other words, when the model can output the least number
of predictions, the more accurate it can hit the same category of predictions, which means
that the model has a better performance on the task of matching information security stan-
dards. The number of successful hits is one of the important indicators of the effectiveness
of the reference model for this task.

Under this condition, experiment number S1 and S4 have the best performance, which
are all-mpnet-base-v2 and multilingual model distiluse-base-multilingual-cased-v2, achiev-
ing 61% and 68% hit rate respectively under the restriction of k=1, and 68%, 74% hit rate
respectively under the restriction of k=2, which means at least three quarters of controls
in the standard were successfully predicted to the correct categories by the deep learning
models.

In addition to the difference in terminology between different standards, the accuracy
of the wording of the original standard will also be affected if it is translated, not to men-
tion the fact that there are also controls or requirements that meet several OWASP IoT
Top 10 categories after review and analysis, but the reference answer only has a given
category and thus cannot be included. However, when it comes to the actual use for the
information standards, even though they are for the same domain-oriented information
security standards, there are some parts that are not similar. In practice, when an infor-
mation security consultant is looking for controls or requirements that are suitable for a
particular case, the items that are suitable for the case may be scattered in different infor-
mation security standards, or different categories inside the same standard. Among those
that are not successful, there must be some items that are not in the same category but
have similar practical applications and application methods.

4.2. Discussion of Evaluation Results

In Section 3.2 of this paper, the five SBERT models that performed better on average were
compared with the results of the comparison experiments between their scores provided in
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the official guidance documents and the English standards. This means that nearly a quar-
ter of the information security items are difficult to classify correctly by the model. The
actual list of information security item numbers that were not predicted by each model
shows that these unpredictable information security item numbers are specific numbers,
as shown in Fig. 6 below shows the prediction status of each model for the specified corre-
sponding security item at k=3. The dark squares indicate that the number was successfully
predicted by the specified model, while the light squares indicate that the number was not
successfully predicted by the specified model.

Fig. 6. Standard controls for which none of the plural models can be predicted

The distribution of the light-colored squares in the above figure shows that the infor-
mation security items that cannot be successfully predicted by the specified models are
very similar for the above five deep learning models, especially for Experiment Numbers.
2, 7, 8, 9, 20, 21, and 23. Experiment number 2, 7, 8, 9, 20, 21, 23, these experiment num-
bers correspond to the following items in the original standard: ”IoT-1001-1 v2.0 Image
Monitor System Information Security Standard - Part 1: Information Security Require-
ments [14]”.

Based on the above table, it can be inferred that it is more difficult for the deep learn-
ing models to classify the contents of information security controls into two categories,
category 2 and category 8. When encountering the above information security controls in
practice, both category 2 and category 8 will not be the first choice of the deep learning
models, but other categories. In” OWASP IoT Top 10:2014” [16], category 2 is Insuffi-
cient Authentication/Authorization, which translates to unreliable authentication mecha-
nism, and category 8 is Insufficient Security Configurability, which translates to unreliable
security configuration.

From the evaluation results, the two deep learning models with the best prediction re-
sults, all-mpnet-base-v2 and distiluse-base-multilingual-cased-v2, are the best predicted
models for the translated ”IoT-1001-1 v2.0 Image Monitor System Information Security
Standard - Part 1: Information Security Requirements [14]”, which corresponds to the
prediction of ”OWASP IoT Top 10:2014”, achieved 61% and 68% hit rate at k=1 respec-
tively. The prediction results are shown in Table 7 below.

According to the above table, the prediction results can be easily classified into two
categories, one is the category where Model 1, denoted as M1, and Model 2, denoted as
M2, have the same prediction results for the information security sub-category, but both
predict failure. Table 8 explores the potential causes of prediction errors in the classifi-
cation results. In Experiment Number 2, the correct category should in Category 2, the
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Table 6. List of standard controls that cannot be predicted by the majority of models.

Exp. No.
Control

Number

Correct

Category
Control Description

2 5.1.3.1 2
The product should not have the ability to restore the default
pass code with your bare hands.

7 5.2.4.1 8
Sensitive data stored in the product shall be accessible only by
authorized individuals.

8 5.2.4.2 8

The identity authentication factor and key for encryption and
decryption (excluding the public key for asymmetric encryption) stored
in the product should not be stored in clear text, and the data should
be protected by the security functions approved by NIST SP 800-140C,
CMVP Approved Security Functions.

9 5.2.4.4 8
Sensitive data should be stored in the security domain of the product,
isolated from the normal operating environment.

20 5.3.3.1 8
The product should provide the user to turn on/off the WPS PIN
function of ”Wi-Fi Protected Setup (WPS)” and its default value
should be off.

21 5.3.3.2 8
By default, the Wi-Fi security mechanism should be ”Wi-Fi Protected
Access (WPA)” and the version of Wi-Fi Protected Access should
meet the requirements of Appendix C.

23 5.4.1.1 2
Before accessing the product resources, the identity identification
mechanism with protection against retransmission attacks should
be adopted.

Table 7. Prediction results of the two models for the specified standard controls

Exp.No. Control M1 prediction result M2 prediction result
2 5.1.3.1 10 10
7 5.2.4.1 5 5
8 5.2.4.2 4 4
9 5.2.4.4 5 10

20 5.3.3.1 7 5
21 5.3.3.2 7 7
23 5.4.1.1 10 7
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corresponding information security subdivision is that the product should not have the
ability to restore the default passcode externally with bare hands. It should be the word
”external” that causes the deep learning model to predict this information security item as
Category 10: Poor physical security. In Experiment Number 7, the corresponding infor-
mation security breakdown is that sensitive information stored in the product should only
be accessed by authorized individuals. In terms of this information security control, it is
reasonable to predict to Category 5: privacy concerns because it also describes user pri-
vacy. In Experiment Number 8, The corresponding information security itemized content
is: the identity authentication factor and key for encryption and decryption (excluding the
public key for asymmetric encryption) stored in the product should not be stored in clear
text, and the data protection method should be used with the security functions approved
by NIST SP 800-140C, CMVP Approved Security Functions. In terms of this informa-
tion security category, the prediction to Classification 4: Lack of Transport Encryption
is reasonable because it contains key words in the field of encryption such as encryption
and decryption, key and plaintext. In Experiment Number 21, for the information security
control, the default security mechanism for Wi-Fi is ”Wi-Fi Protected Access (WPA)”
and the version of Wi-Fi Protected Access should meet the requirements of Appendix C.
In terms of this information security control, the predicted classification is Category 7:
Insecure Mobile Interface, which is not accurate. It is guessed that in the pre-training data
of the two models, Wi-Fi usually appears together with key words such as cell phone and
mobile, so the models classified it as Category 7.

Table 8. The two models jointly classify the error causes of the false security item

No. Control Result (M1&M2) Correct category
2 5.1.3.1 10 2
7 5.2.4.1 5 8
8 5.2.4.2 4 8
21 5.3.3.2 7 8

The reason behind the inaccurate predicts are that different deep learning models have
different prediction judgments for the same information security item, but the classifica-
tion is basically similar to the former one: it is influenced by specific wording, or the
information security item may apply to both plural ”OWASP IoT Top 10:2014” classifi-
cation, resulting in its misclassification. The actual results of the respective predictions
are listed for analysis, and the reasons for the wrong classification results are speculated
in Table 9. In Experiment Number 9, the corresponding information security sub-section
is: sensitive data should be stored in the security domain of the product, isolated from
the normal operating environment. Model 1 predicts that Category 5: Privacy Concerns
are reasonable, and sensitive data are indeed related to user privacy; Model 2 predicts
that Category 10: Poor Physical Security is not reasonable, and the model presumes that
the information security item is not related to physical security because of the terms ”op-
erating environment”, ”isolation”, and ”security domain”. The model predicts that the
information security item is related to the description of physical security because of the
terms ”operating environment,” ”isolation,” and ”secure area. In Experiment Number 20,
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the information security control is: the product should provide users to turn on/off the
WPS PIN function of ”Wi-Fi Protected Setup (WPS)”, and the default value should be
off. Model 1 predicts Category 7: Insecure Mobile Interface, which is a relatively inaccu-
rate classification. It is guessed that in the pre-training data of both models, Wi-Fi usually
appears together with key words such as cell phone and mobile, so the model classifies it
as Category 7. After all, if Wi-Fi is automatically connected to public networks, it may
cause user privacy leakage, which is a user privacy concern.

In Experiment Number 23, the corresponding information security control is: Before
accessing product resources, identity authentication mechanism with protection against
retransmission attacks should be used. Model 1 predicts a classification of 10: Poor Phys-
ical Security, which is inaccurate. Model 2 predicts a classification of 7: Insecure mobile
interface, which is more reasonable than the prediction of Model 1, but not correct. In
Experiment Number 21, for the information security control, the default security mech-
anism for Wi-Fi is ”Wi-Fi Protected Access (WPA)” and the version of Wi-Fi Protected
Access should meet the requirements of Appendix C. In terms of this information secu-
rity control, the predicted classification is Category 7: Insecure Mobile Interface, which
is not accurate. It is guessed that in the pre-training data of the two models, Wi-Fi usually
appears together with key words such as cell phone and mobile, so the models classified
it as Category 7.
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Table 9. The two models each classify the wrong security category of the error cause
speculation

No Control Result(M1) Result(M2)
Correct
category

9 5.2.4.4 5 10 8
20 5.3.3.1 7 5 8
23 5.4.1.1 10 7 2
21 5.3.3.2 7 7 8

From Table 9 and the speculation on the failure of the prediction of the security cat-
egory for which none of the plural models could be predicted, it is clear that at least
half of the security categories that failed to be predicted may also apply to the plural
”OWASP IoT Top 10:2014[16]” classification, plus the fact that in the standard ”IoT-
1001-1 v2.0 Image Monitor System Information Security Standard - Part 1: Information
Security Requirements [14]”, the corresponding OWASP In Appendix D of the original
Top 10:2014 mapping table, the security subcategory does not specify a mapping to an-
other subcategory, even though the subcategory is similar for that security subcategory,
resulting in model prediction failure. By actually viewing the table and the information
security controls that failed for the seven security controls that could not be predicted by
the plural model, if the predictions that were judged to be reasonable were categorized
as correct predictions, with model 1 representing all-mpnet-base-v2 and model 2 repre-
senting distiluse-base-multilingual-cased-v2, the two models The final revised prediction
results for these seven information security controls are shown in Table 10 below.

Table 10. Results of the error analysis of the two models for the unpredictable security
controls breakdown

Exp. No. /
Ctrl. No.

2 / 5.1.3.1 7 / 5.2.4.1 8 / 5.2.4.2 9 / 5.2.4.4 20 / 5.3.3.1 21 / 5.3.3.2 23 / 5.4.1.1

Model 1 X V V V X X X
Model 2 X V V X V X X

According to the above table, model 1: all-mpnet-base-v2 and model 2: distiluse-
base-multilingual-cased-v2 achieve 61% and 68% hit rate respectively for k=1. If the
predictions with reasonable classification are classified as correct and recalculated, the hit
rate will increase to 69% and 76%.

Finally, the experimental results proved that the use of deep learning models for fast
and automated comparison of information security standard content has good accuracy
and retains considerable room for improvement.

4.3. Final Evaluation Results

SBERT [21], as an enhanced version of BERT [1] for text similarity search task, pro-
vides a pre-training model with higher accuracy than the native pre-training model pro-
vided by BERT. Table below shows the best two models in SBERT, all-mpnet-base-v2
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and distiluse-base-multilingual-cased-v2, with the same k=1, i.e., each information secu-
rity sub-prediction only outputs one closest information security sub-prediction, and this
output value is the only consideration for accuracy. Under the condition that the translated
”IoT-1001-1 v2.0 Image Monitor System Information Security Standard - Part 1: Infor-
mation Security Requirements [14]” corresponds to the prediction of ”OWASP IoT Top
10:2014”[16].

Table 11. Deep Learning Approach to Information Security Standard Prediction Imple-
mentation Results

Exp. No. Model name
Predict

accuracy
Predict /

All
SS1 all-mpnet-base-v2 69% 26 / 38
SS2 distiluse-base-multilingual-cased-v2 76% 29 / 38

According to the above table, the better model, distiluse-base-multilingual-cased-v2,
successfully predicted 26 of the 38 information security items with k=1, while the re-
maining items failed to be predicted by the plural model in sub section 4.2 of this study.
In this study, we examined the seven information security items for which both models
failed to predict, and confirmed that three of the items were also applicable to the plural
”OWASP IoT Top 10:2014” classification, although they did not match the answers.

In spite of the information security standards targeting the same aspect, there will still
be parts where they differ significantly from each other. In practice, when information
security consultants are looking for suitable sub-items or control measures for a specific
case, the relevant items may be spread across different categories. Among the items that
don’t align perfectly, there are bound to be some that, while not in the same category, are
very similar in practical application and usage. This suggests that, in practical terms, us-
ing deep learning models for comparing information security standards has shown, from
experimental results, to be not only faster but also fairly accurate. Its performance sur-
passes the implementation using traditional machine learning. In the future, this research
will experiment with generative AI, attempting to produce more general terms related
to the control items of different standard, and then apply the SBERT method for further
experimentation to enhance the readiness of successful classification.

5. Conclusion

This study utilises the contents of multiple international information security standards
and translated domestic standards as its dataset, possessing the ability to rapidly identify
similar control items. The content is not restricted to a single language and demonstrates
good predictive accuracy. The study also proposes an automated process, streamlining a
workflow that would otherwise require significant labour to review and compare. Ulti-
mately, this can serve as a reference for scholars wishing to conduct future research in
text processing, text mining, deep learning, and information security standards.

Although this research has achieved commendable results in comparing similarities
among different information security standards, there are still many areas that warrant
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further exploration in the future. For instance, automated data processing procedures or
the application of machine learning methods such as Few-Shot Learning for data with
lower volume, greater diversity, and insufficient annotations. Additionally, the use of gen-
erative AI represents another avenue to explore. Some standards may feature different
customary terminologies across various standards organisations or publishers. Generat-
ing more general terms related to control and then utilising the SBERT method for further
experiments might enhance the accuracy of successful classifications.
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