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Guest Editorial
Parallel Computing and Applications

Hong Shen1, Hui Tian2, and Yingpeng Sang1

1 Sun Yat-Sen University
China

{shenh3,sangyp}@mail.sysu.edu.cn
2 Beijing Jiaotong University

China
htian@bjtu.edu.cn

1. Background

The research on parallel computing and relevant applications is undergoing deep changes
and generating far-reaching impacts. Abundant theory, design and analysis on parallel
and distributed computing systems have been provided in this field. The objective of this
special session is to publish and overview the cutting edge research in parallel computing
and applications. This special session includes papers based on the presentation at the
10th International Conference on Parallel Architectures, Algorithms and Programming
(PAAP 2019), and the 20th International Conference on Parallel and Distributed Comput-
ing, Applications and Technologies (PDCAT 2019).

2. Scanning the session

The topics of this special session covers a new model to predict the age and number of
criminal suspects through the feature modeling of historical data, an improved heuristic-
dynamic programming algorithm for rectangular cutting problem, energy-efficient algo-
rithms of non-linear k-barrier coverage in mobile sensor network, maximizing concurrent
data flows in Multi-radio Multi-channel wireless mesh networks, and an improved Monte
Carlo Localization Boxed algorithm for node localization in wireless sensor networks.

The first paper “A New Model for Predicting the Attributes of Suspects,” by Chuyue
Zhang et al. proposes a new model to predict the age and number of suspects through
the feature modeling of historical data. 9 machine learning algorithms and Deep Neural
Networks are used to extract the numerical features. Convolutional Neural Networks and
Long Short-Term Memory are used to extract the text features of case description. These
two types of features are combined and fed into fully connected layer and softmax layer.
The experimental results show that the new model improves accuracy by 3% in predict-
ing the number of suspects and improves accuracy by 12% in predicting the number of
suspects.

The second paper “An Improved Heuristic-Dynamic Programming Algorithm for Rect-
angular Cutting Problem,” by Aihua Yin et al. proposes an improved heuristic-dynamic
programming algorithm for rectangular cutting problem. The objective is to cut some rect-
angles in a given shape and direction without overlapping the defects from the rectangu-
lar plate and maximize some profit associated. In this algorithm, the discrete set contains
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not only the solution of one-dimensional knapsack problem with small rectangular block
width and height, but also the cutting positions of one unit outside four boundaries of
each defect. The computational experimental results show that the computation time is
less than that of the latest literature algorithms.

The third paper “Energy-Efficient Non-linear K-Barrier Coverage in Mobile Sensor
Network,” by Zijing Ma et al. proposes two algorithms to form non-linear k-barrier cov-
erage energy-efficiently. The algorithms use the horizontal virtual force model by con-
sidering both the Euclidean distance and horizontal angle between two sensors. The first
algorithm always chooses the mobile sensor chain with the largest horizontal virtual force
and then moves it to construct the barrier, called mobile sensor chain movement algo-
rithm. The other algorithm chooses the mobile sensor with the largest horizontal virtual
force and moves it to construct the barrier, other than the mobile sensor chain, called
single sensor movement algorithm. Simulation results show that the algorithms signifi-
cantly reduce the movements of mobile sensors compared to a linear k-barrier coverage
algorithm.

The fourth paper “Maximize Concurrent Data Flows in Multi-radio Multi-channel
Wireless Mesh Networks,” by Zhanmao Cao et al. analyzes traffic behaviors and designs
a coexisting algorithm to maximize the number of concurrent data flows, in Multi-radio
Multi-channel wireless mesh networks. Simulations are conducted in combinatorial cases
of channel and radio with various traffic requests of multiple pairs. The experimental
results show the efficacy of the coexisting algorithm over a randomly generated topology.
This scheme can be used to develop routing and scheduling solutions for various multi-
flow network applications through prior computing.

Aiming at the problem of low sampling efficiency and high demand for anchor node
density of traditional Monte Carlo Localization Boxed algorithm, the fifth paper “An Im-
proved MCB Localization Algorithm Based on Weighted RSSI and Motion Prediction,”
by Chunyue Zhou et al. proposes an improved algorithm based on historical anchor node
information and the received signal strength indicator (RSSI) ranging weight which can
effectively constrain sampling area of the node to be located. Moreover, the RSSI ranging
of the surrounding anchors and the neighbor nodes is used to provide references for the
position sampling weights of the nodes, and an improved motion model is proposed to
further restrict the sampling area in direction. The simulation results show that the im-
proved Monte Carlo Localization Boxed algorithm effectively improves the accuracy and
efficiency of localization.
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Guest Editorial
Edge Computing

Honghao Gao1, Yuyu Yin2, and Jung Yoon Kim3

1 Shanghai University
China

2 Hangzhou Dianzi University
China

3 Gachon University
South Korea

Edge computing is proposed as a new computing paradigm where resources like com-
putation and storage are placed closer to data and information sources. On one hand, edge
computing helps the cloud to extend its services to the edge of the network, which im-
proves the response time and user experience. On the other hand, the development of the
Internet of Things (IoT) leads to a huge amount of data generated on the user side and
there are also a lot of smart devices available, it is a natural way to process data on the
edge. In a word, the edge computing paradigm greatly saves the bandwidth of the back-
bone network and improves the end-to-end latency. It brings new possibilities for complex
applications, intelligent services, novel security, and privacy solutions, especially for the
researches which depends on the huge amount of data. This special issue features seven
selected papers with high quality.

The first article titled ”VDRF: Sensing the Defect Information to Risk Level of Vehi-
cle Recall based on Bert Communication Model” proposes a risk level prediction method
based on the language pre-training model Bert. The prediction method can transform
the defect information into the risk level of the vehicle and then predict vehicle recall
automatically. The second paper, ”A Homomorphic-encryption-based Vertical Federated
Learning Scheme for Rick Management”, designs a vertical federated learning system
for Bayesian machine learning with the homophobic encryption. Specifically, during the
training progress, raw data are leaving locally, and encrypted model information is ex-
changed. The third paper is ”A Novel Data-Driven Intelligent Computing Method for the
Secure Control of a Benchmark Microgrid System”, which investigates the secure con-
trol problem of a benchmark micro-grid with system uncertainties by using data-driven
edge computing technology. In detail, it first formulates the state-space function of the
benchmark micro-grid system and then derives a novel data-driven intelligent computing
method. The fourth paper, ”A Recommendations Model with Multiaspect Awareness and
Hierarchical User-Product Attention Mechanisms”, proposes a novel model to capture the
varying attention of a user for different products by using a multilayer attention frame-
work. Specifically, two individual hierarchical attention networks are used to encode the
users and products to learn the user preferences and product characteristics from review
texts. And an attention network is designed to reflect the adaptive change in the user pref-
erences for each aspect of the targeted product in terms of the rating and review. The fifth
paper is ”A Study on the Development of a Light Scattering Particulate Matter Sensor
and Monitoring System”, and it develops a light scattering type PM sensor that can be
manufactured at a low cost and can measure PM in real-time. Moreover, the paper builds



iv Honghao Gao, Yuyu Yin, and Jung Yoon Kim

a big data system that can systematically store and analyze the data collected through the
developed sensor, as well as an environment where PM states can be monitored mobile
using such data. The sixth paper titled ”A Load Balancing Scheme for Gaming Server ap-
plying Reinforcement Learning in IoT” proposes an agent that applies a deep reinforced
learning method to distribute loads for gaming servers. The agent has accomplished this
by measuring network loads and analyzing a large amount of user data. The seventh paper
is ”Graph Embedding Code Prediction Model Integrating Semantic Feature”, which pro-
poses a graph embedding model that integrates semantic features. The model extracts the
structural paths between the nodes in the source code file’s Abstract Syntax Tree (AST)
and converts them into a training graph.

Acknowledgments. The guest editors are thankful to our reviewers for their effort in reviewing the
manuscripts. We also thank the Editor-in-Chief, Dr. Mirjana Ivanovic, for her supportive guidance
during the entire process.
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Guest Editorial
Advances in Databases and Information Systems

Johann Gamper1, Mirjana Ivanović2, and Robert Wrembel3

1 Free University of Bozen-Bolzano
Italy

2 University of Novi Sad
Serbia

3 Poznan University of Technolgoy
Poland

This special section includes the best papers from the workshops co-located with the
23rd European Conference on Advances in Databases and Information Systems - ADBIS
(http://adbis.eu), which was held in Slovenia in 2019. From the top 10 papers invited to
this special issue, 3 were accepted and are included in this volume. These papers report
extended research w.r.t. the original ADBIS Workshop papers. They cover the following
tree topics: (1) process discovery, (2) crowd counting , and (3) user preference modeling.

The first paper entitled Improving the Performance of Process Discovery Algorithms
by Instance Selection is contributed by Mohammadreza Fani Sani, Sebastiaan J. van Zelst,
and Wil van der Aalst. The paper addresses the problem of increasing performance of a
process discovery algorithm. Such an algorithm automatically discovers process models
by analyzing events generated during the execution of the algorithm. The events are stored
in a log. Process discovery is a complex, time consuming task, thus reducing its execution
time is one of the challenges. One approach to reducing the execution time is to reduce
the volume of events that need to be analyzed by the algorithm. In this paper the authors
analyzed 7 alternative biased sampling methods and experimentally assessed their impact
on increasing the algorithm scalability on various event logs.

The second paper entitled Crowd counting a la Bourdieu, Automated estimation of
the number of people, is contributed by Karolina Przybylek and Illia Shkroba. Recently
the problem of crowd counting is emergent in different situations. Crowd counting is
important in public safety (like crushing between people, risk of spreading infectious
disease), politics (like protest organisation) journalism (like accuracy of the estimation
of the ground truth supporting an article) and other areas. The paper investigated models
for crowd counting that are inspired by the observations of famous sociologist Pierre
Bourdieu. Authors in their experiments achieved very competitive result suitable for low
computational power and energy efficient architectures.

The third paper entitled Visual E-Commerce Values Filtering Framework with Spa-
tial Database Metric is contributed by Michal Kopecky and Peter Vojtáš. Recommender
systems have been subject to intensive studies in the past decade, in particular in the
context of e-commerce. A core component of such systems is the modeling of user pref-
erences. This paper starts from the Fagin-Lotem-Naor model for preference modeling and
combines it with the challenge-response framework for the translation of models into pro-
grams and, to make the models more intuitive, with spatial database features. This allows
on one hand to visualize the models and on the other hand to define new metrics.
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Luzhe Cao1 

1 School of Information Technology and Cyber Security  

People’s Public Security University of China  

Beijing, China  

zhaoxiaofan@ppsuc.edu.cn 
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Abstract. In this paper, we propose a new model to predict the age and number of 

suspects through the feature modeling of historical data. We discrete the case 

information into values of 20 dimensions. After feature selection, we use 9 

machine learning algorithms and Deep Neural Networks to extract the numerical 

features. In addition, we use Convolutional Neural Networks and Long Short-

Term Memory to extract the text features of case description. These two types of 

features are fused and fed into fully connected layer and softmax layer. This work 

is an extension of our short conference proceeding paper. The experimental results 

show that the new model improved accuracy by 3% in predicting the number of 

suspects and improved accuracy by 12% in predicting the number of suspects. To 

the best of our knowledge, it is the first time to combine machine learning and 

deep learning in crime prediction. 

Keywords: crime prediction, suspect prediction, machine learning, deep learning. 

1. Introduction 

Criminal activities show certain distribution characteristics in time and space, which 

indicates that criminal activities are not completely random. The offenders often carry 

out the crime selectively according to the time and place. It is a hot topic to discover the 

law of crime from criminal activities.  

With the development of statistics and criminology, the cognition and analysis of 

criminal behavior are gradually improved. Big data has many applications in the field of 

public security and criminology. Crime prediction provides assistance for crime 

prevention, public security prevention and control, case detection and police decision-

making and has become a hot research topic nowadays. 

In this paper, deep learning algorithms and machine learning algorithms are applied 

to the prediction of criminal suspects. Through a large number of historical data, the 

relationship between the information of the case and the attributes of the suspect is 

mined. Compared with the traditional person-oriented case investigation, the model 

based on big data can provide police officers with more objective and comprehensive 
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auxiliary information and help them find the perpetrators as soon as possible. The 

effective and accurate information of the suspect's characteristics is of great significance 

for the rapid detection of the case. This can not only reduce the police useless work, but 

also help the victims to recover the loss. For the construction of a harmonious society, it 

has great significance. 

The main work of this paper is to use the historical data of the theft crime to predict 

the age of the suspect in the theft case through deep learning. Based on the idea of 

ensemble learning, this paper combines deep learning with machine learning, and uses 

textual data and numerical data to predict the age of suspects. When a new crime 

occurs, it can provide the predicted results of age and number. 

2. Related Works 

Police have embraced predictive analytics and data-driven metrics to improve law 

enforcement tactics, practice, and strategy [1]. Predictive policing [2] methods fall into 

four general categories: predicting the occurrence of crime, predicting the suspects, 

predicting the possibility of recommitting the crime and predicting the victims of 

crimes. This paper focuses on predicting the suspects.  

The information analysis of the traditional case solving mainly depends on the 

experience of the investigators. Crime has the characteristics of time and space 

aggregation [3]. Melo S N et al. [4] analyzed that crime has certain regularity and 

stability over a long period of time. Sagovsky et al. [5] analyzed the relationship 

between season, temperature and property crimes. Almanie et al. [6] analyzed the 

economic factors, demographic factors for crime and used Decision Tree classifier and 

Naive Bayesian classifier to predict crime types. Michael Oyinloye et al. [7] analyzed 

the influence of age, income and education on criminal behavior. Song et al. [8] 

analyzed the impact of different border areas on different types of crime. For the 

suspect's prediction, TOLLENAAR N et al [9] use statistical method to predicate 

general recidivism, violent recidivism and sexual recidivism. Based on the case 

information and victim information, LI Ronggang et al. [10] use Support Vector 

Machine algorithm to predict the suspect's gender, age, race, etc. Based on date and 

location, crime type, criminal ID and the acquaintances, Vural MS et al. [11] use Naive 

Bayesian Model to predict criminal of particular crime incident. Based on the features 

of criminals in criminal case, SUN Feifei et al. [12] uses random forest model to predict 

possible suspects. But some of the input data in these studies is only known after 

solving the case, such as suspect age, criminal history, acquaintances, etc. In the real 

situation, we only know the objective information of the case, and we could predict the 

characteristics of suspects from it. In this paper, we only use case information obtained 

by investigators to predict the number of suspects. 

The object of this paper is the crime of theft. We extract case features such as the 

time of the case, loss amount, method, places and so on, and turn them into numerical 

data according to certain rules. In order to make up for the feature loss caused by data 

dispersion, we added more comprehensive text information on case description. In 

addition, we combine machine learning and deep learning in training numerical data. 

For text data, we use Convolutional Neural Network (CNN) to capture the local features 
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