Text Recommendation Based on Time Series and Multi-label Information
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Abstract. One of the key functions of the method of text recommendation is to build a correlation analysis to all the text collection. At present, most of the text recommendation methods use the citation network, but less to consider the internal relations, which has become a challenge and an opportunity for the research of text recommendation. Therefore, we propose a new method to ameliorate the above problem based on the time series in this paper. We specify a certain text collection according to the interests of users and integrate the varied label values of the text, then we build the correlation coefficient between text and its related text with the differential analysis, finally the similarity degree of the text is calculated out by using the improved cosine similarity correlation matrix to promote a recommendation of similar text. Our experiments indicate that we are able to ensure the quality of text, with an improvement of accuracy by 8.63% as well as an improvement of recall rate by 5.25%.
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1. Introduction

Nowadays it’s becoming a dogma that more and more dates have been connected together as a colossal directed network with a common case of cited node [1, 2]. In the directed network, the latest data squint to achieve their own functions in view of the original data. One of the most typical applications is the processing of text data, for instance, the new text customarily needs to cite the original ones to achieve its own research and innovation.

That may easily lead to some ineluctable similarity of these mutually referred texts, the association analysis of these similarity texts has become one of the main ideals of the text recommendation to meet the needs of different users. Many previous text
recommendations have been used to take the citation relationship as the main approach to achieve their function, which means, if the text 1 cited the text 2, they are related. However, these methods are too simple to get the useful information [3]. Therefore, more and more researches of text recommendation have been indulged in exploring the label value on this basis, a variety of recommendation methods have been put forward according to the multi-attributes of the text [4, 5], like the keyword, research field as well as citation times and so on.

Still, we should pay attention to these ubiquitous problems hidden in the application of the label value in the text recommendation. (1) The label value is quite abstract, that is to say, there are still unfathomed symptoms, the user will not get the accurate text easily through these tags and he is more likely to capture the text in vain. (2) The label value analysis of the existing methods of text recommendation usually adopts an extensive weighted average, which ignores the individual differences. That model built with this method cannot reflect the different characteristics of the global data. (3) Generally speaking, there have been two accesses to the label value for the user, one way is based on the explicit formulation of the user himself, the other way is to utilize the helpful information of text to capture the label value covertly. However, both methods get the problem of how to extract information and give a standard measurement, which results in a waste of the user’s time and a lower expectation of the recommendation system [6]. At the meantime, these two problems should be the main reason of people being not satisfied with many existing methods of text recommendation. (4) Most of the existing text recommendation methods only use a single scoring model extensively to mark the label value one by one and they would default to be independent of each other, which might be ignoring of these multitudinous label values.

In order to solve the problems mentioned above, we propose a new text recommendation method based on the time series, which is combined with the multi-label value. This method imports the time series into the label value. What the time series denotes was a set of statistical data which can be arranged in order of time. In this paper, the statistical index of time series is exactly the varied of label value of the text, the value of label value is directly related to the length of time, and the label value can usually be obtained through continuous summary in the time series. When the time series is introduced into the label value, the label value can be dynamically extracted and created. Thus, we can capture a set of ideal recommendable texts with time-validity.

So far, there have been some researches on the applying of the time series in text analysis. ZR Jiang et al. had applied the time series to subject analysis. S Bjork et al. [7] analysed the pattern of innovation cycle time of the economy knowledge that the French Nobel Prize winner from 1930 to 2005 had kept to base on the time series. A Lercher et al. [8] gave a research of correlation rule of text with the time series analysis, etc. However, there has been always a pity that scarcely any researcher had taken the combination of time series and label value into consideration in the area of text recommendation.

There are several benefits for the combined utilization of time series and multi-label value in text recommendation method: (1) the text data is one kind of fairly detailed data, and the thoughts attached on text data always have limitations. In order to give a response to the specific needs of users, it is always necessary to carry out a full range of multi-angle analysis of the text, so here may be a large number of label values that can
meet the needs of different users [9], as label value is one of the attributes of the text itself. (2) For the text recommendation, the time of a text is a key factor that cannot be ignored by the user. This is because the information content of the text is timeliness. For example, the timeliness of a news text is very strong; its time interval needs to be accurate to day or even less, as for academic texts, although their timeliness is not strong, it is still necessary to meet the need of users according to the time series. The reason of a text being arranged in the order of time is that the latter text is based on the development of society and science, and especially the previous text. (3) There is citation relationship between a text and its reference, which takes time of each text as the premise, that is to say, the recent text can cite the earlier text well but not on the contrary as data are time ordered. If we ignore the text sequence, the research such as text citation times and references relationship will be out of the question, the time series is the prerequisite, the citation of a text is the need to be guaranteed with very strong time series.

Based on the introduction above, the main contributions of our work in this paper include the following aspects: (1) Quantify the multi-label value of the text, which is more flexible than the previous method of obtaining information through the subject of the text and citation times monolithically. (2) Establish a combination model of a time series with multi-label information to capture the correlation coefficient between texts by the method of differential cryptanalysis, and carry out the similarities between texts [10]. (3) Consider the evaluation value of a text to the user, the practicability of the proposed method is verified on a large-scale real data set.

Our ground work in this paper is elaborated as follow. We introduce the related work in the second chapter and describe the concrete form of a time series and process of the label value in the third chapter. The basic definition and the assignment of label value, along with the computer realization method are mentioned to obtain the correlation coefficient of a text by a difference equation in the chapter four, while the fifth chapter demonstrates our method of text recommendation, then we conclude our work in section 6.

2. Current Practice and Research

At present, some text recommendation algorithms based on time series usually extract some label information in the text shared by the users, and then generate the algorithm by making the label information connected through statistical learning method. When extracting label information, the algorithm generally pays attention to the importance of a part of label information in common knowledge. For example, focusing on keyword label indicates that the algorithm wants to recommend more relevant text to users, or focusing on the authoritative label indicates that the algorithm wants to recommend more classic text to users, etc. Different label information and models reflect different emphases of the algorithm. The analysis of the cited text usually use the graph model to represent the relationship between texts, and a large amount of text recommendation researches have adopted the method of extracting label value.

Gupta S et al. came up with a recommendation method based on the theme and the core idea of the text [11], in their method, the user had to provide a full text (including
title, abstract, text and reference) for extracting the core idea. Similarly, Tellez E S et al. introduced an independent framework to recommend the useful text [12], in which users also had to enter a full academic literature text to generate some different information, and then submitted it to the existing network information resources to realize the recommendation. Mäntylä M V et al. took the cited text abstract, introduction and conclusion to obtain better recommendation results [13], however, these methods not only actually increased the user's burden, but also could not be able to provide extra information on the basis of a section of the user's interested information in the real environment. Caruccio L et al. studied the problem of how to use references to recommend based on the user's query without an additional reference list [14], they designed a non-parametric probability model, and calculated the correlation between the two texts by using the reference information. There were some other studies focusing on improving the topic similarities of the cited texts. Huang S et al. found out that in the topic clustering of citation, using references could effectively avoid the "drifting" [15]. Harman D et al. had verified the different extraction methods of references, which would have an influence on the quality of information retrieval [16]. All of these researches are effective methods for text recommendation.

At the same time, there also have been some researches on the single role of a time series in the text. For example, the generation of timing [17], timing based clustering and classification [18], information retrieval for future [19], etc.

According to the above analysis, a large number of recommendation algorithms based on shared text have the problems of independence of label information of default text or simplification of calculation method. That is to say, the same method is used in the quantitative calculation of label. Such a label extraction method is not comprehensive in the expression of text content.

3. Time Series and Multi-Label Value

This chapter does a quantitative analysis of label value. Each access of the user is determined by a variety of label value. Therefore, the co-analysis of multi-label value denotes the relationship between the texts, which has benefit of finding the similar text to recommend to the user.

3.1. Defined Variable

We supposed \( u \) as an arbitrary user, and text set as \( X = \{x_1, x_2, \ldots, x_n\} \). The whole label value of \( X \) can be denoted by \( g(X) \),

\[
g(X) = \begin{pmatrix}
g_1(X) \\
g_2(X) \\
\vdots \\
g_m(X)
\end{pmatrix} = \begin{pmatrix}
g_1(x_1) & g_1(x_2) & \cdots & g_1(x_n) \\
g_2(x_1) & g_2(x_2) & \cdots & g_2(x_n) \\
\vdots & \vdots & \ddots & \vdots \\
g_m(x_1) & g_m(x_2) & \cdots & g_m(x_n)
\end{pmatrix}
\]

Here, there were a number of \( m \) of label values for each \( x_i \), label value of \( x_i \) \( g(x_i) \) should be \( g(x_i) = (g_1(x_i), g_2(x_i), \ldots, g_m(x_i)) \). If \( x_i \) cited a set of text \( x_c \), we would like to
mark this text set as \( x_i = \{ x_i^1, x_i^2, \cdots, x_i^l \} \), The whole label value of \( x_i \) can be denoted by \( g(x_i) \),

\[
g(x_i) = \begin{pmatrix} g_1(x_i) \\ g_2(x_i) \\ \vdots \\ g_m(x_i) \end{pmatrix} = \begin{pmatrix} g_1(x_i^1) & g_1(x_i^2) & \cdots & g_1(x_i^l) \\ g_2(x_i^1) & g_2(x_i^2) & \cdots & g_2(x_i^l) \\ \vdots & \vdots & \ddots & \vdots \\ g_m(x_i^1) & g_m(x_i^2) & \cdots & g_m(x_i^l) \end{pmatrix}
\]

As \( x_i \) cite this set of text \( x_0 = \{ x_0^1, x_0^2, \cdots, x_0^l \} \), the correlation coefficient of \( x_i \) and \( x_j \) should be,

\[
s(x_i, x_j) = \begin{pmatrix} s_1(x_i, x_j) \\ s_2(x_i, x_j) \\ \vdots \\ s_m(x_i, x_j) \end{pmatrix} = \begin{pmatrix} s_1(x_i^1, x_j^1) & s_1(x_i^2, x_j^2) & \cdots & s_1(x_i^l, x_j^l) \\ s_2(x_i^1, x_j^1) & s_2(x_i^2, x_j^2) & \cdots & s_2(x_i^l, x_j^l) \\ \vdots & \vdots & \ddots & \vdots \\ s_m(x_i^1, x_j^1) & s_m(x_i^2, x_j^2) & \cdots & s_m(x_i^l, x_j^l) \end{pmatrix}
\]

The first equation represents a set of importance relationships between \( x_i \) and \( x_j \), and the second equation represents the correlation coefficient which every text had referred by \( x_i \).

Figure 1 showed the basic frame structure of a text reference and the relevant parameters.

![Figure 1. Citation structure of text.](image)

Figure 1 includes the citation correlation, label value, a time series, the correlation coefficient between the text and their correlation diagram. As we can see from this figure, for the text \( x_i \) and \( x_j \), they have the same cited text \( x_i' \) or \( x_j' \), and we can estimate
the similarity of $x_i$ and $x_j$ according to the comparison of two correlation coefficients

$$
\begin{pmatrix}
  s_1(x_i, x'_i) \\
  s_2(x_i, x'_i) \\
  \vdots \\
  s_n(x_i, x'_i)
\end{pmatrix}
\text{ and }
\begin{pmatrix}
  s_1(x_j, x'_j) \\
  s_2(x_j, x'_j) \\
  \vdots \\
  s_n(x_j, x'_j)
\end{pmatrix}
$$

Among the variants defined in this paper, if the text $x_i$ is cited by $x_i$, which is also the text in set $X$, that means $x_i \subset X$. In this paper, we adopted these two different recording ways to make it easier to discuss the text, for example, the text $x'_i$ in the figure 2, it was not only cited by $x_i$, but also cited by $x_j$, so $x'_i$ could be marked as $x'_j$. The text $x'_i$ can be cited by $x'_j$ as well as $x_i$, $\{ x_i, x_j, x'_i, x'_j \}$ all came from the set of $X$.

3.2. Definition and Exposition of Time Series

The role of a time series in text recommendation is very important [20]. For text recommendation, there are two kinds of time, one is the published time of the text, the other is the user’s access date to the text. The text published time usually reflects the existence of the text; the access time reflects the need dateline of the user for text information. In this paper, the text denoted to be the published time. If the label information comes from text, the label is a kind of special word information. If the label information comes from other statistics information, the label is not word information. Therefore, label information cannot be a part of word.

Here, $t$ is used to represent the time parameter. For the time parameter $t$, there are several properties. First, as we have mentioned in chapter 1, all the texts $x_i$ are cited by $x_i$ arranged in chronological order of time $t$. Second, in view of the fact that text information is of timeliness, this paper makes a restriction on the publication time, which limits its minimum number of years. In this paper, we had to restrict the publication time of the text by limiting $t$ to the minimum year in view of the timeliness of text. There will be a difference between the publication time and the minimum number of years, the minimum year denoted the initial time, let the text of the initial time or before as 0, then for all the text after this time node could be: the time parameter $t = \text{publication time} - \text{the initial time}$. For instance, when $x_i$ is cited by $x_i$, the time parameter of text $x_i$ can be arranged from small to large. If there is time span between text $x_i^{t-1}$ and $x'_i$, the time span of these two texts is also retained. Third, we can use the limitation of the publication time to avoid the multiple citation, and to reduce the amount of calculation. For example, $x_i$ cites $x'_i$, and $x_i'$ cites the other texts, after many such citations, some published time of papers here are less than the minimum year, so we can discard them. In other word, there is no need to calculate the correlation coefficient between these discard texts with $x'_i$. If the text is sorted according to different time series, it may have an impact on the final classification result. However, this paper assumes that they are arranged according to the chronological order of natural years, forming a unified sorting order. This paper only discusses the correlation coefficients arranged according to this chronological order. Fourth, the correlation coefficient and label values are functions of time parameters, which are defined the similarity of the texts by using the difference. As for the definition and physical significance of difference
equations, the change would reflect on timeline, and we would be able to calculate the correlation coefficient of $x_i$ and $x_i$ with the difference equations. Fifth, for the texts in $x_i$, there may be a number of the same time value. To solve this problem, we can do a secondary arrangement according to the value of keywords, from large to small. Which means, when $t(x_i^j)-t(x_i^{j+1})=0$ and $t(x_i^j)=t(x_i^{j+1}) \neq 0$, the sequence of $x_i^{j+1}$ and $x_i^j$ can be arranged from large to small according to one of the element value in $g(x_i)$. Sixth, consideration of the timeliness of the text is necessary, text information would generally show a process of decay with the increase of time, for instance, the near-term text would be more important than the older ones.

Last but not the least, texts has a citation relationship, and the citation relationship had to take time as a prerequisite, that means, the near time text can cite the earlier text well but not on the contrary. Therefore, text citation should to be guaranteed with a strong time order.

### 3.3. Establish the Correlation Coefficient

Based on above definition, we discussed the value of correlation coefficient $s(x_i x_i')$ between $x_i$ and $x_i$. Assumed that the time series $t$ as all the cited text $x_i$, $t=\{0, 1, 2, \cdots , m\}$. That means, $t$ from 1 to $m$. When $t=0$, the corresponding text denoted the most distal one of $x_i$, on the contrary, when $t=m$, the corresponding text denoted the most proximal one of $x_i$. For the correlation coefficient, since it represents the relationship between $x_i$ and $x_i$, we can establish a connection between them. At a given time, the influence degree of $x_i'$ to $x_i$ is denoted as $\begin{pmatrix} g_1(x_i') \\ g_2(x_i') \\ \vdots \\ g_m(x_i') \end{pmatrix}$, $\begin{pmatrix} s_1(x_i x_i') \\ s_2(x_i x_i') \\ \vdots \\ s_m(x_i x_i') \end{pmatrix}$. Since the importance of text exhibits attenuation over time, and the whole process is discrete, therefore, the influence of $x_i$ on $x_i$ is $\begin{pmatrix} g_1(x_i) \\ g_2(x_i) \\ \vdots \\ g_m(x_i) \end{pmatrix}$, $\begin{pmatrix} s_1(x_i x_i) \\ s_2(x_i x_i) \\ \vdots \\ s_m(x_i x_i) \end{pmatrix}$. The connection between $x_i$ and $x_i$ is the superposition of the influence of $x_i$ on $x_i$ in the whole time $T=\{1, 2, \cdots , \tau\}$. Then, the correlation of $x_i$ and $x_i$ could be:

$$\begin{pmatrix} g_1(x_i) \\ g_2(x_i) \\ \vdots \\ g_m(x_i) \end{pmatrix} \begin{pmatrix} g_1(x_i') \\ g_2(x_i') \\ \vdots \\ g_m(x_i') \end{pmatrix} + \begin{pmatrix} s_1(x_i x_i) \\ s_2(x_i x_i) \\ \vdots \\ s_m(x_i x_i) \end{pmatrix} = 0 \quad (1)$$

Which can be converted to:
Each element in the equation set (2) is arranged in chronological order. We build a frame diagram of discrete system according to the equation set (2), which is shown in figure2.

\[
\begin{align*}
    g_1(x_i) - \sum_{j=1}^{l} g_j(x'_j) \cdot s_j(x,x'_j) &= 0 \\
    g_2(x_i) - \sum_{j=1}^{l} g_j(x'_j) \cdot s_j(x,x'_j) &= 0 \\
    \vdots \\
    g_m(x_i) - \sum_{j=1}^{l} g_j(x'_j) \cdot s_j(x,x'_j) &= 0
\end{align*}
\]  

(2)

Fig. 2. System chart of the correlation function.

It shows the whole situation of text association, which is composed of n simple subsystems connected in a loop way. If the final association between texts is regarded as a steady state, figure 2 shows the state diagram of the whole association state. From this graph, the correlation equation can be established, that is the state equation, and then get the correlation coefficient between different texts by solving the state equation.

As we can see in figure2, the equation set (2) can be described as difference equation set, it was actually a linear time-invariant system and a zero state response system. By solving the difference equation, we carried out all of the correlation coefficient of \(x\) and \({x'_1, x'_2, \ldots, x'_l}\). There were \(m \times l\) solutions of this equation set:

\[
\begin{pmatrix}
    s_1(x, x'_1) - D_1(1) \\
    s_1(x, x'_1) - D_1(2) \\
    \vdots \\
    s_1(x, x'_1) - D_1(l)
\end{pmatrix}
= \begin{pmatrix}
    a_{11} & a_{12} & \cdots & a_{1l} \\
    a_{11} & a_{12} & \cdots & a_{1l} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{11} & a_{12} & \cdots & a_{1l}
\end{pmatrix}
\begin{pmatrix}
    C_{11} \\
    C_{12} \\
    \vdots \\
    C_{1l}
\end{pmatrix}
\]  

(3)
Then we simplified the above function as:
\[
\begin{pmatrix}
    s_1(x_i) \\
    s_2(x_i) \\
    \vdots \\
    s_m(x_i)
\end{pmatrix}
= \begin{pmatrix}
    D_1 \\
    D_2 \\
    \vdots \\
    D_m
\end{pmatrix}
= \begin{pmatrix}
    V_1 \\
    V_2 \\
    \vdots \\
    V_m
\end{pmatrix}
\begin{pmatrix}
    C_1 \\
    C_2 \\
    \vdots \\
    C_m
\end{pmatrix}
\]

Related to the equation set (2), \(D = (D_1, D_2, \cdots, D_m)'\) could be able to denote as the solutions of \(s(x_i')\), and \(V = (V_1, V_2, \cdots, V_m)'\) denoted the characteristic root of each equation, and \(C = (C_1, C_2, \cdots, C_m)'\) denoted the coefficient of the characteristic root of each equation.

Here, the initial conditions of equation set (2) should be
\[
\begin{align*}
    g_1(x_i') \cdot s_1(x_i') &= 0 \\
    g_2(x_i') \cdot s_2(x_i') &= 0 \\
    \vdots \\
    g_m(x_i') \cdot s_m(x_i') &= 0
\end{align*}
\]

Therefore, the values of \(D, V\) and \(C\) can be carried out, and then the correlation coefficient \(s(x_i')\) was obtained.

In the same way, we could also get the correlation coefficient between \(x_j\) and \(x_i\), so that all the text \(X\) and their cited text can eventually be carried out as a value of correlation coefficient.

### 3.4. Comparison of Correlation Coefficient

If the user \(u\) wants to obtain a series of texts related to the \(x_i\), it is necessary to compare the correlation coefficient of the text that related to the \(x_i\). For example, in Figure 1, \(\{x_1', x_2', \cdots, x_l'\}\) are directly related to \(x_i\), and \(x_j\) is indirectly related to \(x_i\). Both the similarity of \(x_i\) and \(\{x_1', x_2', \cdots, x_l'\}\) and the similarity of \(x_i\) and \(x_j\), we had to compare their correlation coefficient. As the correlation coefficients are actually \(m\) vectors that composed with a set of label value, so we had to find out a method that was able to compare the vectors. We eventually came up with an improved cosine similarity to restrain the impact resulted from the \(m\) label value.
To obtain the similarity of \( x_i \) and \( x_j \), we adopted an improved cosine similarity formula as below:

\[
\text{sim}(s(x_i^{x_i}), s(x_j^{x_j})) = \frac{\left( s_1(x_i^{x_i}) \right)^{\rho_1} \left( s_2(x_i^{x_i}) \right) \cdot \ldots \cdot \left( s_m(x_i^{x_i}) \right)^{\rho_m} \left( s_1(x_j^{x_j}) \right) \cdot \ldots \cdot \left( s_m(x_j^{x_j}) \right)^{\rho_m}}{\sqrt{\left( s_1(x_i^{x_i}) \right)^2 + \left( s_2(x_i^{x_i}) \right)^2 + \ldots + \left( s_m(x_i^{x_i}) \right)^2} \cdot \sqrt{\left( s_1(x_j^{x_j}) \right)^2 + \left( s_2(x_j^{x_j}) \right)^2 + \ldots + \left( s_m(x_j^{x_j}) \right)^2}}
\]

(8)

Here, \( \{\alpha_1, \alpha_2, \ldots, \alpha_m\} \) was applied to subtly adjust \( s(x_i^{x_i}) \) and \( s(x_j^{x_j}) \) into a more adaptive similarity. Parameter \( \alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_m\} \) is an important role, it controlled the rate of the \( m \) label values in the whole recommendation process, which denoted the restraint degree of label value.

Through this method, we can obtained a series of similar texts related to \( x_i \), so we are able to offer the texts with high similarity to the user.

4. **Label Value**

For the research of text recommendation, there have been some relatively standard text libraries at home and abroad, we can compare different recommendation methods and system performance in the common text library. And we can also adjust the function parameters, allowing users more flexible access to the text label information [21].

4.1. **Selection of Label Value**

We have selected a part of texts from Web of Science† (WOS) to test our method in this paper. There were 31393 texts in the area of recommendation system according to the searching keywords “recommendation system” (RS). Web of Science is a product of Thomson Scientific in the United States, which is omnibus multi-disciplinary core journal citation index database and includes three famous citation databases (SCI, SSCI and A&HCI) and two major chemical information database (CCR&IC), as well as the three of SCIE, CPCI-S and CPCI-SSH Citation Database. In virtue of the recommendation method, the date from the search platform of ISI Web of Knowledge have been classified to five major kinds and 151 secondary classifications based on the subject category, and we have obtained an universal network file format (*.net) date set.

† http://isiknowledge.com/
to do the citation analysis by the analytical tool of Web of Science [22]. Thus, we could not only effectively reveal the relationship between the internal connection and the texts (which provides the intrinsic link of scientific research), but also could find out the opportune ones to recommend to the user through a multi-tier analytical approach with the help of the provided analytical tool.

The main contents of label value were shown below. We could capture lots of meaningful label value by searching the keyword “text mining” on the WOS.

As can be seen in the figure3, these contents, like the same keyword, similar keywords, author name, journal name, publication time, number of citations, other text references, etc. can be selected as label value. These label value were the key factors in the composition of the text that is needed for an appropriate extraction in text recommendation.

![Figure 3](image)

Fig. 3. Example of label value.

4.2. Classification of Label Value

For all of the text, we choose four kinds of label value as the valuable parameters and establish the weight for each type of label values. These four kinds of label value respectively named {keyword, the subject category, text authority, cited degree}, which could reflect the value of a text to the user as a four-dimensional vector. This paper considers the different needs of users, and the needs of users are comprehensive from the perspective of the paper data. Therefore, this article combines the type description method of statistical data to quantify the label information. The theoretical basis for the selection of the label content of the paper is that its selection method is based on statistical principles, and combined with the "statistical data type description" method to select the label.

(1) Keywords. It is the most important criteria for users to obtain the text, as well as the most important label in the method of text recommendation [23]. For the search of texts, the more detailed keywords are, the more accurate the results are. However, for
the text recommendation, less keywords may lead to a large number of irrelevant texts and an unstable accuracy at mean time, while too many keywords may result in missing some texts and a reduced recall rate. Therefore, the choice of the type and the number of keywords would have a direct impact on the text mining. In general, the role of secondary keywords is more important. We specified that there must be at least one keyword, whether it was a primary or secondary keyword, it must be presented in the title, summary, or keywords columns. In our work, we divided the keywords into three types according to the contents of the text: primary keywords, secondary keywords and non-keywords. As shown in Figure3, “text mining” was the main keyword, but for the first two texts in Figure3, “bi-text mining” and “discovery knowledge” are the secondary keywords. It is easy to see that there might be a completely different recommendation if we ignore the impact of secondary keywords. For example, although the keyword like “web mining” was totally different with the keyword “text mining”, they can express some similar meaning. We converted the keyword into numeric variable, which is generally covered by the title, abstract, author’s name, address and so on.

(2) Subject category. Since “WOS” has covered almost all the fields of discipline, the retrieved texts according to one certain keyword may belong to more than one subject category. For instance, if we use “text mining” as the keyword to search, besides of the computer science [24], the retrieved texts can be distributed in linguistics, psychology, Communication Sciences and the related subjects, and so on. What’s more, it could be divided into a subject which has little to do with “text mining”, like physics and neuroscience, if there is some blend of text mining related algorithm and the subject itself. So we need to label the subject of a text with three different types: original disciplines, related disciplines and other disciplines. Subject categories can be obtained directly from the publishing organization to which the text belongs, and it is easily distinguishable.

(3) Text authority. It is generally believed that there is a very important criterion to judge whether the authority of scientific research texts is in the level of publication of journals or conferences. There are many methods for the classification of publications at home and abroad. For the experimental data of text, we classified the texts in “WOS” into five kinds according to the authority of the texts, which is based on the commonly used classification methods of the academic journals in China, namely core A, core B, core C, regular D and the others.

(4) Cited time. The number of citations per text is easily available. The data of this parameter should be bigger. But if the difference between the two texts is small, the importance of these two texts is hard to determine. Moreover, the number of citations is also relative value, in which there is no uniform unit. For numerical variable, the date should be processed with the discrete way according to width and frequency or another settled method, as the cited times can be processed basing on the times rank 0, 1~10, 11~15 and >15. We could also use Gaussian distribution to set out a mean of the cited number, and then divided the cited degree according to the variance. However, we should mention that there was not enough theoretical foundation for this method. In this paper, we used the cited degree to distinguish the cited times, and divided the cited degree into four grades basing on the cited times: strong the citation intensity, medium citation intensity, week citation intensity and no citation intensity.
4.3. Classification of label value

As mentioned above, the label value of texts can be divided into four categories, but these four types of label information need to be converted to numerical data. This section discussed the assignment of the four categories of label value. As we have defined the label value \{keyword, subject category, text authority, citation degree\} as \{g_1(X), g_2(X), g_3(X), g_4(X)\}.

(1) Assignment of keywords. For the importance of keywords, we use tf-idf method to assign this label value. Using \(r_i\) to express the key word of \(x_i\), when the number of keywords is \(R\), the label value of the keyword is expressed as 
\[
g_1(X) = \sum_{i} \text{tf}(r_i) \times \text{idf}(r_i),
\]
and the label value of the keyword between 0 and 1. Here, we assume that there is only one primary keyword in the text. The purpose of this processing is to find the recommendable text in a wider scope.

(2) Assignment of subject category. For the subject category, in general, most texts have gotten a clear distinction. We could use the “rule of thumb”‡ to assign this parameter, which means, we could define the connection of two variables as the correlation strength. If the value of correlation strength equaled 0-0.05, it means non-correlation; if the value of correlation strength equaled 0.05-0.25, it means week correlation; if the value of correlation strength equaled 0.25-0.60, it means medium correlation; if the value of correlation strength equaled 0.6-1, it means strong correlation. According to the definition of the subject category, referring to the thumb rule, the text is related to the subject, the intensity of which is as follows: the original disciplines = 0.60; the related disciplines = 0.25; and other disciplines = 0.05. Under a special circumstance, some texts will appear in two or even three categories in the same time, then we should accumulate all of the related categories strength.

(3) Assignment of authority parameter. There was long-hold dogma that the definition of authoritative parameters had a strict standard and with no ambiguity. Therefore, we had directly assigned it with accurate numerical data. We also use the thumb rule to do the assignment. Based on the connection of the text and its authority of affiliated institutions, the correlation strength should be assigned as, core A = 1, core B = 0.65, core C = 0.25, general D = 0.05 and other = 0. What needs to be considered is that the authority of the text would change over time, that means, for two texts \(x_i\) and \(x_{i+1}\), even though they had the same authority parameters, when the published time of \(x_i\) was earlier than \(x_{i+1}\), then generally came to a authority value comparison as \(x_i \geq x_{i+1}\). Here, let the original authority parameter \(x_i\) to be \(\tilde{\mu}_i\), after adjusting the time parameter, its authoritative value should be 
\[
g_3(X) = \tilde{g}_3(X) \cdot t(X), \text{ here } t(X) = t/(t+1).
\]

(4) Assignment of cited time. The four levels of citations can also correspond to the strength of the four categories of thumb rules. Assuming that the four levels of texts are denoted as \{\Pi_1, \Pi_2, \Pi_3, \Pi_4\}, they denoted respectively the \{strong citation intensity, medium citation intensity, week citation intensity and non-citation intensity\}. After disposing the grade of \(\Pi_4\), the correlation coefficient of three remaining categories can be adjusted according to their mutual citation intensity. Specifically, according to the law of the famous economics budget allocation, namely the law of 60:30:10, we could

distribute the correlation strength according to this law and then adjust the citation

correlation strength basing on the citation condition. The number of the strong
correlation text accounts for 10% of the total number, and the number of the medium
correlation text accounts for about 30% of the total number, and the number of the weak
correlation text is 60%.

The citation intensity is adjusted as follows: when P1 refers to P2, P2 is adjusted to a
strong citation intensity from the medium citation intensity, when P1 refers to P3, P3 is
adjusted by the weak citation intensity to the medium citation intensity; when P2 refers
to P3, then the weak correlation strength value of P3, then the weak correlation strength
value of P3 is multiplied by P2. In this way, the citation intensity is assigned according
to this law, and then the existing citation intensity is adjusted and assigned according to
the citation situation of the text.

5. Experiment

In this chapter, we first calculate the correlation coefficient of the text through the
experiment, and then analyze the influence of our methods on the text recommendation.
At last, we compare the difference between our method and other methods in text
recommendation. Here, the method in this paper is abbreviated as TSLI method.

5.1. Data Pre-Processing

Firstly, basing on the introduction in section 4.3, we use the tf-idf method to obtain the
similarity of similar keywords. To save the calculation time, tf(r) should be limited to
the extraction of titles and abstracts for each text x, at the same time, we obtained the
value of keywords R = 4. The value of each R would be discussed in the next section.
Moreover, we should calculate the values of g1(X), g2(X), g3(X) with the method
mentioned in section 4.3. Among the more than 30 thousands selected texts, there was a
total of 26993 ones with no correlation, and these texts would not be considered in the
TSLI method. For the rest texts, after being arranged in the descending order of citation
degree, the rest qualified texts could be divided into strong, medium and weak
correlation according to the 60:30:10 rules and their citation degrees were shown in
figure 4.

As shown in figure 4, the degree of the correlation has been subject to a long tailed
distribution, which indicted that some week correlation texts might also meet the
preferences of users, so it was necessary to take these three kinds of correlation degrees
into consideration all time. Therefore, we carried out the label values of more than 4
thousands texts to obtain the value they have brought to the user through the correlation
analysis. Basing on the above condition, we randomly selected a text x, and we obtained
the label value of its 31 cited text’s original value and normalization value. The result of
this experiment is shown in figure 5. This figure is the set of four kinds of label value of
\{g1(X), g2(X), g3(X), g4(X)\}. Figure 6 showed the label value of X. As all the four
vectors \{g1(X), g2(X), g3(X), g4(X)\} have different metrics and units, and that would
always lead to an impact on the results of data analysis. In order to eliminate the
dimensional effect between the indexes, it is necessary to standardize the data and make

![Fig. 4. The citation times of the three kinds of efficient citation degree](image)

the comparability between the data indexes. After the original label information being
standardized by the data, the indexes are in the same order of magnitude, so that the
whole citation network can be operated and compared comprehensively.

In this paper, we used the Z-score standardization method. We have given the mean
and standard deviation of the original data, and carried out the standardization of the
data.

The processed data are in accordance with the standard normal distribution, with
mean $\mu = 0$ and variance $\sigma = 1$. The transformation function is:

$$
g'(x) = \frac{g(x) - \mu(x)}{\sigma(x)}
$$

$\mu$ is the sample mean, $\sigma$ is the sample standard deviation. The converted $x_i$ is shown in
figure 6.

![Fig. 5. The label value of text $x_i$](image)
The reason why we had used the Z-score instead of using other standard methods is that the standardized data were subject to the standard normal distribution, after using this method for normalization, the vast majority of samples would be concentrated near to the average, which was conducive to the selection of samples. So with the same method, we could also select the text $x_j$ referred by $x_i$. In our experiment, we selected out 16 qualified texts from the whole cited texts of $x_j$, these 16 texts contained some texts in $x_i$ at the same time. The label value of $x_j$ is shown in figure 7.

In this way, we finally found out all of the correlation coefficients between the text and its references. After we obtaining the values of $g(x_i)$ and $g(x_j)$, we could subsequently calculate the values of $s(x_i,x_i)$ and $s(x_j,x_j)$ according to the formulas (6) and (8).

5.2. Calculation of Similarity

We have discussed the method of obtaining correlation coefficient above, but there should be uncertain parameters also needed to be discussed, which included the number of the keywords $R$, the constraint parameter of label value $\alpha$ and the number of the recommendable texts $k$.

First, consider the case where the number of keywords $R$ and the parameter $\alpha$ affect each of the importance coefficients. The influence of the keyword is more important than other factors in the text recommendation method, which can be seen from most of the pretreatment process. In this paper, we had defined the influence degree of those four types of label value $\{g_1(X), g_2(X), g_3(X), g_4(X)\}$ as $[\alpha_1, \alpha_2, \alpha_3, \alpha_4]$, which was exactly the parameter $\alpha$ in formula (8), and with $\alpha_1 > \max \{\alpha_2, \alpha_3, \alpha_4\}$. Besides of the $\alpha_1$, we unified the constraint parameters of the other three parameter as $\alpha_2 = \alpha_3 = \alpha_4$, and then we converted $\{\alpha_1 g_1(X), \alpha_2 g_2(X), \alpha_3 g_3(X), \alpha_4 g_4(X)\}$ into$\{\alpha_1 g_1(X), \alpha_2 g_2(X), \alpha_2 g_3(X), \alpha_2 g_4(X)\}$ and assuming $\alpha_1 + \alpha_2 = 1$. This assumption is to highlight the key words in the label value of the significant position, which is also in accordance with the existing traditional recommend- ation method. In addition, as for the influence of
keywords, the number of keyword $R$ is also a non-negligible parameter, it would directly affect the assignment of keywords.

Next, we compared the correlation coefficient of $x_i$ and its references $x'_i$ with the correlation coefficient of $x_j$ and its references $x_j$. Then we were able to determine the value of $R$ and $\alpha$ based on the cosine similarity calculated with formula (8). We respectively valued $(\alpha_1, \alpha_2)$ as {(0.9, 0.1), (0.8, 0.2), (0.7, 0.3), (0.6, 0.4)}, $R$ as {2, 3, 4, 5, 6} to do the test and obtain the similarity value, the results were shown in figure 8. The value of $(\alpha_1, \alpha_2)$ is {(0.9, 0.1), (0.8, 0.2), (0.7, 0.3), (0.6, 0.4)}, and the value of $R$ is {2, 3, 4, 5, 6}, which is the empirical value to verify the validity of the experiment. Considering that the values of $(\alpha_1, \alpha_2)$ and $R$ have been defined in the theory of the previous chapter, only these three parameters need to be taken as the values in the paper.

Figure 8 showed the effects of the different parameters $(\alpha_1, \alpha_2)$ and $R$ on the similarity value. When $R=2$ and $R=5$, for any value of $(\alpha_1, \alpha_2)$, the sim value seemed more decentralized than the other three distribution results. When $(\alpha_1, \alpha_2)$ are valued as (0.9, 0.1) and (0.8, 0.2), their sim values also appeared decentralized, which indicated that both of the $R=2$ and $R=5$ were not the high discernible parameter in determining the recommendable text. As for $R=7$, the change of standard deviation became fairly obvious corresponding to the different value of $(\alpha_1, \alpha_2)$. These results manifested that once the value of $(\alpha_1, \alpha_2)$ or $R$ do not completely adapt to certain types of samples, the recommendation method would be very unstable. As shown in the figure, when $R=4$, no matter what the value of $(\alpha_1, \alpha_2)$ was, the cosine similarity value has changed significantly, moreover, the change of standard deviation was still obvious when compared with other values of $R$. When $(\alpha_1, \alpha_2)=(0.6, 0.4)$, which showed that the obtained cosine similarity values were concentrated, all of the standard deviation of different $R$ value could be differentiated obviously. Therefore, in this paper we valued $(\alpha_1, \alpha_2, R)$ as (0.6, 0.4, 4) to do the recommendation.

The similarity measure in text recommendation refers to calculating the similarity between texts. The larger the similarity value, the smaller the difference of text. There are many methods to calculate the similarity, cosine similarity is a mature method. For many different texts to calculate the similarity between them, a good way is to map the
labels in these texts to the vector space, form the mapping relationship between the labels and the vector data, and judge the similarity of the text by calculating the difference value of one or more different vectors.

Fig. 8. The influence of different (α1, α2) and Ron the sim value.

5.3. Comparison of Methods

In order to verify the correlation between the recommended texts, we compared our method with other five text recommendation methods. Firstly, we defined:

\[
\text{Precision} : P@k = \frac{R_c @ k}{R_T} \times 100\%
\]

\[
\text{Recall} : R@k = \frac{R_c @ k}{k_T} \times 100\%
\]

\[
\text{F-measure} : F1@k = \frac{P@k \times R@k \times 2}{P@k + R@k} \times 100\%.
\]

Here, \(R_c\) is the number of recommendable texts, \(R_T\) is the total number of texts obtained by the user, \(k_T\) is the number of recommended texts.

The KMR [25] method is a keyword matching method that can only recommend articles with similar keywords to users by comparing the keywords of different articles.

The SoREC [26] method uses the shared user feature space to combine the social relations with the score information. By combining the two pieces of information, the SoREC identifies the users who are similar in the score and have social relations to make recommendations.

The SARSP [27] method divides users with similar interests into one class, and then the users in this class recommend each other.
The ItemKNN [28] method is to use the item's content / attributes as a vector to find a similar relationship between the users to realize the recommendation process.

All this adds up to a true that our method got the most significant advantages. As mentioned before we defined the parameters as: $\alpha_1=0.6, \alpha_2=0.4, R=4$. The result is shown in figure 9, there were 5-50 texts in this experiment, our TSLI method has showed a better precision rate and recall rate than other methods. At mean time, for the average precision rate and average recall rate, there are respectively an improvement of 8.63% and 5.25%, moreover, their maximum appreciation have come to 12.76% and 7.25%. These results indicated that TSLI was able to carry out a better recommendation result for different number of texts.

![Fig. 9. Comparison of accuracy rate, recall rate and F1 value for different quantity of text.](image)

6. Conclusion

The correlation analysis of these similarity texts has become one of the main ideal of the text recommendation to meet the needs of different users. When the user has captured a certain text of his interest, he would like to get a series of similar texts related to it rather than searching for a large number of texts. We always capture the content of the text information basing on a number of label values, such as the research area, keywords, cited time, etc.

However, these data are very abstract, it is not easy for users to obtain the text they want through this information, and the user needs the text of its label information to be no overlap.

Basing on the information mentioned above, to model the recommendation process better and to reveal the potential influences of the text correlation on the result of the recommendation, this paper analyzed the similarity between texts and elaborated the recommendation processes from three aspects. (1) Defined and classified the label value of text. Each type of label information is introduced into the timing relationship and assigned. (2) Using the difference method to arrange the label value of a text $x_i$ and its cited text in a chronological order, then a set of correlation coefficients is formed for the text $x_i$ and the label information for each text is cited by $x_i$. (3) After setting the parameters of correlation coefficient, the consistent text was recommendable to the user basing on the comparison of the citation relationship of the text. Our experimental have effectively testified the quality of the recommended text by our reliable method.
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