Enhanced Image Preprocessing Method for an Autonomous Vehicle Agent System
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Abstract. Excessive training time is a major issue faced when training autonomous vehicle agents with neural networks by using images as input. This paper proposes a deep time-economical Q network (DQN) input image preprocessing method to train an autonomous vehicle agent in a virtual environment. The environmental information is extracted from the virtual environment. A top-view image of the entire environment is then redrawn according to the environmental information. During training of the DQN model, the top-view image is cropped to place the vehicle agent at the center of the cropped image. The current frame top-view image is combined with the images from the previous two training iterations. The DQN model uses this combined image as input. The experimental results indicate higher performance and shorter training time for the DQN model trained with the preprocessed images compared with that trained without preprocessing.
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1. Introduction

Recently, for predicting traffic and training novice drivers, transportation simulation systems have been utilized. It is necessary for such systems to be designed with as much similarity to the real world as possible. For example, autonomous driving vehicle simulations, which can advance research in automotive safety, require highly realistic transportation simulation systems.

Recently, human-driven agent systems have been issued for automatic systems. Most approaches for learning autonomous driving with neural networks use images as input. Neural networks are excellent image classifier algorithms, that perform well when large amounts of data are provided. Reinforcement learning [1] and supervised learning [2] utilize image input for model training.

Deshpande proposed a deep reinforcement learning approach to train autonomous driving vehicles [1]. This approach utilizes environment images, agent speeds, distances to road centers and angles of the heading vectors with respect to direction of the road as the network inputs. To reduce the redundant features that don’t affect decision-making of network and make the training converge faster, image preprocessing is necessary.

To reduce the training time and achieve a higher performance training result, this paper proposes a method to preprocess input images for training an autonomous driving vehicle agent with a deep Q network (DQN). In the proposed method, all the information about the roads and junctions that are related to driving a vehicle agent in a virtual environment are first extracted and recorded in an environment information file. A whole top-view image of the virtual environment is redrawn and the vehicle agent is added to this image. This top-view image is then cropped according to the vehicle agent’s surrounding environment and utilized to create an input image sequence for training the DQN. The outputs of the DQN are steering and acceleration, which are utilized for the control of the vehicle agent in the virtual environment. The virtual environment returns a reward for training the DQN model in each iteration.

In the following, Section 2 relevant previous studies are discussed. Section 3 presents the main concepts of the image preprocessing for the DQN. Section 4 describes the detailed implementation of the proposed method and the experimental results. Finally, Section 5 concludes the study and discusses future works.

2. Related work

2.1. Imitation learning

Behavioral cloning (BC) is the most common approach to imitation learning. The objective of BC is to learn the relationship between states and optimal behaviors as a supervised learning problem [4–6]. A convolutional neural network (CNN) is frequently used for BC. A CNN learns features automatically from demonstrations given a suitable dataset. Bojarski [2] introduced a system of self-driving cars using a CNN that automatically learns the internal features of input images that it never explicitly trains itself to detect. However, it requires a large dataset for training to guarantee that most states that may occur are covered.
Because of environmental restrictions in real environments, end-to-end control cannot be trained to handle all situations. A virtual simulation environment [17] has been used for training to overcome this problem. In this approach, a virtual environment similar to the real environment is constructed for the virtual simulation. Captured images and the control signals of a vehicle agent are collected. A CNN is trained based on the collected images and control signals, and then used to control a vehicle in the real environment.

2.2. Reinforcement learning

Reinforcement learning algorithms allow agents to learn how to behave differently in different situations. Its aim is to establish a policy that considers the situation and select actions that maximize a reward[7]. Reinforcement learning has been successfully applied to many different tasks such as playing relatively simple Atari games, mastering the relatively more complex game of Go, and controlling robots in real environments.

Inverse reinforcement learning is the most successful imitation learning approach [8,9]. This approach assumes that the behaviors that learners desire to imitate are generated by experts. This approach attempts to estimate a reward function to explain the behaviors of experts [14]. However, obtaining the reward function of inverse reinforcement learning is slow in terms of convergence speed.

A reinforcement learning based driving policy for autonomous road vehicles was proposed in [17]. The DQN is trained to control a vehicle by changing its heading, acceleration, and deceleration. The input of this DQN is a vector that is constructed from vehicle sensors and includes the longitudinal velocity and vehicle position in the lane. However, a virtual environment can occasionally be too complex to extract features for a network.

3. DQN-input image preprocessing approach

In this section, the proposed preprocessing method is described. Section 3.1 gives an overview of the proposed framework. Sections 3.2 and 3.3, describe how to extract the environmental information from a virtual environment and how to redraw the top-view image of the whole environment, respectively. Section 3.4 provides details on how the top-view image is cropped around a vehicle agent in the whole top-view image. Finally, the DQN model structure is described in Section 3.5.

3.1. Overview

The main process of the proposed method is shown in Fig. 1. During the environment information extraction phase, all information about roads and junctions related to a vehicle agent in a virtual environment are collected and written to an environment information file. Subsequently, during the environment redrawing phase, the information in this file is utilized to redraw the whole top-view image of the virtual environment using straight lines and arcs. The location and direction of the vehicle
agent in the virtual environment is added to the whole top-view image. During the top-view image cropping phase, the top-view image is cropped to place the vehicle agent in the center of the cropped image. In each training iteration, the cropped top-view image is utilized as an input to the DQN. The outputs of the DQN are the steering and acceleration of the vehicle agent. These two values are used to control the vehicle agent in the virtual environment, and the virtual environment returns a reward according to the status of the vehicle agent. The DQN model undergoes training in each iteration.

Fig. 1. Processes of the proposed method

3.2. Environmental information extraction

In a virtual environment, diverse types of information exist. The information on the roads and junctions are important for driving a vehicle agent. Roads and junctions comprise the map that cars should drive. One road can be connected to other roads or junctions, and one junction can be connected to multiple roads. All link information exists in the virtual environment. Therefore, these two types of information should be extracted.
Fig. 2. Example of a 3D road

In this paper, the \(i\)-th three-dimensional (3D) road \(R_i\) is described using four elements \([i, L_i, T_i, N_i]\), defined as follows: the road ID \(i\), link information \(L_i\), road type \(T_i\), and lanes \(N_i\). The link information \(L_i\) is expressed as \([L_{i,\text{SR}}, L_{i,\text{PR}}, L_{i,\text{SJ}}, L_{i,\text{PJ}}]\), which consists of the successor road ID \(L_{i,\text{SR}}\), predecessor road ID \(L_{i,\text{PR}}\), successor junction ID \(L_{i,\text{SJ}}\) and predecessor junction ID \(L_{i,\text{PJ}}\). The road type is either straight, corner or merging. The lanes \(N_i\) consists of a set of lanes, \([N_{i,1}, N_{i,2}, ..., N_{i,n}, ...]\), where \(n\) describes the order of the lanes. A lane \(N_{i,n}\) is denoted by \([S_{i,n}, E_{i,n}]\). Therefore, each lane contains two elements: start point \(S_{i,n} = (x_{i,n}, y_{i,n}, z_{i,n})\) and end point \(E_{i,n} = (x_{i,n}, y_{i,n}, z_{i,n})\).

Fig. 2 shows an example of a 3D road. Road \(R_{40}\), which is indicated by the yellow area is described by \(R_{40}=[40, L_{40}, \text{straight}, N_{40}]\), where \(L_{40}=[-1, 14, 3, -1]\), \(N_{40}=[N_{40,1}, N_{40,2}]\), \(N_{40,1} = [(256.23, 0, 269.05), (256.25, 0, 297.77)]\), and \(N_{40,2} = [(259.92, 0, 269.05), (256.25, 0, 297.77)]\).
The $i$-th 3D junction $J_i$ is expressed as $[i, C_i]$, where each 3D junction contains two elements: junction ID $i$, and connections $C_i$. Connections $C_i$ is a set of connections $[C_i^1, C_i^2, ..., C_i^c,...]$, where $c$ denotes the order of connections, and lane $C_i^c$ is $[F_i^c, G_i^c]$. Therefore, each connection contains two elements: the from-road ID $F_i^c$ and the to-road ID $G_i^c$.

Fig. 3. shows an example of a 3D junction. Junction $J_3$, which is indicated by the yellow area, is described by $J_3=[3, C_3]$ where $C_3=[C_3^1, C_3^2, C_3^3, C_3^4, C_3^5, C_3^6]=[40, 4168, 40, 70, 159, 73, 159, 41, 72, 158, 72, 41]$. 

Fig. 3. Example of a 3D junction.
3.3. Redrawing of the top-view image of the whole environment

After extracting all the information regarding the roads and junctions in a virtual environment, a top-view image of the whole environment is redrawn. First, as shown in Fig. 4, image width $W$ and image height $H$ are determined. According to the size of the whole environment, one pixel corresponds to a unit length $\alpha$ in the environment. There are three axes $X$, $Y$, and $Z$ in the virtual environment. To redraw a top-view image, the $Y$ axis is ignored, the image width $W$ is the size of the environment along the $Z$ axis, and the image height $H$ is the size along the $X$ axis. By considering all the start points and end points of all road information, the minima and maxima, $x_{\text{min}}=\text{Min}(x_i^n)$, $x_{\text{max}}=\text{Max}(x_i^n)$, $z_{\text{min}}=\text{Min}(z_i^n)$, and $z_{\text{max}}=\text{Max}(z_i^n)$ are extracted. To prevent cropping errors, the corresponding image edge is extended by a number of pixels $\beta$. Therefore, image width $W = \frac{(z_{\text{max}}-z_{\text{min}})}{\alpha} + 2\beta \frac{\alpha}{\alpha}$ and image height $H = \frac{(x_{\text{max}}-x_{\text{min}})}{\alpha} + 2\beta \frac{\alpha}{\alpha}$. To redraw the image, start points $S_i^n=(x_i^n, y_i^n, z_i^n)$ and end points $E_i^n=(x_i^n, y_i^n, z_i^n)$

After converting all locations of the start points and end points of all lanes to pixel coordinates, the top-view image of whole environment is redrawn. First, as shown in Fig. 5, a straight road is represented by a straight line between the start point $S_i^n$ and the end point $E_i^n$ of each lane (red and blue points are only for explanation). A corner road is then represented by drawing an arc between the start point $S_i^n$ and end point $E_i^n$ of each lane.
Subsequently, as shown in Fig. 6, adjacent roads are connected by drawing straight lines between their end points $E_i^n$ and start points $S_i^n$.

Next, as shown in Fig. 7, the straight connection in junction $J_i$ is connected by straight lines. The turning connections in the junction are drawn using arcs to connect end points $E_{E_i}^n$ and start points $S_{E_i}^n$. 
After the top-view image of the whole environment has been drawn, vehicle agent $v$ also needs to be added to the image as shown in Fig. 8. The vehicle agent coordinates on the x-axis $x_v$, and the vehicle agent coordinates on the z-axis $z_v$, as well as direction $D_v$, are collected for each frame. Therefore, the vehicle agent’s pixel coordinate $w_v$ and $h_v$ are $(z_v - z_{\text{min}}) \times \frac{1}{\alpha} + \beta$ and $(x_v - x_{\text{min}}) \times \frac{1}{\alpha} + \beta$, respectively. Finally, as shown in Fig. 8, the vehicle agent is located at pixel $(w_v, h_v)$ and rotated to the direction $D_v$ in the top-view image of the whole environment.
3.4. **Top-view image cropping**

To train a DQN model, a vehicle agent only needs to consider the surrounding environments. Therefore, the top-view image of whole environment needs to be cropped to a small area centered on the location of the vehicle agent as shown in Fig. 9. To further reduce the number of features in the top-view image, the vehicle agent should always face in one direction.

![Diagram of top-view image cropping](image)

**Fig. 9.** Top-view image cropping process

To prevent rotation error, a two-step cropping approach is proposed. In the first crop, the width $W_1$ and height $H_1$ of the first crop are larger than the width $W_2$ and height $H_2$ of the second crop.

The signed angle $\theta$ between direction $D_v$ of vehicle agent $v$ and a fixed direction $D_0$ is utilized to rotate the top-view image after the first crop. When rotating, the resolution of the image should remain the same. The final cropped top-view image is utilized as the DQN input for each frame.

A single frame of a cropped top-view cannot contain information about the vehicle agent’s speed. The cropped top-view image is converted to grayscale and stacked with the previous two frame images which have also been converted to grayscale. Fig. 10
shows a three frames top-view image. The time interval between the adjacent frames should be kept fixed.

![Image](image.png)

**Fig. 10.** Top-view image of three stacked adjacent frames

### 3.5. DQN architecture with DQN-input images

The structure of a DQN is shown in Fig. 11. The DQN-input image is a 240×240 top-view image and the outputs are steering and acceleration values. Steering values range from -1 to 1, in steps of 0.1. Acceleration values range from -1 to 1 in steps of 0.2. This network utilizes categorical cross entropy as the loss function. The details of the parameters of each layer are listed in Table 1.

![Diagram](diagram.png)

**Fig. 11.** DQN architecture
Table 1. Parameters of the layers of a DQN

<table>
<thead>
<tr>
<th>Convolution Layer</th>
<th>Filters</th>
<th>Kernel Size</th>
<th>Stride</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv1</td>
<td>24</td>
<td>5×5</td>
<td>2×2</td>
</tr>
<tr>
<td>Conv2</td>
<td>36</td>
<td>5×5</td>
<td>2×2</td>
</tr>
<tr>
<td>Conv3</td>
<td>48</td>
<td>5×5</td>
<td>2×2</td>
</tr>
<tr>
<td>Conv4</td>
<td>64</td>
<td>3×3</td>
<td>1×1</td>
</tr>
<tr>
<td>Conv5</td>
<td>64</td>
<td>2×2</td>
<td>1×1</td>
</tr>
<tr>
<td>Fully-connected Layer</td>
<td>Neurons</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC1</td>
<td>36,864</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC2</td>
<td>128</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The function used to calculate the DQN training reward is

\[ R(V_t, \theta_t, D_t) = V_t \times (\cos(\theta_t) - \sin(\theta_t)) \frac{|D_t - D_0|}{D_0} \]  

(1)

where \(V_t\) is the vehicle agent’s speed along the road direction, \(\theta_t\) is the angle between the heading of the vehicle agent and the direction of the road, \(D_t\) is the distance from the road’s left edge to the vehicle agent’s center, and \(D_0\) is the half of the road width.

As the number of training iterations increases, exploratory rate \(\varepsilon_t\) is decreased by

\[ \varepsilon_t = \text{Max}(\varepsilon_i) \frac{t \times (\text{Max}(\varepsilon_i) - \text{Min}(\varepsilon_i))}{T} \]  

(2)

where \(\text{Max}(\varepsilon_i)\) is the maximum of \(\varepsilon\), and \(\text{Min}(\varepsilon_i)\) is the minimum of \(\varepsilon\). In addition, \(T\) is the total number of frames that the vehicle agent has trained and \(t\) is current frame.

4. Experiments

In this section, the experimental results are described. Section 4.1 introduces the experimental goal and environment. Section 4.2 presents the results of the top-view image of the whole environment. Section 4.3 presents the samples of a cropped top-view image, and Section 4.4 presents the vehicle agent obtained using a DQN.

4.1. Experimental goal and environment

The experimental goal is to train a DQN model to control a vehicle agent in a virtual environment. To evaluate the proposed method, the results obtained using the preprocessed three-frame top-view image are compared with the results obtained using captured top-view image generated by the simulator without any preprocessing and a preprocessed single-frame top-view image. The rewards of each DQN trained with one of the three types of DQN inputs were calculated, and the number of successfully reached destinations of a vehicle agent controlled by each trained DQN was analyzed.
To train the DQN model, 300,000 frames were used. The maximum exploratory rate was 0.3 and the minimum exploratory rate was 0.01. The replay memory stored the most recent 5000 frames of data. For every frame, the batch size for the DQN was 32.

The performance of the proposed method was verified on a desktop computer with an i7-7740X 4.30GHz CPU, an NVIDIA GeForce GTX 1080 graphics card, and a 16.0GB DDR4 RAM. The virtual environment simulator shown in Fig.12 runs on Unity3D.

![Virtual environment simulator](image)

*Fig. 12. Virtual environment simulator used for the experiment*

### 4.2. Results of the top-view image redrawing

In the experiment environment, there were eight junctions and a total of 162 roads: 140 straight, 7 corner, and 15 merging roads. The captured top-view image is shown in Fig. 13, and Fig. 14 shows the final redrawn top-view image of the whole environment.
In the redrawn image, the white lines represent road lanes and the arrows on the lines indicate the direction of the lanes. The areas with white crossing lines are the junctions which contain many road connections. In contrast to the captured top-view image in Fig. 13, information that is clearly not related to training a vehicle agent DQN model has been removed from the redrawn top-view image of the whole environment.
4.3. Results of top-view image cropping

Captured top-view image samples, single-frame top-view image samples, and three-frame top-view samples are shown in Figs. 15, 16, and 17, respectively. The left panels in these figures show the vehicle agent driving on a straight road. The middle panels show the vehicle agent turning right at a corner, and the right panels show the vehicle agent turning right at a junction.

![Fig. 15. Captured top-view image samples](image1)

![Fig. 16. Single-frame top-view image samples](image2)

![Fig. 17. Three-frame top-view image samples](image3)
4.4. Result of training using a DQN

Three DQN models were trained with 300,000 frames of captured images, single-frame images, or three-frame images. The mean rewards of the three DQN models after 10,000 frames were processed are shown in Table 2. The mean reward of the DQN model trained with the proposed three-frame images was 221.3% higher than that of the DQN model trained with the captured top-view images.

<table>
<thead>
<tr>
<th>Input image type</th>
<th>Mean reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Captured</td>
<td>1.6244</td>
</tr>
<tr>
<td>Single frame</td>
<td>4.1360</td>
</tr>
<tr>
<td>Three frames</td>
<td>5.2193</td>
</tr>
</tbody>
</table>

To evaluate the performance of the DQN models trained with the three types of input images, experiments were carried out on the same map. Each DQN model was used to control a vehicle agent to a destination 100 times, and the number of successfully reached destination is listed in Table 3. These results show that the DQN model trained with the proposed three-frame top-view images has a success rate that is 712.5% higher than that of the DQN model trained with the captured top-view images.

<table>
<thead>
<tr>
<th>Input image type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw</td>
<td>8</td>
</tr>
<tr>
<td>Single frame</td>
<td>49</td>
</tr>
<tr>
<td>Three frames</td>
<td>65</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper proposed an image preprocessing method for DQN image inputs to train an autonomous vehicle agent in a virtual environment. In this method, the information of the roads and junctions related to a vehicle agent in a virtual environment is extracted and recorded in a file. Using this information, the size of the top-view images is determined. In the top-view image, roads and junctions are drawn as straight lines and arcs. The virtual environment obtained vehicle agent locations and directions for every frame. The top-view image is then cropped so that the vehicle agent is in the center of the cropped image. The outputs of the DQN are steering and acceleration values, which can be utilized to control the vehicle agent in the virtual environment.

In the experiment, after the DQN was trained for 300,000 frames, the mean training reward of the DQN model with the proposed top-view images reached 5.2193. The number of successful navigations using the DQN model trained with the proposed top-view images was 712.5% higher than that obtained by the DQN model trained with the captured top-view images. These results show that the proposed DQN input image preprocessing method can substantially improve the performance of the DQN model.
In future work, we will explore more applications of the proposed image preprocessing method. Further, we will test the model using other neural networks that use image as input.
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