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Abstract. Hubness is a recently described aspect of the curse of dimen-
sionality inherent to nearest-neighbor methods. This paper describes a
new approach for exploiting the hubness phenomenon in k-nearest neigh-
bor classification. We argue that some of the neighbor occurrences carry
more information than others, by the virtue of being less frequent events.
This observation is related to the hubness phenomenon and we explore
how it affects high-dimensional k-nearest neighbor classification. We pro-
pose a new algorithm, Hubness Information k-Nearest Neighbor (HIKNN),
which introduces the k-occurrence informativeness into the hubness-aware
k-nearest neighbor voting framework. The algorithm successfully over-
comes some of the issues with the previous hubness-aware approaches,
which is shown by performing an extensive evaluation on several types of
high-dimensional data.

1. Introduction

Supervised learning (classification) is one of the most fundamental machine
learning tasks, often encountered in various practical applications. It involves
assigning a label to a new piece of input data, where the label is one out of
several predefined categories. Many algorithmic approaches to performing au-
tomatic classification have been explored in the past. This includes, among oth-
ers, Bayesian learning methods, support vector machines (SVM), decision trees
and nearest neighbor methods [1].

The k-nearest neighbor algorithm is one of the simplest pattern classifica-
tion algorithms. It is based on a notion that instances which are judged to be
similar in the feature space often share common properties in other attributes,
one of them being the instance label itself. The basic algorithm was first pro-
posed in [2]. The label of a new instance is determined by a majority vote of its
k-nearest neighbors (ENN) from the training set. This simple rule has some sur-
prising properties which go in its favor. For instance, when there is no overlap
between the classes, 1-nearest neighbor is asymptotically optimal [3] [4]. As for
the KNN rule, it has been shown to be universally consistent under some strong
assumptions, namely k£ — oo and k/n — 0 [5] [6].
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Let D = (z1,v1), (z2,y2), .-(Tn, yn) be the data set, where each x; € R?. The
x; are feature vectors which reside in some high-dimensional Euclidean space,
and y; € ¢, ca, ..co are the labels. It can be shown that in the hypothetical case
of an infinite data sample, the probability of a nearest neighbor of z; having label
c is asymptotically equal to the posterior class probability in point z;, namely
p(c|z;) = lim, - p(c|NN(z;)). Real-world data is usually very sparse, so the
point probability estimates achieved by kNN in practice are much less reliable.
However, this is merely one aspect of the well known curse of dimensionality.

Concentration of distances [7,8] is another phenomenon of interest, since all
nearest-neighbor approaches require a similarity measure. In high-dimensional
spaces, it is very difficult to distinguish between relevant and irrelevant points
and the very concept of nearest neighbors becomes much less meaningful.

Hubness is a recently described aspect of the dimensionality curse, related
specifically to nearest neighbor methods [9] [10]. The term is coined to reflect
the emergence of hubs, very frequent nearest neighbors. As such, these points
exhibit a substantial influence on the classification outcome. Two types of hubs
can be distinguished: good hubs and bad hubs, based on the proportion of label
matches/mismatches in their k-occurrences. The phenomenon of hubness will
be explained in more detail in Section 2.2, and the previous approaches for
exploiting hubness in kNN classification will be outlined in Section 2.3.

The issue of data dimensionality needs to be emphasized because most real
world data sets are in fact high-dimensional, for example: textual documents,
images, audio files, data streams, medical histories, etc.

1.1. Contributions

This paper aims at further clarifying the consequences of hubness in high di-
mensional kNN classification, by focusing on one specific aspect of the phe-
nomenon - the difference in the information content of the individual k£-occurrences.
Here we summarize the main contributions of the paper:

— When there is hubness, some points occur much more frequently in k-
neighbor sets. We claim that some occurrences hence become much less
informative than others, and are consequently of much lower value for the
kNN classification process.

— We propose a new hubness-aware approach to k-nearest neighbor classi-
fication, Hubness Information k-Nearest Neighbor (HIKNN). The algorithm
exploits the notion of occurrence informativeness, which leads to a more
robust voting scheme.

— We provide a thorough experimental evaluation for the approach, by testing
it both on low-to-medium hubness data and also high-hubness data from
two different domains: images and text. The experiments are discussed in
Section 5, while Section 7 takes a deeper look into the class probabilities
which the algorithm returns.
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2. Related work

2.1. EkNN classification

The k-nearest neighbor method is among the most influential approaches in
machine learning, due to its simplicity and effectiveness. Many extensions to
the basic method have been proposed, dealing with various different aspects -
including attribute weighting [11], adaptive distances [12] [13], fuzzy labels [14]
[15] [16], evidence-theoretic approaches [17], and many more. Some advanced
algorithms have been proposed recently, including the large margin kNN classi-
fier which learns the Mahalanobis distance matrices via semidefinite program-
ming [18] [19].

2.2. Hubs, frequent nearest neighbors

The emergence of hubs as prominent points in k-nearest neighbor methods
had first been noted in analyzing music collections [20] [21]. The researchers
discovered some songs which were similar to many other songs (i.e. frequent
neighbors). The conceptual similarity, however, did not reflect the expected per-
ceptual similarity.

The phenomenon of hubness was further explored in [9] [22], where it was
shown that hubness is a natural property of many inherently high-dimensional
data sets. Not only do some very frequent points emerge, but the entire distribu-
tion of k-occurrences exhibits very high skewness. In other words, most points
occur very rarely in k-neighbor sets, less often than what would otherwise have
been expected. We refer to these rarely occurring points as anti-hubs. [23]

Denote by Ny (x;) the number of k-occurrences of z; and by N .(x;) the
number of such occurrences in neighborhoods of elements from class c. The lat-
ter will also be referred to as the class hubness of instance z;. A k-neighborhood
of z; is denoted by Dy (z;).

The skewness of the Ny (z) distribution in high dimensional data can some-
times be very severe [22]. Let us illustrate this point by plotting the Ny (z) dis-
tribution for one of the datasets which we used for the experiments, namely the
Acquis data. This is shown in Figure 1, for £ = 5. Such a drastic shift in the
distribution shape must certainly be taken into account when designing NN
algorithms for high dimensional data.

Hubness-aware algorithms have recently been proposed for clustering [10],
instance selection [24], outlier and anomaly detection [22] [25] and classifica-
tion [9] [26] [27] [28], which we will discuss below.

2.3. Hubness-aware classification

Hubs, as frequent neighbors, can exhibit both good and bad influence on KNN
classification, based on the number of label matches and mismatches in the
respective k-occurrences.The number of good occurrences will be denoted by
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log (p( Ns(x}))
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Fig. 1. The hubness distribution of the Acquis data is given for the 5-occurrence proba-
bilities of N5(x) € {1..20}. We see that the distribution apparently forms a straight line
on the logarithmic scale, so it is in fact exponential.

G Ng(x;) and the number of bad ones by BNy (z;), so that Ny (z;) = GNg(z;) +

All three previously proposed approaches deal with bad hubs in seemingly
similar, but radically different ways. We will refer to these algorithms as hubness-
weighted ANN (hw-£NN) [9], hubness fuzzy kNN (h-FNN) [26] and naive hub-
ness Bayesian kNN (NHBNN) [27]. We discuss these ideas below, outlining
their respective strengths and weaknesses.

hw-kNN

— Idea: When a point exhibits bad hubness, give its vote lesser weight. This
has been achieved by calculating the standardized bad hubness as hp(z;) =

%)N_k“’?”k, where ppy, and opy, denote the mean and standard devi-
ation of bad hubness, respectively. Each z; is then assigned a voting weight
of w; = e hs(@i),
— Strengths:
e Reduces the influence of bad hubs
e Very simple and easy to implement
— Weaknesses:
e Each element still votes by its own label, which means that bad hubs
still exhibit some detrimental influence
e Some information is left unexploited, since class hubness is ignored
e Itis equivalent to kNN for £ =1

h-FNN

— Idea: Decompose bad hubness into fuzzy class-specific hubness-based
votes as u.(z;) x Ng.(z;)/Ni(z;). This is only possible for points with
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Ni(z;) > 0 and only sensible for points with Ny (z;) > 0, where 6 is some
predefined threshold parameter. Anti-hubs are thus considered to be spe-
cial cases. Their fuzzy votes are approximated by average class-to-class
fuzzy votes. This algorithm is otherwise based on the fuzzy nearest neigh-
bor (FNN) framework [14], with distance weighting included.
— Strengths:
e Generalizes the hw-kNN approach by taking class hubness into account
o Combines fuzzy votes with distance weighting
— Weaknesses:
e No clear way of dealing with anti-hubs, approximations need to be used
instead
e Uses a threshold parameter ¢ for determining anti-hubs, which is difficult
to set in practice. If learned automatically from the data, it can lead to
over-fitting.

NHBNN

— Idea: Observe each k-occurrence as a random event and use the Naive
Bayes rule to calculate the posterior class affiliation probabilities, as shown
in Equation 1. The z;, t = {1, 2.k} represent the k nearest neighbors of z;.
As in h-FNN, anti-hubs are a special case and one needs to estimate their
class hubness scores via local or global approximative approaches.

p(yi = c|Dy(x;)) ~
p(yi = ) [T,_, p(ie € Dy(a)]y; = c) (1)
Seec Pyi = ©) [Ty p(zir € Dil(w)ly; = c)

— Strengths:
e Generalizes the hw-kNN approach by taking class hubness into account
e Rephrasing the problem in Bayesian terms allows for further improve-
ments and extensions based on the known ways for improving Bayesian
classifiers
— Weaknesses:
e Strong dependencies between occurrences in the same k-neighbor set
greatly restrict the applicability of the approach in larger k-neighborhoods
e Due to these dependencies, class affiliation probabilities tend to be
close to 0 or 1 in many cases.
e Additionally, both weaknesses of h-FNN hold for NHBNN as well

3. The motivation

3.1. Casting a vote: label vs class hubness

Before we delve into the specific ideas behind our proposed approach, the rea-
sons for using the class hubness scores need to be further elucidated. For sim-
plicity, let us begin by focusing on the 1-NN rule. It was already mentioned in the
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introduction that p(c|x;) = lim, - p(c|NN(z;)). If the data were not sparse and
if there was no overlap between the classes and no noise, 1-NN would work
really well. Of course, none of these conditions are met in real world data.

So, what happens is that nearest neighbors sometimes have different labels
and this can already be seen on the training set. Observe an illustrative low-
dimensional example displayed in Figure 2.

L] N
]
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o ]
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A X
@
|
@) ® B
|

Fig. 2. lllustrative example of a binary classification case. The first class is given by the
red circles, the second by the blue squares. A triangle represents an instance yet to be
classified. An arrow is drawn from an instance to its nearest neighbor.

The point z is about to be classified. Let’s say that the circles represent
class 0 and squares represent class 1. According to the 1-NN rule, « would be
assigned to class 0, since this is the label of NN(z) = A. But, we also have
NN(B) = A and NN(C') = A, and points B and C are of class 1. If we were

to try approximating p(y = ¢|A € Di(x)) =~ J\]’\}i"(%) for ¢ = 0,1, we would get
ply = 0]A € Dy(z)) = 0and p(y = 1|4 € Dy(z)) = 1. So, according to class
hubness, = should be assigned to class 1, which seems more plausible when
looking at the data.

Two-dimensional data does not exhibit hubness, so Figure 2 can only serve
as a simplified model. A more general case is presented in Figure 3. Two exam-
ples are given, with class hubness scores shown on the right. In both examples,
the label of = is 0 (the red circle).

In the first example, N1 o(z) = 3 and N1 :(z) = 21, which indicates high
bad hubness. Therefore, if = is a neighbor to the point of interest, it is certainly
beneficial to base the vote on the class hubness scores, instead of its label. It
would reduce the probability of error.

In the second example, N1 o(z) = 3 and Ny 1(z) = 4, which makes for a
very small difference in class hubness scores. Even though Ny 1(z) > Ny o(x),
the label of x is 0, so it is not entirely clear how = should vote. What needs to be
evaluated is how much trust should be placed in the neighbor’s label and how
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Fig. 3. A more general binary classification case. Class hubness is shown for point «
towards both classes. Two examples are depicted, example 'a’ where there is a big dif-
ference in previous k-occurrences, and example ’b’ where there is nearly no observable
difference.

much in the occurrence information. If there had been no previous occurrences
of = on the training data (an anti-hub), there would be no choice but to use the
label. On the other hand, for high hubness points we should probably rely more
on their occurrence tendencies. It is precisely the points in between which need
to be handled more carefully.

Anti-hubs While discussing the relevance of hubness for kNN classification,
we must keep in mind that most points are in fact anti-hubs, when the inher-
ent dimensionality of the data is high. This is illustrated in Figure 4, where the
percentage of points exceeding certain k-occurrence thresholds is given. The
Dexter data (from the UCI repository) exhibits some hubness, so that even for &
as large as 10, there is still around 15% of instances that never occur as neigh-
bors.

Both previously proposed class-hubness based approaches (h-FNN and
NHBNN) have failed to provide an easy and consistent way of handling anti-
hubs, which is probably their most pronounced weakness. In Section 4 we pro-
pose a new way of dealing with such low hubness points.

3.2. Informativeness

The basics What is the information content of an observed event? Intuitively,
the more surprised we are about the outcome, the more information the out-
come carries. We're all quite used to the sun coming up every morning and by
observing this over and over again we don’t gain any novel insights. If, however,
the sun fails to appear on the sky someday, such a peculiar event would be
much more informative, though unfortunate.

This is where information theory comes in. The event self-information is
equal to the negative of the logarithm of its probability (i.e. the logarithm of the
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Fig. 4. Percentage of elements with hubness over a certain threshold, for k = 1to &k = 20
on Dexter data. Each line corresponds to one threshold.

inverse of the probability) [29]. It is often possible to estimate the event proba-
bilities directly by observing the frequencies in previous occurrences, which is
what we will be doing with the neighbor points.

Hubs Suppose that there is a data point z; € D which appears in all k-neighbor
sets of other z; € D. Assume then that we are trying to determine a label of
a new data point z and that x; also appears in this neighborhood, Dy (z). This
would not be surprising at all, since x; appears in all other previously observed
neighborhoods. Since such an occurrence carries no information, x; should not
be allowed to cast a vote. By going one step further, it is easy to see that less
frequent occurrences may in fact be more informative and that such neighbors
might be more local to the point of interest. This is exploited in our proposed
approach.

Going back to the always-a-neighbor example, we can see that both the
traditional kNN voting scheme and the fuzzy scheme proposed in the h-FNN
algorithm fail to handle the extreme case properly. The fact is that whichever
point x we observe, x; € Di(x), so there is no correlation between z; being in
Dy (x) and the class affiliation of z. In case of the original kNN procedure, z;
would vote by its label, y;. If, on the other hand, we were to vote by the class
hubness induced fuzziness as in h-FNN, we would in fact be voting by class
priors. This is, of course, the lesser evil, but it is still the wrong thing to do.
Since there is no information that can be derived from the occurrence of z;, its
vote should be equal to zero.

This scenario does seem quite far-fetched. When reviewing the experimen-
tal results, though, it will become clear that such pathological cases are not only
theoretically possible - they occasionally take place in real world data.
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Anti-hubs Most high-dimensional points are anti-hubs and suppose that z; is
one such point that never occurs in k-neighborhoods on D, i.e. Ni(x;) = 0. Let
us say that we are trying to determine the label of a new point = and z; is found
among the neighbors, i.e. z; € Dy(x). Such an occurrence would be highly
informative. We could be fairly certain that the point x; carries some important
local information to the point of interest, since it is not a shared neighbor with
many other points.

Of course, not all points are hubs and anti-hubs, as many points will fall
somewhere between the two extremes. Any approach designed to handle the
informativeness hubs and anti-hubs needs to be applicable to the entire spec-
trum of possible occurrence frequencies, so that these medium-hubness points
are processed in an appropriate way.

It is quite surprising that these simple observations have before gone unno-
ticed. Previous kNN algorithms have not been taking occurrence informative-
ness explicitly into consideration.

This is very significant for high dimensional data, where hubs appear. The
skewness in the Ny (z) distribution induces the skewness in the distribution of
self-information among individual neighbor occurrences. In the following Sec-
tion we will propose an information-based voting procedure which exploits this
fact.

4. The algorithm

Let now z; be the point of interest, to which we wish to assign a label. Let z;,
t = {1,2..k} be its k nearest neighbors. We calculate the informativeness of
the occurrences according to Equation 2. In all our calculations, we assume
each data point to be its own 0" nearest neighbor, thereby making all Ny (z;) >
1. Not only does this give us some additional data, but since it makes all &-
occurrence frequencies non-zero, we thereby avoid any pathological cases in
our calculations.

Ni(z4t)
L (2)
p(xi € Dy(x;))

We proceed by defining relative and absolute normalized informativeness.
We will also refer to them as surprise values.

p(zi € Dy(x4)) =

I, =log

Iy

logn — ming.ep I’
x; €D L

- minijD Ix’j

ICCz‘t
logn

it

afzir) = Blzit) = (3)
As we have been discussing, one of the things we wish to achieve is to com-
bine the class information from neighbor labels and their previous occurrences.

In order to do this, we need to make one more small observation. Namely,
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as the number of previous occurrences (Ny(z;¢)) increases, two things hap-
pen simultaneously. First of all, the informativeness of the current occurrence
of x;; drops. Secondly, class hubness gives us a more accurate estimate of
pr(yi = c|zie € Di(x;)). Therefore, when the hubness of a point is high, more
information is contained in the class hubness scores. Also, when the hubness
of a point is low, more information is contained in its label.

o Nk,c(l'it)

Pr(yi = ¢l € Di(x;)) = W = Di,e(it)
e Y e a(xi) + (L — al@in)) - Dre(@it), vy =c
pr(yi = clzi) = {(1 (i) Preln), o % ¢ (4)

The « factor controls how much information is contributed to the vote by the
instance label and how much by its previous occurrences. If x,;; never appeared
in a k-neighbor set apart from its own, i.e. Ni(x;;) = 1, then it votes by its label.
If, on the other hand, Ny () = max,,cp Ni(z;), then the vote is cast entirely
according to the class hubness scores.

The fuzzy votes are based on the pi(y; = c|z;:), which are approximated
according to Equation 4. These probabilities are then weighted by the absolute
normalized informativeness 3(z;:). This is shown in Equation 5.

k

ue(i) o< Yy Bla) - du(ie) - prlyi = clrar) (5)

t=1

Additional distance weighting has been introduced for purposes of later
comparison with the h-FNN algorithm [26], since it also employs distance weight-
ing. It is not an essential part of the algorithm. We opted for the same distance
weighting scheme used in h-FNN, which was in turn first proposed in FNN [14].
It is given in Equation 6.

|z — @] 2
k _
Yot (lzi — il =2)

Equations 2, 3, 4 and 5 represent our proposed solution for exploiting the
information contained in the past k-occurrences on the training data and we
will refer to this new algorithm as Hubness Information k-Nearest Neighbor
(HIKNN). It embodies some major improvements over the previous approaches:

dw(zit) = (6)

— Unlike h-FNN and NHBNN, it is essentially parameter-free, one only needs
to set the neighborhood size (k).

— Anti-hubs are no longer a special case. They are, however, handled appro-
priately via the information-based framework.

— Label information is combined with information from the previous k-occurrences,
so that both sources of information are exploited for the voting.

— Total occurrence informativeness is taken into account
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Algorithm 1 HIKNN: Training

Input: (X,Y k)
training set T = (X,Y) ¢ R**!
number of neighbors k € {1,2...n — 1}

Train:
kNeighbors = findNeighborSets(T', k)
forall (z;,v:) € (X,Y) do
Nk (CCZ) =0
forallc=1...Cdo
count Ny ()
Ni(xi)+ = Ni,o(z:)
end for
calculate o(z;) and B(z;) by Eq. 3
forallc=1...C do
calculate p(y = c|x;) by Eq. 4
end for
end for

The training phase of the algorithm is summarized in (1). The voting is simply
done according to (5) and requires no further explanations.

The time complexity of HIKNN, as with all other hubness-based approaches,
is asymptotically the same as constructing a kNN graph. Fast algorithms for
constructing approximate NN graphs exist, like the algorithm by [30]. This par-
ticular procedure runs in ©(dn'*7) time, where = € (0, 1] is a parameter which
is used to set a trade off between speed and graph construction accuracy.

5. Experiments

We compared our proposed HIKNN algorithm to the existing related algorithms:
kNN, hw-kNN, h-FNN and NHBNN - on 32 classification problems. We had three
test cases: low-to-medium hubness data of lower intrinsic dimensionality, high-
hubness textual data and high-hubness image data. In all cases, 10-times 10-
fold cross validation was performed. Corrected resampled t-test was used to
check for statistical significance. All experiments were performed for &k = 5,
which is a standard choice. Default values described in the respective papers
were used for the parameters in h-FNN and NHBNN. The detailed results are
given in Table 3 and the basic properties of the datasets are discussed in Ta-
ble 2.

5.1. The data

Low and medium hubness data Datasets from the well known UCI data
repository (http://archive.ics.uci.edu/ml/datasets.html) are usually of low or medium
hubness. Since such datasets are less interesting from the perspective of hubness-
aware algorithms, we present here the results on a sample of 10 UCI datasets.
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The datasets were picked so that they correctly reflect the results on the entire
repository. The Manhattan distance was used for this data, as well as for the
image data. All features were normalized prior to classification.

Text The Acquis aligned corpus data (http://langtech.jrc.it/JRC-Acquis.html)
represents a set of more than 20000 documents in several different languages.
In the experiments we only used the English documents. The data was prepro-
cessed and represented as a bag-of-words (term frequencies). On top of this
data, 14 different binary classification problems were examined. We used the
cosine similarity.

Images We used several datasets in the experiments which were subsets
taken from the ImageNet online repository (http://www.image-net.org/). These
datasets were selected to match some of the ones used in [28]. All datasets
are quantized feature representations. Representations iNet3-iNet7 are based
on SIFT features and were also appended color information.

On the other hand, in case of iNet3Err100, iNet3Err150 and iNet3Err1000 -
Haar wavelet features were used. These three representations have one inter-
esting property. Due to an I/O error during feature extraction, 5 images were ac-
cidentally assigned empty representations (zero vectors). Normally, this would
have probably gone unnoticed. In this case, however, the hubness of zero vec-
tors increased drastically with the representation dimensionality. Since all 5 of
these points were of the minority class, the classification results were affected
greatly and this a prime example of how bad the bad hubness can get in high
dimensional data.

5.2. The results

The results in Table 3 show that the hubness-aware algorithms clearly outper-
form the basic NN algorithm. Also, HIKNN seems to be the overall best ap-
proach, with a clear edge on the textual and UCI data, while performing more or
less equal as h-FNN and NHBNN on image datasets. The detailed comparison
between the algorithms is shown in Table 1. By comparing both the total num-
ber of wins and also the number of wins between pairs of algorithms, we see
that HIKNN is to be preferred to the second-best algorithm in the experiments,
h-FNN - since it beats it quite convincingly 27(9) : 5(1) in direct comparison and
115(74) : 79(53) overall.

In further comparisons on the image data, we examined the entire range of
k-values to see how the algorithms are influenced by neighborhood size. The
results on iNeté are shown in Figure 5. We see that an increase in k sepa-
rates the algorithms and makes distinctions easier. HIKNN achieves the best
results for k > 5, where the highest accuracies are achieved. It is not surprising
that the accuracy gain over h-FNN increases with k, since the number of large
hubs also increases - and the payoff from taking their informativeness into ac-
count becomes more substantial. Also, we see that NHBNN simply fails to work
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Table 1. Pairwise comparison of classifiers: number of wins (with statistically significant
ones in parenthesis)

ENN  hw-ENN h-FNN NHBNN HIKNN‘ Total

kNN — 0@ 1() 10(8) 0(0) | 11(8)
hw-kNN 32 (27) - 14(1) 18(13) 1(0) | 65 (41)
h-FNN 31(27) 17(9) - 25(16) 5(1) |79 (53)
NHBNN 22 (19) 14(9) 4(1) -  3(1) | 43(30)
HIKNN 32(31) 29 (14) 27(9) 27(20) ~— |115(74)

when the dependencies between neighbors become too strong, in this case for
k > 15. The accuracy graphs for the other datasets depict the same general
tendencies.
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Fig.5. Classifier accuracies over a range of neighborhood sizes k¥ € 1..20 on iNet6
dataset.

The results for the three iNet3Err representations require special attention.
As mentioned in the data description, 5 points in the dataset ended up being
zero vectors representing the minority class. We see how an increase in the rep-
resentation dimensionality causes an amazing increase in bad hubness, which
in turn completely disables the basic kNN classifier, as well as the hw-kNN ap-
proach. On this 3-category dataset kNN ends up being worse than zero-rule!
Keep in mind that such a great drop in accuracy was caused by no more than
5 erroneous instances, out of 2731 total. In the end, 80% of the 5-occurrences
were label mismatches. On the other hand, the algorithms based on class hub-
ness: h-FNN, NHBNN and HIKNN - even though affected, retained a much
more decent accuracy: 60% compared to the mere 21% by kNN. These five
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Table 2. Overview of the datasets. Each dataset is described by its size, dimensional-
ity, the number of categories, skewness of the N5 distribution (Sw), proportion of bad
5-occurrences BNs, as well as the maximal achieved number of occurrences on the
dataset.

Data set size d C Sn; BNs maxNs
dexter 300 20000 2 6.64 30.5% 219
diabetes 768 8 2 019 323% 14
glass 214 9 6 026 350% 13
ionosphere 351 34 2 206 12.5% 34
isolet1 1560 617 26 123 28.7% 30
page-blocks 5473 10 5 031 50% 16
segment 2310 19 7 033 53% 15
sonar 208 60 2 128 21.3% 22
vehicle 846 18 4 064 36.0% 14
vowel 990 10 11 0.60 9.7% 16
Acquis1 23412 254963 62.97 19.2% 4778
Acquis2 23412 254963 62.97 8.7% 4778
Acquis3 23412 254963 62.97 27.3% 4778
Acquis4 23412 254963 62.97 12.2% 4778
Acquisb 23412 254963 62.97 57% 4778
Acquisb 23412 254963 62.97 T7.6% 4778
Acquis? 23412 254963 62.97 18.1% 4778
Acquis8 23412 254963 62.97 9.3% 4778
Acquis9 23412 254963 62.97 T7.6% 4778
Acquis10 23412 254963 62.97 21.4% 4778
Acquis11 23412 254963 62.97 234% 4778

Acquis12 23412 254963
Acquis13 23412 254963
Acquis14 23412 254963

iNet3Err100 2731 100
iNet3Err150 2731 150
iNet3Err1000 2731 1000

62.97 9.8% 4778
62.97 16.4% 4778
62.97 6.9% 4778

20.56 10.2% 375
251 34.8% 1280
233 79.7% 2363

NoOghrwwwWwwW|DPDNOPODNODPOPDNODNODODNDNODNDNDNDND

iNet3 2731 416 8.38 21.0% 213
iNet4 6054 416 7.69 40.3% 204
iNet5 6555 416 14.72 44.6% 469
iNet6 6010 416 8.42 43.4% 275
iNet7 10544 416 765 462% 268
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Table 3. Overview of the experiments. Classification accuracy is given for kNN, hubness-
weighted kNN (hw-k£NN), hubness-based fuzzy nearest neighbor (h-FNN) and hubness
information k-nearest neighbor (HIKNN). All experiments were performed for k = 5.
The symbols e/o denote statistically significant worse/better performance (p < 0.05)
compared to HIKNN. The best result in each line is in bold.

Data set kNN hw-ENN h-FNN NHBNN HIKNN

dexter 572 £7.0e 67.7 54 676 +49 68.0 +49 68.0 +5.3
diabetes 678 £3.7¢ 756 £+ 3.7 754 +£32 739 £34 758 £3.6

H,

glass 61.5 £7.3e 65.8 6.7 672 7.0 591 £75e 67.9 £6.7
ionosphere 80.8 +4.5e 87.9 3.6 903 +3.60 922 +3.20 87.3 +3.8
isolet1 752 +£25e 825 2.1¢ 838 +1.8e 83.0 +2.0e 86.8 +1.5

page-blocks 95.1 +0.6e 95.8
segment 876 +15e 88.2
sonar 82.7 +£55 834
vehicle 62.5 +3.8e¢ 65.9
vowel 87.8 +£22e 88.2

0.6e 96.0 0.6 92.6 +0.6e 96.2 +0.6
1.3e¢ 88.8 +£1.3e 878 £1.3e 91.2 £1.1
53 820 +58 811 +56e 853 +5.5
32 649 +3.6e 63.7 +3.5e¢ 67.2 +3.6
19e¢ 91.0 +£1.8e 88.1 +£22e 93.6 £1.6

Acquis1 78.7 +1.0e 87.5
Acquis2 924 +0.5e 93.6
Acquis3 727 +0.9e 78.7
Acquis4 89.8 +0.6e 90.6
Acquisb 97.3 £0.3e 97.6
Acquisb 93.6 +0.4e 944
Acquis? 82.9 +0.8e 86.3
Acquis8 92.3 +£0.5e 93.0
Acquis9 93.0 +0.5¢ 94.8
Acquis10 83.1 +1.6e 88.8
Acquis11 777 +0.9e 81.8
Acquis12 919 +0.6e 92.8
Acquis13 85.6 +0.7e¢ 87.5
Acquis14 942 +0.4e 949

iNet3Err100 92.4 +0.9e 93.6
iNet3Err150 80.0 +2.0e 88.7
iNet3Err100021.2 +2.0e 27.1

0.8¢ 888 +0.7 884 +0.7e 89.4 +0.6
05 933 05 925 +05e 93.7 +£0.5
09 795 +09 789 09 79.6 +0.9
06 905 +06 874 +0.7e 91.0 +0.5
03 975 +£03 951 +04e 97.7 +£0.3
05 940 +£05e 925 +0.5e¢ 946 +0.5
0.7¢ 86.1 +0.6e 857 +0.7e¢ 87.0 +£0.7
05 931 05 91.0 +05e 93.5 +£0.5
04 942 +£05e¢ 934 +0.5e¢ 948 +0.4
0.7¢ 88.7 +0.6e 87.4 +0.7e¢ 89.7 +0.5
08 824 +06 819 07 825 +0.5
05 926 +05 90.7 +0.6e 92.8 +0.5
0.6 871 +0.7e¢ 852 +0.7e 88.0 +0.7
0.4 946 05 925 +05e 95.0 +£0.5

09e 975 +09 975 +09 97.6 +0.9
2.0e 946 +09 946 +09 948 +0.9
11.2¢ 595 +£32 59.6 +0.9 59.6 +3.2

iNet3 72.0 £2.7¢ 80.8 23 824 +22 818 +23 822 +20
iNet4 56.2 £2.0e 63.3 19e¢ 652 £1.7 646 £19 647 £1.9
iNet5 46.6 +2.0e 56.3 1.7¢ 619 £1.7 618 £19 608 *£1.9

iNet6 60.1 £2.2e 68.1 1.6e 693 £1.7 694 +17 699 £1.9
iNet7 43.4 +£1.7e¢ 551 1.5 59.2 +£15 582 +£15 569 £1.6

AVG 76.72 81.13 83.09 81.86 83.60

H H B H H B H | B B H H BB B H H B H || B H R H
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points occur in nearly all k-neighborhoods and this dataset shows how some
pathological cases of very bad hubness also occasionally emerge in practical
situations. Even if the erroneous points were not of the minority class, they
would still have caused significant misclassification. Also, note that the major
hub in the 1000-dimensional case appears in 86.5% of all k-neighbor sets. lts
occurrence is, therefore, not very informative - and this further justifies the dis-
cussion presented in Section 3.2.

Bad hubness of the data is closely linked to the error of the kNN classifi-
cation. The Pearson correlation coefficient comparing the kNN error with bad
hubness percentages on the datasets in our experiments gives 0.94, which in-
dicates strong positive correlation between the two quantities. HIKNN bases
its votes on expectations derived from the previous k-occurrences, so it is en-
couraging that the correlation between the accuracy gain over kNN and bad
hubness of the data is also very strong: 0.87 according to the Pearson coeffi-
cient.

6. The approximate implementation

Computing all the k-neighbor sets on the training data in order to build an oc-
currence model could be overly time-consuming in large-scale data collections.
Hubness-aware approaches would be applicable in large-scale scenarios only
if it were possible to retain the previously observed improvements while working
with some sort of approximate kNN sets.

Many approximate kNN algorithms have been proposed in the literature,
either for speeding-up individual queries or constructing an entire kNN graph. It
is the latter that is of interest for building an occurrence model. Many of these
procedures had been proposed specifically for handling high-dimensional data,
which is where hubness-aware classification has been shown to be useful.

In our experiments we focused on one such approach [30]. It is a divide and
conquer method based on recursive Lanczos bisection. The time complexity of
the procedure is ©(dn'*7), where 7 € (0, 1] reflects the quality of the approx-
imation. There are two ways to implement the recursive division and we have
chosen the GLUE method, as it has proven to be significantly faster than the
OVERLAP method, though the quality of the resulting graph is only slightly infe-
rior in comparison [30]. The question that we would like to answer is: for which
values of T are we able to retain the improvements observed on actual kNN
sets?

Re-running all the experiments for all ~ values would be beyond the scope of
this paper. We did, however, examine the full spectrum of r-values for the four
datasets previously used in the experiments. We report the results for the iNet4,
iNet5, iNet6 and Acquis1 datasets in Figure 6. The original Acquis data had
too many features for our approximate kNN graph implementation to be able to
handle it properly in reasonable time, so we considered a projection onto a 400-
dimensional feature space. The data was projected via canonical correlation
analysis procedure onto a common semantic space obtained by correlating the
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Fig.6. The accuracy of the hubness-aware approaches when the occurrence model
is inferred from the approximate kNN graph generated by [30]. We see that there are
significant improvements even for 7 = 0.

English and French aligned versions of documents from the dataset [31] [32]. It
is one of the standard dimensionality reduction techniques used in text mining
and its details are beyond the scope of this paper.

The results shown in Figure 6 are indeed very encouraging. They suggest
that significant improvements over the kNN baseline are possible even when the
graph is constructed in linear time (w.r.t. number of instances). Moreover, the
quality level of 7 = 0.2 or 7 = 0.3 already seems good enough to capture most of
the original occurrence information, as the resulting accuracies are quite close
to the ones achieved in the original experiments.

The accuracy curves for different algorithms sometimes intersect. This can
be seen for iNet5, iNet6 and Acquis1 in Figure 6. In general, the approximate re-
sults correspond rather well to the non-approximate results, but the correlation
between the two can vary depending on the particular choice of 7.

In these initial findings HIKNN appears to be quite robust to the employed
approximate KNN graph construction method for = = 0. This is a very nice
property, as it allows for obtaining usable results in reasonable time. If better
approximations are required, 7 = 0.3 should suffice.
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A comparison between the results shown in Figure 6(d) and those previously
summarized in Table 3 reveals that dimensionality reduction may sometimes
significantly affect the classification process and improve the overall classifi-
cation accuracy. Even though hubness is practically unavoidable in most high-
dimensional data mining tasks, its severity does depend on the particular choice
of feature representation and/or similarity measure. It is, therefore, not surpris-
ing that the dimensionality reduction of the Acquis data helped the kNN classi-
fiers by reducing data hubness. The hubness was not entirely eliminated and
this is why all the hubness-aware classification methods still managed to out-
perform the kNN baseline for all the 7 values.

These initial experiments suggest that hubness-aware methods are applica-
ble even to large datasets, as the scalable, approximate kNN graph construc-
tion methods are able to deliver good hubness estimates. More experiments are
needed to reach the final verdict, on different types of high-dimensional data.

7. Estimating class probabilities

Most frequently, in classification, we are simply interested in assigning a label
to a point of interest. What this label suggests is that we are entirely certain that
a point belongs to a given class. However, this is just a special case of a more
general problem. We would in fact like to be able to assign a 'fuzzy’ label to each
object, so that it belongs to several classes at the same time. This belonging’
marks our confidence in any particular atomic label choice.

There are cases, however, when the classes overlap. This happens very
frequently in real-world data. There exist points then, in these overlapping re-
gions, that could belong to either of the neighboring categories. In such cases it
is meaningless to assign a simple ‘crisp’ label to each point - what we would like
to be able to do is to predict the actual class probability at each point, for every
given class. This probability reflects the relative density of each class probability
distribution at that point.

The HIKNN algorithm was made to be fuzzy and in the following experiments
we wished to determine how well the predicted class probabilities reflect our
intuition about the data. The basic NN algorithm can also be used for point
class probability estimates and it is a useful baseline for comparison.

In order to check if the predicted values make sense or not, we examined
the algorithm output on synthetic 2D data. The fact that data has only 2 dimen-
sions allows us to draw a probability map, where each pixel is 'classified’ by the
examined algorithms and assigned a probability of belonging to each class. We
have generated several such datasets and here we discuss one of them. The
dataset is simple, representing 2 categories with overlapping border regions.
We have used HIKNN without the distance weighting. The resulting probability
maps can be seen in Figure 7.

We see that the probability map generated by HIKNN looks much more natu-
ral in the overlapping region. The gradient between the classes should be more
or less smooth if the model is able to generalize well. kNN produces a fractured
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(b) NN probability map

(c) HIKNN probability map

Fig. 7. Probability maps inferred from ENN and HIKNN on synthetic data, for £ = 5. Each
pixel was classified by the algorithms and assigned a probability value of belonging to
each of the two classes.

landscape, essentially over-fitting on the training data. These maps suggest that
the votes based on previous occurrences may offer better estimates of the un-
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derlying class probabilities, which we intend to explore more thoroughly in our
future work.

8. Conclusion

In this paper we presented a novel approach for handling high-dimensional data
in k-NN classification, Hubness Information k-Nearest Neighbor (HIKNN). Itis a
hubness-aware approach which is based on evaluating the informativeness of
individual neighbor occurrences. Rare neighbors (anti-hubs) are shown to carry
valuable information which can be well exploited for classification.

The algorithm is parameter-free, unlike the previous class-hubness based
hubness-aware classification algorithms. The danger of over-fitting is thereby
greatly reduced.

The algorithm was compared to the three recently proposed hubness-aware
approaches (hw-kNN, h-FNN, NHBNN), as well as the kNN baseline on 32 clas-
sification problems. Our proposed approach had an overall best performance in
the experiments.

Since HIKNN modifies only the voting, it is easily extensible and could be
combined with various sorts of metric learning or dynamic k-neighbor sets. We
intend to explore these directions thoroughly in our future work.
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