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Abstract. As digital images play a vital role in multimedia content, the automatic
classification of images is an open research problem. The Bag of Visual Words
(BoVW) model is used for image classification, retrieval and object recognition
problems. In the BoVW model, a histogram of visual words is computed without
considering the spatial layout of the 2-D image space. The performance of BoVW
suffers due to a lack of information about spatial details of an image. Spatial Pyra-
mid Matching (SPM) is a popular technique that computes the spatial layout of
the 2-D image space. However, SPM is not rotation-invariant and does not allow a
change in pose and view point, and it represents the image in a very high dimen-
sional space. In this paper, the spatial contents of an image are added and the rota-
tions are dealt with efficiently, as compared to approaches that incorporate spatial
contents. The spatial information is added by constructing the histogram of circles,
while rotations are dealt with by using concentric circles. A weighed scheme is
applied to represent the image in the form of a histogram of visual words. Exten-
sive evaluation of benchmark datasets and the comparison with recent classifica-
tion models demonstrate the effectiveness of the proposed approach. The proposed
representation outperforms the state-of-the-art methods in terms of classification
accuracy.

Keywords: Image Classification, Bag of Visual Words, Support Vector Machine,
Weighted Histograms of Concentric Circles.
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1. Introduction

Due to an increase in the volume of image contents in recent years, image classification
has gained considerable attention in industry and academia [20]. The main objective in
any classification-based approach is to classify the image according to the available cat-
egory [39]. Variations in scale, spatial layout and illumination make image classification
a challenging task [1]. In the past, the global color, texture and shape features have been
used for image classification as global features are considered simple to implement; how-
ever their performance is lower.

The BoVW model is used for image classification, object recognition and image re-
trieval problems [24]. The visual information is extracted from the image by using local
features and an order-less histogram of visual words is used for image representation [29].
In the approach, an image is treated like a document that consists of words. A group of
training images is used to represent the images patches, which are known as a codebook
or visual vocabulary . The steps used in the BOVW model are (i) feature extraction using a
key-point detector (ii) codebook construction (iii) representation of the image as an order-
less histogram of visual words [29, 23]. The BoVW ignores the spatial layout among the
local features. yet according to research, this spatial information is beneficial for image
classification-based problems [1, 18].

Two approaches are proposed to address this problem: (i) the geometric relationship
among visual word co-occurrence (also known as visual word co-occurrence), and (ii)
the division of an image into different regions for the construction of histogram of visual
words [1,4, 16]. Due to the complex relationship among visual words , the approaches
based on visual word co-occurrences are reported to be computationally expensive [1,
4]. Among the techniques which divide the image into different regions, Spatial Pyramid
Matching (SPM) is considered the most popular; it divides the images into rectangular
regions and computes a histogram of visual words from each of the sub-regions.

SPM is considered an extension of the order-less BoVW and it addresses the short-
coming of a lack of spatial information [5, 37, 6]. However, if the objects in the images
are flipped or rotated, the discrimination power of SPM decreases [37, 15]. Zhao et al.
[37] propose a Concentric Circle-structured Multiscale BoVW model (CCM-BOVW) to
incorporate rotation-invariant spatial layout information of images into the BoVW model
for land-use scene classification. As a first step, CCM-BOVW constructs multiple resolu-
tion images and extracts multiple local features from all of the resolution images. This is
followed by the visual vocabulary construction step, after which each image is partitioned
into subregions by a set of concentric circles. Each subregion is represented separately by
a histogram of visual words, and then the histograms from each subregion of an image are
concatenated. To create the final histogram representation for an image, the histograms of
different resolution images are combined.

According to Karmakar et al. [15], the construction of histograms over the concentric
rectangles makes it possible to deal with image rotations and changes in view point. In
this paper, we aim to address this problem by proposing a novel images representation
that is based on histograms of concentric weighted circles. Consider the example of two
cases that are shown in Fig. 1.

The upper region of Fig. 1 represents the idea of histograms constructed over the con-
centric rectangular regions [15], while the lower region represents the histograms con-
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Fig. 1. A representation of how the proposed approach based on concentric circles is more discrim-
inating than the concentric rectangles

structed by using the proposed approach based on weighted concentric circles. In the
figures, we can see that

(a) the image is not rotated.
(b) the image is rotated by 110 degrees and
(c) the image is rotated by 300 degrees.

The visual words using rectangle coordinates are not equidistant from the center, so ro-
tation invariance is not achieved, while in the circle, all points are equidistant from the
center so it achieves rotation invariance (as compared to [15]).

The proposed method exploits the concentric circle strategy to improve the BovW
model. The proposed approach is different from the previously published work [37] as a
weighted circle scheme is applied to represent the image in the form of a histogram of
visual words. The higher level segments incorporate more spatial information compared
to lower level segments and hence are assigned more weights. In addition to this, we
extract Scale Invariant Feature Transform (SIFT) features on multiple scales using a dense
grid [23] and apply a different kernel technique for image classification [32]. The main
contributions of this research are

(1) the addition of spatial information to BoVW histogram representation.
(ii) arotation-invariant approach to image representation.

The rest of the paper is organized as follows: the following section is a literature review.
Section 3 provides an overview of the BoVW model and presents our proposed approach.
Section 4 provides a discussion of the results obtained using the method on two bench-
mark datasets, as well as a comparison with the other state-of-the-art approaches. The last
section concludes the paper and points towards future directions of research.
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2. Related Work

A major limitation of the BoVW model is the fact that it ignores spatial information [30,
16]. Despite this fact, BOVW exhibits a high discriminative power and has shown ex-
cellent results in image classification [13, 12,36]. However, numerous research studies
demonstrated that the performance can be improved by incorporating the missing spatial
information. Broadly, the related work can be classified into two groups [3, 17]. The first
group comprises methods that encode relationships or co-occurrence of visual words [16,
26]. Khan et al. [16] made a notable contribution to this domain and incorporated global
spatial information in the BoVW model by considering the global geometric relation-
ships among Pairs of Identical Words (PIWs). A normalized histogram is created that is
based on angles between these identical visual words, which are termed PIWAH (Pairs
of Identical Visual Words Angle Histogram). The PIWAH representation is invariant to
geometrical transformations i.e. scaling and translation but is sensitive to rotation [16, 3].
Anwar et al. [3] extend their work to acquire rotation-invariance, and propose Triplets of
Identical Visual Words Angle Histogram (TIWAH), by computing relationship between
triplets of identical visual words (TIWs). However, the approaches based on computing
the relationships between co-occurrences of visual words are known to be computation-
ally expensive.

The second group encompasses methods that divide an image into sub-regions of dif-
ferent shapes; the information about visual words are computed from each of the selected
regions. The most notable work in this domain is that of Lazebnik et al. [18], who origi-
nally proposed SPM. In SPM, an image is divided into rectangular subregions and visual
word statistics are aggregated from each region. The final histogram is the concatenation
of histograms extracted from each region. Anwar et al. [2] present a dense sampling based
BoVWs approach and evaluate three types of schemes, i.e. rectangular tiling, log-polar
tiling and circular tiling, for culture heritage classification-based problems.

To prove the effectiveness of the proposed approach, in addition to looking at methods
concurrent to our approach [18,37,15], we have also selected some recent state-of-the-
art papers which are focussed on different approaches such as feature extraction [39, 8§,
9] and intermediate feature representation [21,22,7] techniques to improve classifica-
tion performance. Mekhalfi et al. [21] propose a novel scheme to compactly represent
images, using a compressive sensing and multi-feature framework. Their method result
in substantial performance gain in comparison to the state-of-the-art methods on land-
use image dataset. To attain better classification performance, Zou et al. [39] propose
the creation of a fusion of local and global image features. For this they first extract lo-
cal features by using BoVW and SPM. In order to extract global features, they employ
multi-scale CLBP (MS-CLBP). For feature representation, they use Kernel Collaborative
Representation-based Classification (KCRC). After the representation, residuals are ob-
tained from the two types of features, and the label is assigned based on the sum of the
weighted residuals.

Zhu et al. [38] propose a fusion strategy of local and global features for high spatial
resolution (HSR) scene image classification. In their paper [9], Bian et al. propose the
fusion of local and global descriptors to enhance the classification performance. They en-
rich the feature representations by combining both global structures and fine local details
of the image scene. To extract global rotation-invariant features; a global saliency-based
multiscale, multiresolution and multistructure LBP is employed, and the local Codebook-
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less Model (CLM) is used to represent local discriminative features. Bian et al. report
better or comparable performance to the state-of-the-art classification methods. Chen et
al. [10] propose a texture based paradigm, i.e. a Multi-Scale Completed local Binary
Patterns (MS-CLBP) descriptor, for land use scene classification. CLBP is known to be
effective for rotation-invariant texture classification. They enhance the CLBP to charac-
terize the dominant texture features in multiple resolutions and show consistent increase
in performance compared to the state-of-the-art.

Object Bank (OB) is a high-level image representation that encodes the spatial and seman-
tic information [19]. However OB approach suffers from drawback of high-dimensionality
and various approaches have been proposed in literature to reduce the dimensions and
enhance the performance of OB [19,34]. To boost the performance of OB representa-
tion Zang et al. [34] proposed a threshold value filter method. They used Matthew effect
normalization method to simplify OB representation and constructed more compact de-
scriptors and showed improved performance on three real-world datasets, with substantial
dimensionality reduction of image descriptors.

Cheng et al.[11] propose the Bag of Convolutional Features (BoCF) that uses deep
convolutional features to generate a visual vocabulary for remote sensing image classifi-
cation. Lu et al. [14] propose an unsupervised representation learning method for remote
sensing scene classification. Scott et al. [27] propose to use Transfer Learning (TL) in
combination with fine-tuning and augmentation. They evaluate the effectiveness of their
proposed approach on high-resolution imagery classification and achieve significantly
higher accuracy than the most effective methods. Scott et al. [28] investigate a variety of
fusion techniques including voting, weighted averages, and fuzzy integrals, to blend mul-
tiple DCNN land cover classifiers; as CaffeNet, GooglLeNet, and ResNet50, into a single
aggregate classifier. It is worth mentioning here that deep learning and neural network
based approaches require huge amounts of data (in the millions) and time for training
[17]. The BoVW model is a plug-n-play method which can be adopted without any prior
initialization or training.

3. Proposed Methodology

This section provides an overview of the BoVW model along with its basic notations
as well as an explanation of the proposed approach based on histograms of concentric
weighted circles.

The BoVW Model

The BoVW model is based on text-based retrieval system used extensively in the litera-
ture to compare documents [29]. BoVW represents images by using histograms of visual
words. Visual words are analogues to words in a document, and represent small picture el-
ements (local areas in images). BoVW image histogram representation is order-less and is
created by ignoring the locations of visual words in the 2-D image. Histogram intersection
is used to determine the similarity of images.
In BoVW, as a first step, each image I is represented by a set of image descriptors as
in (1)
Im:{d1;d27d37""adl} (D
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where d; is the color, shape or texture description of the patch of an image, and / denotes
the total number of image descriptors.

To create a visual vocabulary, an unsupervised clustering technique K-means is ap-
plied on the extracted descriptors (2)

v = {w, Wa, W3, ..., WK } 2)

where K is the predefined number of clusters or visual words.
The mapping of a visual word to the nearest descriptor is performed according to (3)

wl(d;) = argminDist(w, ;) ©

Here, w(d;) depicts the visual word assigned to the j th descriptor and Dist (w,d;) signifies
the distance between the descriptor d; and the visual word w.

Clustering reduces the high dimensional feature space; hence as a result of clustering,
each descriptor is mapped to a visual word and the final representation of the image is the
histogram of visual words. The count of bins in the histogram equals the number of visual
words in the dictionary (i.e. K). If each bin represents a visual word w; in voc, (4)

bin; = card(D;) where D; ={d;,j €1,....,n|w(d;) =w;} 4)

D, is the set of all the descriptors that belong to a particular visual word w; in an image.
The cardinality of set D; is given by Card(D;), which gives the count of the elements
of the set. This is repeated for every word in the image to obtain the final representation.
The histogram thus created does not retain the spatial information of the interest points.

Concentric Weighted Circles Histogram (CWCH)

To add the spatial contents of the image and achieve rotation-invariance, we propose cre-
ating a histogram of concentric circles. A weighted scheme is applied to represent the
image in the form of a histogram of visual words. The image is partitioned into segments
at different levels in a concentric circles fashion, where the k" level has k + 1 number of
segments. Each extracted segment is represented by a histogram of visual words.

For an image I of size R x C, the centroid ¢ = (¢, ¢,) of an image is calculated as

11 1

1 1
szmzxn Cyzmzyi 5)
i=1

=1

where I = {(z;,v;) | 1 <a; < C,1 <y; < R} and]| I |is the number of elements in /.
Let L be the number of levels, then the radius r of k" level is given by

L = % min{cz, cy} ©6)

The radius of the smallest circle will be r;. The similarity of two images with L number
of levels is determined as

L
S=> wpli @)
k=0
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where w;, = 1/2F7F is the weight assigned to each level and Ny, is the difference of
histogram intersection of two consecutive levels.
The histogram intersection of two images is calculated as

HI(P,Q) = min(P;, Q) ®)
=1

where P and Q are histograms with ¢ bins, and P; denotes the count of i, bin of P.

The block diagram of the proposed research is shown in Fig. 2. There are three types
of commonly used feature-sampling techniques i.e. dense sampling, dense interest points
and interest points. We have selected dense interest points, as it is a hybrid approach and
combines the best of both worlds i.e. interest points and dense sampling [31]. For feature
extraction, all of the images are converted to gray scale, and dense SIFT with multi-scale
and steps-size 8, is used to create feature descriptors. These descriptors are clustered into
similar groups using the k-means clustering technique to create the visual vocabulary.
Due to the unsupervised nature of k-means clustering, the experiments are repeated 10
times, with randomly selected subsets of training and test images. The average values are
reported in tables and graphs. The size of visual vocabulary is a major parameter that has a
significant impact on the performance of system. The performance is directly proportional
to vocabulary size, and a large vocabulary size tends to overfit [23]. To determine the
optimal performance of the proposed image representations, experiments are conducted
with visual vocabularies of different sizes.

The image space is partitioned into concentric circles, appropriate weights are as-
signed to each level and the histograms from each level are concatenated to obtain the
final representation. The image representations obtained from the training set are then
used to train the classifier; evaluation is done with the test sets. For classification, Support
Vector Machines (SVM), which is characterized as a supervised learning method [35], is
used. SVM acquires the ability to generate non-linear decision boundaries and uses the
kernel method to compute the dot product in a high dimensional feature space. Given
positive and negative training images, the objective is to classify test images into their re-
spective object classes. The histograms constructed by using the proposed framework are
normalized and SVM Hellinger Kernel [32] is applied to the normalized histograms. The
SVM Hellinger kernel is selected because of its low computational cost. To determine the
optimal value for the regularization parameter C, 10-fold cross validation is applied on
the training dataset.

4. Experiments and Results

To evaluate the effectiveness of the proposed approach, it is applied for natural scene clas-
sification using a 15-scene image benchmark, as it is a challenging and the most widely
used dataset in the literature so far [39]. Experiments are also conducted for remote sens-
ing image scene classification, using the well-known UC Merced Land Use dataset. For
all datasets, we followed the same experimental setup to create the proposed image rep-
resentations. To conduct experiments for rotation-invariance, a rotation dataset is created
from each dataset, consistent with related work [15]. This section provides an overview
of the experimental results and of the image benchmarks used to evaluate the proposed
research.
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Fig. 2. The block diagram of the proposed framework

15-scene Image Dataset

The first dataset used in our experiments is the well-known 15-scene image dataset com-
prised of indoor and outdoor scene categories. Fig. 3 shows the examples of images for
a 15-scene dataset, indicating names and number of images per category. Initially 8 cate-
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gories were contributed by Oliva and Torralba [25], Li and perona [13] added 5 classes,
and the rest were collected by [18]. The predominant sources of images are the Internet,
personal photographs and the COREL collection. It is a challenging dataset, and has a
total of 4485 images with an average image size of 300 x 250 pixels. It is the most widely
used dataset so far.

To ensure a fair comparison, the testing and training samples are chosen in accordance
with the state-of-the-art methods [18, 15]. The training set is comprised of 100 randomly
selected images and the rest of the images are used for testing; hence the total number
of training images is 1500 and there are 2985 test images. The class numbers in our
experiments are ‘Bedroom = 1°, ‘Calsubrub = 2’, ‘Industrial = 3°, ‘Kitchen= 4’, ‘Living
room = 5°, ‘MlITcoast = 6°, ‘MITforest = 7°, ‘MIThighway = 8’, ‘MITinsidecity = 9’,
‘MITmountain = 10°, ‘MITopen country = 11°, ‘MITstreet = 12°, ‘MITtallbuilding = 13°,
‘PARoffice = 14’ and ‘Store = 15°.

Bedroam CALsubrut|
(100 imzgas) (100 images)

e

ﬁ - IH -

MiThighway MTinsidecity MTmauntain MiTopencountry MiTstreat
(100 images) (100 images) (100 images) (100images) (100 imzges)

Industrizl Kitchen Living Room
(100 images) (100 images}

MiTcoast
(100 images) (100 images)

Fig. 3. Example images from each category of the 15-scene image dataset [18]

To obtain the optimal performance for accurate feature representations, experiments
are performed with different sizes of visual vocabulary on both the 15-scene and the ro-
tated dataset. Fig. 4 demonstrates the robustness of the proposed approach on two datasets
and provides a graphical representation of the performance on vocabulary of different
sizes. For the two datasets, optimal performance for CWCH is obtained for a vocabulary
with a size of 400. The dimensions of the resultant feature vector are 2400.

Table 1 provides a comparison of our proposed CWCH with the recent methods that
incorporate spatial context in the BoVW model. Experimental results demonstrate the
robustness of our approach compared with the state-of-the-art methods.

It is evident from the table that our method provides the highest accuracy compared to
the state-of-the-art methods. Though the dimensions of PIWAH [16] are low compared to
CWCH, our approach is relatively simple and achieves 12.04% higher accuracy compared
to their method. The dimensions of CWCH can be reduced further by applying some
dimension reduction technique without significant loss in accuracy. Our method achieves
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Fig. 4. Mean average accuracy as a function of vocabulary size using 15-scene image dataset

Table 1. Classification accuracy comparison of the proposed CWCH with the state-of-the-art meth-

ods

Algorithms Feature Dimensionality Accuracy
PIWAH [16] 1800 76%
SPM [18] 4200 81.1%
Zang et al. [34] 3717 81.5%
SPS.a+ [17] 13200 83.7%
Karmakar et al. [15] 4200 84.20%
LGF [39] X 85.8%
CWCH 2400 88.04 %

6.94% higer accuracy compared to SPM [18], which is the pioneering work to incorporate
spatial information into the BoVW model.

In another recent paper [34], Zang et al. reduce the dimensions of Object Bank (OB)
achieving an accuracy 81.5%, CWCH produced a low-dimensional histogram represen-
tation with a 6.54% higher accuracy. Compared with the approach of rectangular rings
[15] our method achieves 3.84% more accuracy with fewer dimensions reported in their
work. Our method clearly outperforms the state-of-the-art methods in terms of accuracy
and dimensions with an accuracy 88.04%.

In order to demonstrate the sustainable performance of the proposed image represen-
tation, we have performed a class-wise comparison with the state-of-the-art method [39]
shown in Fig. 5. Zou et al.[39] consider the spatial context by incorporating SPM [18]
into their implementation.

The average confusion matrix for 15-scene image dataset is shown in Fig. 6. The
diagonal values show the precision normalized percentages of each class.

UC Merced Land-Use (UCM) Image Dataset

The UCM image dataset was created by Yang and Newsam [33] and is comprised of 21
land-use image scene categories. This dataset has a large geographical scale and the im-
ages have been downloaded from the United States Geological Survey (USGS) National
map. Each class consists of 100 images with an average size of 256 x256 pixels. Fig. 7
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Fig. 5. Class-wise comparison between LGF [39] and CWCH for 15-scene image dataset

Accuracy: 88.04%

Bedroom 04 186 26 00 00 00 00 00 00 0.0 0.0 26 02

Calsubrub 0.0 00 00 00 00 00 00 00 0.0 0.0 0.1 08
Indusirial | 6.0 41 02 0o o7 05 01 01 08 14 34 9.0
Kitchen | 21 0o 00 0o 0o 01 0o 0o 0.0 0.0 12 05

Livingroom | 12.4 03 40 8.0 00 03 05 01 00 0.0 0.0 56 32

MITcoast | 0.0 00 00 0.0 03 50 00 06 55 0.0 0.0 01 0.0

MITforest | 0.0 00 00 0.0 00 00 26 07 01 0.1 00 0.4
MIThighway | 0.3 00 00 0.0 02 11 0.3
MITinsidecity | 1.0 00 10 186 05 00 00
MITmountain | 0.1 00 00 0.0 00 13 18

MiTopencountry | 0.0 0.0 07 00 0.0 121 33

MITsireet | 0.2 0o 01 0.0 00 00 0o
MITtallbuilding | 0.2 0o 07 01 03 00 05
PARoffice | 0.3 00 01 15 06 00 00

Store | 20 08 57 32 58 00 05
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& & . & & & & 3 & 5 o &
& d}‘ﬂ& & & & o \3\6\ & & &

Fig. 6. Confusion matrix for 15-scene image dataset

shows the example images from each class along with the class label and the total number
of images in each category.

The class numbers in our experiments are ‘Agricultural=1’, ‘Airplane=2’, ‘Baseball di-
amond=3’, ‘Beach=4’, ‘Buildings=5", ‘Chaparral=6’, ‘Dense residential=7", ‘Forest=8’,
‘Freeway=9’, ‘Golf Course=10’, ‘Harbor=11", ‘Intersection=12", ‘Medium residential=13",
‘Mobile home park=14’, ‘Overpass=15’, ‘Parking lot=16’, ‘River=17’, ‘Runway=18’,
‘Sparse residential=19’, ‘Storage tanks=20’, ‘Tennis court=21". The training and the test
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Fig. 7. Example images from each category of the UCM image dataset [33]

set are chosen in accordance with related works [39,9, 33] for the sake of comparison.
For training, 80 images are randomly chosen from each class and the remaining are used
for testing.

The performance comparison of proposed approach for UCM and the rotated dataset
over vocabulary of different sizes is shown in Fig. 8. It can be seen that the proposed
approach is robust to image rotations. Using the proposed approach on both daasets, we
obtain optimal performance for a vocabulary with a size of 200, resulting in a 1200 di-
mensional feature vector.

In table 2 we present a comparison of our proposed CWCH with the state-of-the-art
research. It is evident that CWCH clearly outperforms not only those methods that are
consistent with our approach, but also other works that enhance feature representation in
fusion with spatial context as well as those that enhance intermediate representations.

In [37], Zhao et al. used concentric circle-structured multiscale BoVW model to in-
corporate the spatial context. While they use multiple features i.e. SIFT, color moments
and LBP to enhance their representation, our method provides 12.76% more accuracy
compared to their approach. To the best of our knowledge, Scott er al. [28] provide the
best classification for the UCM dataset. The CWCH representation provides competitive
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Fig. 8. Mean average accuracy as a function of vocabulary size using the UCM image dataset

Table 2. Classification accuracy comparison of the proposed CWCH with the state-of-the-art meth-
ods

Algorithms Accuracy
SPM [38] 82.3%
BoCF [11] 84.32%
CCM-BOVW [37] 86.64%
MSCLBP; [10] 90.6%
SOS [21] 94.33%
LGF [39] 95.48%
Lu et al. [14] 95.71%
salM*LBP-CLM [9] 95.75%
LGFBOVW [38] 96.88%
ResNet50 [27] 98.5%
Evolved Sugeno [28] 99.33%
CWCH 99.4%

performance to the state-of-the-art, based on feature extraction [39], spatial context [37],
the application of intermediate feature representation [21] and deep learning techniques
[28].

The class-wise comparison of CWCH with CCM-BOVW [37] is shown in Fig. 9. In
CCM-BOVW [37] the spatial information is incorporated by using a concentric-circle
based approach, their approach appear good only for the classes that are sensitive to ori-
entations, as airplane, baseball diamond, golf course and storage tanks. Whereas, CCM-
BOVW [37] model did not have a significant impact on categories, that have simple pat-
tern and do not suffer from orientations as forest, river, agricultural and chapparal. Our
proposed approach shows significant improvement in all the classes.

The confusion matrix for the UCM image dataset is shown in Fig. 10. The diagonal
values show the precision normalized percentages of each class.

Complexity Performance

The algorithms are computed using Intel(R) Core i7 (sixth generation) 2.59 GHz CPU,
8 GB RAM and the Windows-10 operating system. The proposed algorithms are imple-
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Fig. 9. Class-wise comparison between CCM-BOVW [37] and CWCH for UCM image dataset
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Fig. 10. Confusion matrix for the UCM image dataset

mented in MATLAB and the visual vocabulary (codebook) is constructed offline using
a training dataset and tested at run-time using a test dataset. The average CPU time (in
seconds) required from features extraction to image classification for CWCH and BoVW
on test dataset is presented in Table 3.
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Table 3. Classification accuracy and time comparison between BoVW and CWCH

Dataset Bovw - CWCH -
Accuracy Time Accuracy Time

15-scene 84.11% 74.40s 88.04% 118.67s

UCM 97.62% 9.93s 99.4% 21.09s

Our method provides better classification rates on both datasets compared to BoVW
without spatial information. However, BoVW seems to be computationally efficient, as
it does not involve any spatial information extraction step. Comparatively, our approach
provides 3.93% more accuracy on a 15-scene image dataset and 1.78% on the UCM im-
age dataset. The computation time of CCM-BOVW [37] is not reported, but it involves
multiple feature extraction steps and it also creates multiple multi-resolution images as
part of feature extraction. Our approach is simple, as it is comprised of a single feature
extraction step and provides better classification accuracy.

5. Conclusion and Future Directions

Due to recent growth in technology, the complexity and volume of multimedia contents
is significantly increasing. This has creased a demand for a highly effective image clas-
sification system. In this paper, we addressed two problems that are associated with the
classification-based framework of the BoVW model. The standard BoVW model lacks
spatial information and the approaches based on the division of images into cells to cre-
ate histograms of visual words do not allow rotations and changes in view point. The
proposed approach constructs the histograms of visual words by using concentric circles
to handle the changes in view point, rotations and computation of spatial information.
A weighted scheme is applied for image representation and performance is evaluated by
using two levels of concentric circles. The application of a weighted scheme makes it
possible to represent the image in a lower dimensional space that address the problem of
over-fitting.

The proposed histogram representation is simple and robust and can handle rotations
and changes in view point. Two standard image benchmarks are used for the performance
evaluation of the proposed approach. We would like to extend this work by creating a
unified approach that is tolerant to other transformations as well, i.e. scaling and transla-
tion. The proposed framework can be applied for image classification of a huge volume
of multimedia contents. In future, we intend to evaluate our proposed method on larger
datasets like ImageNet and Flicker by using deep convolution neural networks. A direct
extension of this work could be to incorporate other spatial cues such as color and shape,
or to combine it with some complementary relative spatial feature extraction method to
enhance the classification performance.
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