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Abstract. Coreference resolution systems aim to recognize and cluster together
mentions of the same underlying entity. While there exist large amounts of research
on broadly spoken languages such as English and Chinese, research on coreference
in other languages is comparably scarce. In this work we first present SentiCoref
1.0 - a coreference resolution dataset for Slovene language that is comparable to
English-based corpora. Further, we conduct a series of analyses using various com-
plex models that range from simple linear models to current state-of-the-art deep
neural coreference approaches leveraging pre-trained contextual embeddings. Apart
from SentiCoref, we evaluate models also on a smaller coref149 Slovene dataset to
justify the creation of a new corpus. We investigate robustness of the models using
cross-domain data and data augmentations. Models using contextual embeddings
achieve the best results - up to 0.92 average F1 score for the SentiCoref dataset.
Cross-domain experiments indicate that SentiCoref allows the models to learn more
general patterns, which enables them to outperform models, learned on coref149
only.

Keywords: coreference resolution, Slovene language, neural networks, word em-
beddings.

1. Introduction

Coreference resolution is a task where the goal is to identify and group all entity men-
tions that refer to a common entity in the text. It is an important part of the attempt to
understand language at a higher level and has its role across many other tasks in natural
language processing. One such example is question answering, where the user can pro-
vide a complex query, often mentioning the same entity with different words to construct
a less monotone sentence. For the system to determine what the user is asking and respond
correctly, it must be able to figure out what the user is referring to across a long span of
text.

Generally, the task can be thought of as a combination of mention detection and men-
tion clustering, and many approaches explicitly perform these two steps when doing coref-
erence resolution. The mention detection step deals with the detection of all entities that
refer to some entity in the text. Mention clustering then divides the entities into groups
based on the entity they refer to.

The most researched languages on this topic include broadly spoken languages such
as English and Chinese. However, less-researched (and less-resourced) languages often
possess interesting phenomena that do not appear in English and could provide a source
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of difficulties for English systems. In our work, we focus on Slovene, an example of such
a language, so far being the topic of few analyses.

We experiment with two datasets: coref149 and SentiCoref, with our work being the
first analysis performed on the latter. As such, we provide a detailed description of the
dataset and compare it with coref149 and some commonly used English coreference res-
olution datasets. We simplify our analysis, only studying the performance of systems on
the mention clustering task and assuming that the system can do the mention detection
step sufficiently accurately in advance. We analyze the performance of variously com-
plex models on datasets providing a substantially different amount of resources to learn
from. The studied models range in complexity from a simple linear baseline with features
described by existing literature, to complex models that use contextual embeddings, pre-
trained on general multilingual or Slovenian data. Additionally, we study how transferable
the patterns learned on both datasets are by either augmenting the datasets or learning a
model on one dataset and evaluating its performance on the other. Throughout the anal-
ysis, we probe the effect of certain architectural decisions, such as embedding size or
the amount of provided context, to additionally examine the capabilities of models and
datasets. We complement the quantitative evaluation (using automated metrics) with ad-
ditional qualitative analysis, outlining common mistakes in the best performing model.
The source code for our experiments is available online 1.

The rest of the paper is structured as follows. In Section 2 we provide an overview
of existing approaches to coreference resolution. In Section 3 we describe the datasets
used in our experiments, with additional focus on SentiCoref. In Section 4 we describe
the methods we use in our experiments. We then present and analyze the empirical results
in Section 5. Finally, in Section 6, we summarize our work and provide some possible
directions for further research.

2. Related Work

Coreference resolution is a widely studied problem in computational linguistics. Anapho-
ras and coreferent entities form a subset of discourse parsing [1] which is crucial for text
understanding. A discourse is a group of interrelated sentences that contribute to a clear
understanding only when read together. Anaphora on the other hand represents references
(i.e. mentions) to items mentioned earlier in discourse. The primary anaphora type is the
pronominal anaphora [2]. In contrast to anaphora, coreference identifies words or phrases
(i.e. mentions) referring to an underlying unique entity. Most coreference resolution sys-
tems deal with two tasks: (a) mention detection and (b) mention clustering. As mention
detection could be heuristically solved to identify mention candidates based on part-of-
speech tagging, most systems focus on solving mention clustering. The latter is also the
main focus of our work.

2.1. Coreference Resolution in English

Most approaches in coreference resolution transform the problem into a binary classifi-
cation problem, where the goal is to determine whether two selected mentions are coref-

1 https://github.com/matejklemen/slovene-coreference-resolution

https://github.com/matejklemen/slovene-coreference-resolution
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erent or not [3,4]. Prior to the use of deep learning approaches, methods based on condi-
tional random fields [5] and rule-based methods [6] were achieving state-of-the-art results.
The problem with such approaches is that they treat all coreference candidates indepen-
dently, so they cannot choose the most probable candidate when multiple valid ones exist.
Mention ranking was introduced as an improvement over those methods [7]. In these
approaches, candidates for coreference are scored using a score and the best scoring can-
didates are selected as coreferent ones. The benefit of such an approach is that it does not
consider candidates in isolation but jointly with other mentions. Another improvement is
the entity-mention approach [7], where the models are trained to determine whether the
observed mention belongs to one of the coreference clusters [8].

Recently, Lee et al. [9] introduced and evaluated the effectiveness of an end-to-end ap-
proach for coreference resolution, where the steps of mention detection and clustering are
trained jointly using deep neural networks. They introduce a span ranking approach and
optimize the two steps jointly by factoring the coreference compatibility score between
two spans i and j into a part that models how likely it is that the two spans are actual
mentions and a part that models how likely span j is an antecedent of span i. A potential
problem of such an approach is that there are a lot of candidate spans to consider, which
is solved by pruning the space of candidate spans. The method considers only a portion of
the top N spans, selected based on the score that models how likely span i is a mention. In
later work, the same authors [10] introduce another part to the coreference compatibility
score that roughly models how likely span j is an antecedent of span i and use it to prune
the candidate space even further. Subsequent work includes modifications such as the use
of more sophisticated contextual embeddings [11] or more specialized ones [12] inside the
end-to-end system. The latter work introduces SpanBERT, a modified version of Bidirec-
tional Encoder Representations from Transformers (BERT) [13], which introduces a span
masking and a span boundary objective as customized optimization objectives, designed
to help span modeling tasks, such as coreference resolution.

2.2. Coreference Resolution in Non-English Languages

Due to the ubiquity of the English language and the availability of resources, the majority
of work on coreference resolution is focused on the analysis of English data. However,
studies exist for a wide variety of languages, presenting approaches that use rules, classic
machine learning techniques or deep neural networks. Early approaches for various lan-
guages often tend to rely heavily on rules. Examples of such approaches include various
systems in Polish [14], Lithuanian [15] and Russian [16]. These approaches offer a good
starting point due to being well-studied and showing promising results in different lan-
guages. They are also relatively transparent, which enables their use in specific domains.
For example, the Lithuanian approach performs coreference resolution on medical data.

After using rule-based systems, there was a shift towards using machine learning mod-
els combined with hand-engineered features. A positive aspect of such approaches is that
there exist common features that work well across different languages, although they
might have different importance. However, the features can automatically be weighted
and combined by the models. This claim is supported by literature which adapts En-
glish systems and applies them to another language, such as the Polish adaptation [17] of
Beautiful Anaphora Resolution Toolkit (BART) [18] as well as in the existing literature
for Slovene language [19], where Žitnik and Bajec analyze the effectiveness of a wide
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range of features, previously proposed for English. Similarly, a baseline approach in our
work uses proven features in combination with a linear model and is shown to perform
well across both Slovene datasets but still worse than the approaches using deep learning.

Lately, the approaches for languages other than English are also starting to shift to-
wards the use of deep learning. Park et al. [20] use word embeddings and a feed-forward
neural network to model coreference resolution as a binary classification problem and
show its effectiveness for the Korean language, while Nitoń et al. [21] experiment with
deep learning approaches that use a combination of word embeddings and handcrafted
features and either a fully-connected neural network or a Siamese network [22] in a men-
tion ranking or entity-mention approach. Training deep neural networks typically requires
a large dataset to tune the weights stably. For some languages, annotated resources are
either not available or very scarce, which is one of the reasons why authors experiment
with learning cross-lingual coreference resolution. For example, Urbizu et al. [23] present
a coreference resolution system for the Basque language, which they train on an English
corpus. They compare the cross-lingual system with a monolingual (Basque) one and
show that the cross-lingual system works slightly better. Similarly, although motivated
by language similarity instead of data scarcity, Cruz et al. [24] present a coreference res-
olution system for Portuguese, which they learn on a Spanish corpus. They are able to
achieve competitive performance to a monolingual system, trained on Portuguese.

Our work draws inspiration from existing literature and studies it in terms of the
Slovene language. To the best of our knowledge, there currently exist no Slovene coref-
erence resolution systems based on deep learning. In addition to this, our work is the first
to analyze coreference resolution systems on the SentiCoref dataset [25].

3. Coreference Resolution Datasets

The majority of the state-of-the-art systems were evaluated on specialized shared tasks
at MUC (Message Understanding Conference) [26], ACE (Automatic Content Extrac-
tion) [27], SemEval2010 (Semantic Evaluation) [28], and at CoNLL-2011 and CoNLL-
2012 (Conference on Computational Language Learning) [29,30]. Nowadays, datasets
presented at these shared tasks or conferences still represent the main coreference reso-
lution benchmark datasets. Recently, some specific coreference resolution datasets were
produced, such as gender-focused coreference resolution [31], commonsense-related coref-
erence resolution [32] and coreference resolution as a part of general language under-
standing dataset [33].

In our experiments we use two Slovene coreference resolution datasets: coref149 [19],
containing 149 documents, and SentiCoref [25], containing 837 documents. First, we pro-
vide some general statistics for both datasets and compare them to commonly used En-
glish datasets. Then, as our work presents the first analysis on SentiCoref, we provide a
more detailed description of the dataset in Section 3.1.

We provide general statistics for both used datasets in Table 1. In addition, we note
statistics for some other commonly used English datasets. We can see that coref149 is
comparably small to the other datasets, being composed of less documents and contain-
ing less tokens. On the other hand, SentiCoref 1.0 dataset contains more documents than
ACE 2004 and SemEval2010 which seems promising for training coreference resolution
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models for Slovene. Most of the corpora (except coref149) are made up of news docu-
ments.

Table 1. Dataset statistics for the Slovene (coref149 and SentiCoref 1.0) and most of-
ten used English (ACE 2004, SemEval2010 and CoNLL-2012) coreference resolution
datasets.

Statistic coref149 SentiCoref 1.0 ACE 2004 SemEval2010 CoNLL-2012

Documents 149 837 450 314 2, 135
Tokens 26, 960 433, 139 191, 387 102, 952 1, 468, 889
Entities 1, 277 14, 572 12, 439 20, 921 37, 330

Trivial 831 7, 721 - - -
Mentions 2, 329 42, 738 29, 724 28, 242 174, 437

Overlapping 196 4, 212 - - -

Interestingly, the ratio of tokens per document is similar among all datasets. The num-
ber of entities per document is comparable between SentiCoref 1.0 and CoNLL-2012,
while it is lower for ACE 2004 and SemEval2010. Such rough comparison can provide
an initial insight into whether SentiCoref 1.0 dataset is on par with the commonly used
English datasets.

It is important to notice that there are a number of differences between the Slovene and
English language. Apart from the fact that Slovene is a highly inflected language, it intro-
duces verb as a new mention type. In Slovene texts, references to entities are often implic-
itly hidden in verbs and not mentioned explicitly as in English. Due to annotation specifics
(which we describe in more detail in Section 3.1), we also report the number of trivial en-
tities and overlapping mentions. Trivial entities contain only one mention in a document,
while overlapping mentions are mentions that overlap in tokens, although they can refer to
different entities. For example, the text “Slovenian football club Olimpija” contains three
mentions (“Slovenian”, “Olimpija” and “Slovenian football club Olimpija”), which refer
to two entities (Slovenia and football club Olimpija).

3.1. SentiCoref 1.0 Dataset

In this section, we provide a more detailed description of SentiCoref 1.0, a dataset that
was created to enable Slovene coreference resolution experiments on a larger scale. It is
publicly available online [25].

For SentiCoref 1.0 we selected 837 articles from the existing SentiNews 1.0 cor-
pus [34] which consists of 10, 427 manually annotated Slovenian news articles for senti-
ment analysis. The content represents online news related to politics, business, economics
and finance. The news were randomly sampled from Slovenian online news portals 24ur,
Dnevnik, Finance, RTVSLO and Žurnal24. In SentiNews, each article is independently
annotated by between two and six annotators for sentiment analysis using a five-level
Lickert scale (very negative, negative, neutral, positive and very positive) on three lev-
els of granularity (document, paragraph and sentence level). For SentiCoref, we selected
documents from SentiNews that contain between 50 and 73 named entities, as detected
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by Polyglot [35]. In Figure 1 we show a part of an annotated document from the dataset.
It contains three types of annotations, which we describe next.

Named entity annotation: The basis for coreference resolution and target-level senti-
ment analysis are entities. In the corpus we therefore focused only on entities that
contain at least one named entity mention in a document. This means that entities
never explicitly mentioned in the corpus are not taken into account (e.g. if the entity
is always referred to using pronouns). Based on the existing Slovene named entity
recognition dataset [36] we decided to annotate:

(a) persons or groups of persons: For example [Alfred Nobel], [poslanec SKD] (eng.
parliament member from the SKD party) or [zamejci] (eng. Slovenes abroad).

(b) organizations: For example [Švedska centralna banka] (eng. Swedish Central
Bank). This category also includes political parties, for example [SKD] (SKD
party).

(c) geographical names: For example locations, such as [Maribor] and [Washing-
ton], political geographical units, such as [EU].

Coreference resolution annotation: Coreferences are annotated only for entities that
contain at least one named entity mention in a document and represent identity-level
coreferences. Thus, each coreference chain refers only to one specific underlying en-
tity and not, e.g., a part-whole concept.

Target-level sentiment analysis annotation: One of the aims of the dataset was also to
provide sentiment annotation for each entity in a document. As an entity is repre-
sented as a list of coreferent mentions, the task is to identify the sentiment of an
entity in the context of a document. So, if there is a description of a crime that a per-
son committed, then such entity would be annotated as a negative entity. Annotations
for the entities are added to the last mention of an entity in a document.

Prestižno nagrado sta lani prejela Američana Oliver Williamson in Elinor Ostrom , slednja kot prva ženska v zgodovini . 

Nagrajenca sta po mnenju žirije dokazala, da lahko gospodarska analiza osvetli večino oblik družbene ureditve. To je 

zadnja objava dobitnika ene od šestih nagrad sklada, ki ga je ustanovil švedski industrialec in izumitelj dinamita 

Alfred Nobel . Nagrajenci bodo nagrado prevzeli 10. decembra letos na obletnico smrti Nobela . Sklad za nagrado je leta 

1968 v spomin Alfredu Nobelu ustanovila Švedska centralna banka , prvo Nobelovo nagrado pa so podelili leta 1969.
POSITIVE POSITIVE

POSITIVEPOSITIVE

Fig. 1. Part of an annotated document from SentiCoref. Each entity and its coreferences
are marked with the same color. Sentiment annotation is marked at the last mention of an
entity. The English translation of the text is: “The prestigious award went to Americans
Oliver Williamson and Elinor Ostrom, the latter being the first woman in history to receive
it. According to the jury, the winners have shown that economic analysis can shed light
on most forms of social regulation. This is the latest announcement of the winner of one of
six awards given by the organization, founded by the Swedish industrialist and inventor of
dynamite Nobel. The winners will receive the prize on 10. December on the anniversary
of Nobel’s death. The Prize Fund was established in 1968 in memory of Alfred Nobel by
the Swedish Central Bank, with the first Nobel Prize being awarded in 1969.”
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In Table 2 we show the general statistics of named entity types and sentiment values.
Note that there is a difference of 451 entities between Table 2 and Table 1. This is the
number of entities that do not have a sentiment value annotation. The lack of annotations
was discovered after the end of the annotation campaign.

Table 2. Number of entities by their type and sentiment in the SentiCoref 1.0 dataset.

Positive Neutral Negative All

Person 637 2, 611 542 3, 790
Organization 756 4, 455 986 6, 197
Location 274 3, 603 257 4, 134

All 1, 667 10, 669 1, 785 14, 121

The dataset was annotated by a total of eight different annotators, with each document
being annotated by two different annotators. All the documents were then manually cu-
rated by the second author of this paper. Compared to English datasets, SentiCoref 1.0
contains the following specifics.

– It contains annotations for overlapping mentions, the number of which we provide in
Table 1. These can appear as mentions of different entities or the same. The latter are
mostly left predicate complements (premodifiers), for example, “[head of engineering
[Zoran Arnež]1]1” contains two overlapping mentions referring to the same entity.
On the other hand, in case of right predicate complements (i.e. postmodifiers), there
is always a character between the two mentions, such as ‘-’, ‘v’, ‘(’, ‘/’ or ‘,’. Such
apposition is for example “[Zoran Arnež]1, [head of engineering]1.”

– In Slovene, the mentions can implicitly be hidden inside a verb. In such cases, we
annotate part of verbs that contain information about the entity. Such an example
is the text “[Postal je]1 učitelj”, which would be directly translated into English as
“[Became]1 a teacher”, although it is implied that the statement is about a man.
These annotations exist only in cases where no explicit mention of an entity exists in
a sentence. Another example is shown in Figure 2.

Med možnimi ukrepi EU je Barnier omenil obnovo zemlje v prahi.

“Možen ukrep so tudi dodatne kvote na področju mleka,” je dejal .

Among possible EU measures, Barnier mentioned the restoration of set-aside land. 

"Additional quotas in the field of milk are also a possible measure," he said. 

Fig. 2. An example of a Slovene coreference where a coreferent mention is “hidden”
within a verb. The figure shows two entities and three mentions. The bottom part is the
English translation of the Slovene example.
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In Figure 3 we show the part of speech tag distribution in SentiCoref 1.0. We used
Stanza [37] to annotate the corpus automatically. In the case of a multi-word mention,
we take the type of the first word as the tag of the mention. We observe that nouns are
most common, also because named entities are nouns. The next are adjectives which often
play the role of a premodifier of a mention. The third and fourth are verbs and pronouns.
Compared to English, verbs in Slovene implicitly contain pronoun mentions which are
always explicit in English, so these would be represented as one group in English datasets.
Other part of speech types are rare and represent special cases that appear at the beginning
of mentions, for example, titles (“dr. Lahovnik”) or abbreviations (“B. Bonnaud”).

Fig. 3. Distributions of part of speech types of first words of the mentions in SentiCoref.

Lastly, we show three additional distributions for SentiCoref 1.0 in Figure 4: entity
size, document size and distance between coreferent mentions. As described in Table 1,
there are a lot of trivial entities in the dataset (around 50%). Still, entities containing up to
10 mentions are well represented and mostly contain other half of entities. The distribution
of distances between two consecutive coreferent mentions (upper right) is important as it
explains the maximum possible performance of a coreference resolution model that can
take up to N consecutive mentions as input. For example, distance 0 means that mentions
are directly consecutive (no other mentions in between), and distance 1 means that there
is one other mention in between. We can observe that by collecting mentions up to a
distance of 10 we could address most of the existing coreferences (around 95%).

As we selected only documents that contain at least 5 named entities, the minimum
number of mentions per document is larger than that (i.e. 13 mentions). From Figure 4
we observe that most of the documents contain between 30 and 70 mentions. There exist
documents with up to 145 mentions, but these are less frequent. These documents are
typically sports game reports where a number of players and sports clubs are mentioned.
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Fig. 4. Distributions of entity sizes in SentiCoref based on the number of mentions (upper
left), distances between consecutive coreferent mentions (upper right) and document sizes
based on the number of mentions (bottom).

4. Methods

4.1. Mention Ranking Formulation of the Task

In all of our approaches, we treat coreference resolution as a mention ranking problem.
We are given a document with information about which spans of words (mentions) refer
to the same entity. We move through the mentions in the order of their appearance in
the document. For every mention, we determine which preceding mention (antecedent)
it is coreferent with. This is done by assigning a coreference compatibility score to all
candidates and selecting the mention with the highest score among them as the coreferent
mention. Figure 5 shows an example of a mention ranking algorithm.

The goal of the models is to make the coreference compatibility score high for coref-
erent mentions and low for non-coreferent mentions. Formally, the models minimize the
cross-entropy between predicted and the ground truth antecedent probability distribution.

4.2. Baseline Model

Our baseline model is a linear mention pair scorer based on handcrafted features. Scores
are obtained for every antecedent candidate appearing in the document and then normal-
ized using the softmax function. For constructing the features, we use additional metadata
such as part of speech tags and lemmas. For coref149, this metadata is provided in the
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My sister has a dog and she loves him . He is cute. 

0.05
0.05 0.30.6

Fig. 5. Mention ranking algorithm. Marked words represent mentions of two different
entities, split by color, based on the entity they reference. Mention currently being pro-
cessed is “He”. We compute scores for all antecedent mentions. The mention with the
highest score is selected as a coreference.

ssj500k dataset, while for SentiCoref, this metadata is not provided, so we obtain it au-
tomatically using the Stanza library [37]. The features we use in our baseline model are
based on already-proven ones reported in existing literature [5]. They are described in
Table 3. Categorical features are encoded into binary ones using one-hot encoding. In the
following sections, we refer to this approach as linear baseline.

Table 3. Features used in our linear baseline model.

Feature Description

string match exact match for pronouns or match in lemmas

same sentence are both mentions in same sentence

same gender one-hot encoded vector for values: same gender, different gender

same number one-hot encoded vector for values: match in number, don’t match in number

is appositive both mentions have noun-related tag and previous mention is followed by
comma

is alias one mention is a subset of another

is prefix one mention is prefix of another

is suffix one mention is suffix of another

is reflexive one mention is followed by another that is reflexive pronoun

jw dist distance value between two mentions according to Jaro-Winkler metric

4.3. Neural Models

In this section, we first describe the used neural coreference scoring architecture. We
describe it by detailing the process of obtaining the coreference score for a given mention
and a coreference candidate. Next, we present our three variations of the architecture,
which differ in the type of embeddings, used to represent the mention tokens.
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Our neural architecture follows the neural network-based scorer, originally introduced
as part of an end-to-end system for coreference resolution [9]. The scorer is shown schemat-
ically in Figure 6 and described next.

… Michel Barnier pointed that out as a difficult job.  EC’s Head of Task Force for Relations with the UK initiated …

Token 1 Token 2 Token n…

Mention i word embeddings

Token 1 Token 2 Token m…

Mention j word embeddings

Word embedding technique

Token 1 
embedding

Token n 
embedding

Average token 
embedding

Mention i representation

Token 1 
embedding

Token m 
embedding

Average token 
embedding

Mention j representation

… … …

Mention i Mention j Mention i ⊙ Mention j

…

…

Coreferent / Not coreferent

Fig. 6. Neural coreference scorer architecture. Input to the scorer represents both mention
representations and their element-wise product. Mention representations consist of first
mention token embedding, last mention token embedding and average token embedding
of mention tokens.

The input to the scorer are tokens for a mention, and one of the candidate mentions for
coreference, while the output is a coreference compatibility score between two mentions,
representing how likely it is that the two mentions are coreferent. First, the tokens are
embedded using one of the embedding types described later in this section. Then, a three-
part mention representation is constructed independently for each mention. This is done
by concatenating the embedding of the first token of a mention, the embedding of the last
token of a mention and a learned weighted combination of embeddings for all mention
tokens. The first and second parts of the representation are used to capture the left and
right context of a mention, while the third part is used as an approximate representation of
the head word inside a mention. Once the mention representations are obtained for both
mentions, a three-part mention pair representation is constructed by concatenating the
representations of the first mention, the second mention and their element-wise product.
Finally, this is fed into a two hidden layer feedforward neural network with rectified linear
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unit (ReLU) activation function to produce a coreference compatibility score, which is
then used in the mention ranking framework, described in Section 4.1.

One aspect of the neural architecture, which is still vaguely described, are the em-
beddings used to represent the tokens. We experiment with different types of embeddings
to produce three variations of the previously defined architecture. Specifically, we use
non-contextual (word2vec and fastText), contextual ELMo (Embeddings from Language
Models) and contextual BERT embeddings. The process of obtaining these embeddings
is shown schematically in Figure 7 and described next.

Token 1

Token 2

Token n
…

Token a

Token b+1
…

Embedding 1

Embedding 2

Embedding n
…

Non-contextual 
embedding 
technique 

(Word2Vec, fastText)

Token a+1

Token a+2

Token b
…

…
Token 0

Token n

Embedding a

Embedding b+1
…

Embedding a+1

Embedding a+2

Embedding b
…

…
Embedding 0

Embedding n

Contextual 
embedding 
technique 

(ELMo, BERT)

Embedding a

Embedding b+1
…

Embedding a+1

Embedding a+2

Embedding b
…

…
Embedding 0

Embedding n

Bi-LSTM

Bi-LSTM

Bi-LSTM

Bi-LSTM

Bi-LSTM

Bi-LSTM

Bi-LSTM

Embedding a

Embedding b+1
…

Embedding a+1

Embedding a+2

Embedding b
…

…
Embedding 0

Embedding n

…

…

…

(a) Non-contextual mention embedding

(b) Contextual mention embedding (c) Contextual mention embedding (ELMo) + bi-LSTM

Mention Embedded mention

Sentence Embedded sentence ELMo embedded 
sentence

Final embedded 
sentence

Fig. 7. Different embedding techniques used in our work. The input mention is marked
in yellow. The figure shows methods to get (a) non-contextual word embeddings such as
word2vec and fastText, (b) contextual word embeddings such as ELMo and BERT, and
(c) the additional step that is used for processing ELMo embeddings: a pass through an
additional bi-LSTM. For BERT-based embeddings (b), we use the output of its last hidden
layer as embeddings.

Non-contextual Embeddings For experiments with non-contextual embeddings, we use
word2vec embeddings [38] and fastText embeddings [39], which we provide in their
original form as the input to the coreference scorer. Specifically, we use word2vec em-
beddings trained with the skip-gram architecture and fastText embeddings trained us-
ing the continuous bag of words architecture, a decision which we make based on the
fact that such embeddings are already provided online. In our primary experiments, we
use 100-dimensional word2vec embeddings [40] and 100-dimensional fastText embed-
dings, which we additionally fine-tune for coreference resolution. As we are dealing with
datasets of very different sizes that might not both allow the learning of complex models,
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we also experiment with a smaller (50) and bigger (300) dimensionality of word embed-
dings. For tokens appearing in the vocabulary that do not have an associated pretrained
word embedding, we randomly initialize their embeddings to random [0, 1) vectors of
used dimensionality.

In the following sections we refer to these approaches as word2vec and fastText.

Contextual Embeddings: ELMo In the first approach using contextual embeddings, we
use Embeddings from Language Models (ELMo) [41]. Following the setup used by the
authors of ELMo, we learn a task-specific linear combination of the three ELMo layers.
Additionally, we encode the resulting embedded document tokens using a bidirectional
LSTM [42], processing each sentence independently. We use a pretrained Slovene ELMo
model [43], whose weights we fine-tune together with the weights of coreference scoring
module. In the following sections, we refer to this approach as elmo-lstm.

Contextual Embeddings: BERT In the second approach using contextual embeddings,
we use BERT embeddings [13], following the setup described in existing literature [11],
where BERT-embedded tokens are given as input to the coreference scorer. Because
BERT has an effective maximum input length, we divide the longer documents into
non-overlapping segments of pre-determined maximum length and embed them indepen-
dently. The embeddings we input to the coreference scorer correspond to the last hidden
layer of BERT. To perform batched coreference score computation, we pad the mentions
to a fixed maximum span size. Mentions which are longer than the maximum size are
truncated. The size is set in a way that most mentions do not get truncated. We use two
types of BERT: a trilingual BERT model (CroSloEngual BERT) [44] and multilingual
BERT. In the following sections, we refer to these approaches as CroSloEngual BERT
and multilingual BERT.

5. Results and Discussion

In this section, we first explain the experimental settings and metrics used in our coref-
erence resolution experiments. Then, we present the analysis of results obtained by our
approaches on Slovene datasets.

5.1. Experimental Framework

There is no general agreement on which metric to use for the coreference resolution task.
We adopt the most commonly used measures in the literature, which are described below.
Prior to the measures we use in this paper, a graph-based scoring algorithm had been used
that produced very unintuitive results [45,46]. There have been several metrics proposed,
so we evaluate the system using the following most commonly used measures:

MUC The key idea in developing the MUC measure [47] was to give an intuitive expla-
nation of the results for coreference resolution systems. It is a link-based metric (it
focuses on pairs of mentions) and is the most widely used. MUC counts false posi-
tives by computing the minimum number of links that need to be added to connect
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all the mentions referring to an entity. On the other hand, recall measures how many
of the links must be removed so that no two mentions referring to different entities
are connected in the graph. Thus, the MUC metric gives better scores to systems with
more mentions per entity while ignoring entities with only one mention (singleton
entities).

BCubed The BCubed metric [48] (B3) tries to address the shortcomings of MUC by
focusing on mentions, and measures the overlap of the predicted and true clusters
by computing the values of recall and precision for each mention. If k is the key
entity and r the response entity containing the mention m, the recall for mention m is
calculated as |k∩r|

|k| , and the precision for the same mention, as |k∩r|
|r| . This score has

the advantage of measuring the impact of singleton entities, and gives more weight to
the splitting or merging of larger entities.

CEAF The goal of the CEAF metric [49] is to achieve better interpretability. The result
reflects the percentage of correctly recognized entities. We use entity-based metric
(in contrast to a mention-based version) that tries to match the response entity with at
most one key entity. For CEAF, the value of recall is total similarity

|k| , while precision

is total similarity
|r| .

We report on precision, recall and F1 score For each metric. Results are computed
using neleval2 package.

In addition, we also report on the CoNLL 2012 score, which is the average F1 score
of the three metrics (i.e., MUC, B3 and CEAF) and is intended to serve as a compact sum-
mary of the model’s performance. It was also used during CoNLL 2012 shared task [29]
to rank participating coreference resolution systems. Unless noted otherwise, we use this
metric to determine if method M1 is better than method M2.

We compute the described metrics using different evaluation techniques. On coref149,
we use 10-fold cross-validation (CV), meaning we divide the dataset into 10 parts, train
a model on 9 folds and evaluate it on the remaining fold. We repeat this 10 times, each
time evaluating on a different fold, and report the mean score (along with the standard
deviation) across the folds as the final result of a method. On SentiCoref, we instead
decide to use a single split into a training, validation and test set in ratio 70%:15%:15%.
We choose to do so primarily due to the substantially larger size of the dataset, which
reduces the random fluctuation in the performance of the models. The validation set is
used to select the best hyperparameters for our model as well as for regularization. The
best model is selected with early stopping: once the loss on the validation set does not
decrease for 5 consecutive epochs, the training is stopped, and the best state is used for
evaluation. In each iteration of CV, an internal 3-fold CV is used in place of a validation
set for hyperparameter and model selection.

5.2. Empirical Comparisons

The results achieved by presented methods are shown in Table 4 for coref149 and Table 5
for SentiCoref. Besides our baseline scorer and variations of a neural coreference scorer,
we also include results obtained by two trivial models, which show what kind of scores

2 Neleval package repository: https://github.com/wikilinks/neleval (Accessed on: April 9,
2021)

https://github.com/wikilinks/neleval
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Table 4. MUC, B3 and CEAFe F1 scores of our approaches on the coref149 dataset,
ordered by average F1 score. The numbers represent the means and standard deviations
across 10 folds of CV.

Model MUC B3 CEAFe Avg. F1

All-in-one
0.617

(0.070)
0.358

(0.046)
0.152

(0.029)
0.376

(0.047)

Each-in-own
0.000

(0.000)
0.688

(0.049)
0.562

(0.062)
0.417

(0.037)

fastText100
0.125

(0.090)
0.707

(0.041)
0.589

(0.050)
0.473

(0.043)

word2vec100
0.342

(0.099)
0.670

(0.100)
0.565

(0.113)
0.525

(0.048)

elmo-lstm
0.4246
(0.080)

0.7131
(0.038)

0.645
(0.042)

0.594
(0.035)

linear-baseline
0.539

(0.092)
0.793

(0.043)
0.701

(0.060)
0.678

(0.058)

multilingual BERT
0.719

(0.049)
0.841

(0.038)
0.801

(0.047)
0.787

(0.043)

CroSloEngual BERT
0.720

(0.081)
0.839

(0.033)
0.806

(0.031)
0.788

(0.039)

Table 5. Achieved MUC, B3 and CEAFe F1 scores of our approaches on the SentiCoref
dataset.

Model MUC B3 CEAFe Avg. F1

Each-in-own 0.000 0.525 0.389 0.305

All-in-one 0.770 0.231 0.050 0.350

linear-baseline 0.605 0.691 0.565 0.620

word2vec100 0.708 0.705 0.658 0.690

fastText100 0.778 0.773 0.753 0.768

elmo-lstm 0.855 0.819 0.810 0.828

multilingual BERT 0.923 0.891 0.886 0.900

CroSloEngual BERT 0.939 0.916 0.912 0.922
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one can expect by default: the “Each-in-own” model puts each mention in its own clus-
ter, while the “All-in-one” model puts all mentions of a document into a single cluster.
Comparing these methods in isolation, we can see that the former has a higher average
score on coref149, while the latter has a higher score on SentiCoref, which agrees with
the statistics of trivial entities presented in Section 3: because coref149 contains a larger
proportion of trivial entities, the “Each-in-own” model achieves a slightly higher score
there.

Linear baseline achieves an average F1 score of 0.678 on coref149 and 0.620 on
SentiCoref. It serves as a relatively strong baseline, beating both methods using non-
contextual embeddings and one using contextual embeddings on coref149, where data is
scarce. On SentiCoref, its performance is inferior to the mentioned methods since their
weights can be more reliably tuned there. The results indicate that simpler methods based
on manual feature engineering might be viable when we have a small amount of training
data. Another desirable trait of the linear model is our ability to inspect what the model
has learned by plotting the feature weights. The learned weights on Figure 8 indicate
that string equivalence features (such as string match and suffix indicator) are universally
useful, while the importance of some other features differs substantially.
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Fig. 8. The weights of linear baseline coreference scorer. For both datasets, the model
assigns high importance to the string equivalence based attributes.

Although desirable on small datasets, the results achieved by linear baseline are sur-
passed by the neural approaches using either non-contextual or contextual embeddings
once more data is available, as is the case with SentiCoref.
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Focusing on the models using non-contextual embeddings first, we see that they achieve
average F1 scores of 0.690 (word2vec) and 0.768 (fastText) on SentiCoref, while they
achieve poor average F1 scores of 0.525 (word2vec) and 0.473 (fastText) on coref149.
FastText embeddings offer increased flexibility in representing small variations of words
due to being based on subword units, though they also amount to a larger amount of train-
able weights than word2vec embeddings. The results seem to indicate that the fastText
embeddings can not be tuned reliably on the coref149 dataset, so they perform worse than
word2vec. Conversely, SentiCoref offers enough data to tune them, which results in a
noticeable performance boost (+0.078 average F1 score over word2vec).

The outlined statement is further supported by our experiment with different non-
contextual embedding sizes, the results of which are shown in Table 6 for coref149 and
Table 7 for SentiCoref. On coref149, the top F1 scores are achieved by smaller embed-
dings (50-dimensional fastText and 100-dimensional word2vec) since they can be fit most
reliably. On SentiCoref, approaches using fastText embeddings of all sizes outperform
the approaches using word2vec embeddings. We note however that the two types of em-
beddings are obtained using different architectures, i.e. skip-gram and continuous bag of
words. Some of the outlined differences could also be caused by this, though we do not
explore the comparison further.

Table 6. MUC, B3 and CEAFe F1 scores of neural approaches using non-contextual
embeddings of different dimensions on the coref149 dataset. The numbers represent the
means and standard deviations across 10 folds of CV.

Model MUC B3 CEAFe Avg. F1

fastText100
0.125

(0.090)
0.707

(0.041)
0.589

(0.050)
0.473

(0.043)

fastText300
0.132

(0.074)
0.706

(0.040)
0.591

(0.049)
0.477

(0.042)

word2vec50
0.361

(0.111)
0.607

(0.092)
0.479

(0.105)
0.483

(0.046)

word2vec300
0.210

(0.139)
0.680

(0.095)
0.568

(0.102)
0.486

(0.045)

fastText50
0.169

(0.090)
0.711

(0.041)
0.602

(0.059)
0.494

(0.059)

word2vec100
0.342

(0.099)
0.670

(0.100)
0.565

(0.113)
0.525

(0.048)

The results for models using contextual embeddings lead to similar conclusions. On
coref149, the models using ELMo embeddings cannot learn many patterns and therefore
achieve a poor average F1 score (0.594). This means that even the best score does not
surpass the performance of a linear baseline on coref149. Surprisingly, the story is differ-
ent for BERT models: the multilingual and trilingual BERT model approaches surpass the
baseline and achieve a practically equivalent average F1 score (0.787 and 0.788).
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Table 7. MUC, B3 and CEAFe F1 scores of neural approaches using non-contextual
embeddings of different dimensions on the SentiCoref dataset.

Model MUC B3 CEAFe Avg. F1

word2vec50 0.697 0.698 0.642 0.679

word2vec100 0.708 0.705 0.658 0.690

word2vec300 0.733 0.726 0.704 0.721

fastText50 0.768 0.765 0.748 0.761

fastText100 0.778 0.773 0.753 0.768

fastText300 0.785 0.788 0.759 0.777

On SentiCoref, the contextual models can be tuned much better, pushing the achieved
scores far above those of non-contextual models and the linear baseline. The model using
ELMo embeddings achieves an F1 score of 0.828, while the multilingual and trilingual
BERT achieve F1 scores of 0.900 and 0.922, respectively.

The results show the overall effect of using different approaches to model coreference
resolution, with the results for BERT on SentiCoref looking particularly impressive. To
get additional perspective into the limits of our methods, we qualitatively observe the
wrong predictions made by the best performing approach on SentiCoref and point out
some error patterns which we observe multiple times, their likely causes and possible
solutions. The examples which we refer to in descriptions of error patterns are also shown
in Figures 9, 10 and 11.

– Errors due to limitations of architectural decisions. One type of error is due to the
limited context made available to the BERT model. For example, the model assigns a
mention at the end of a long document to a new entity, although the same entity was
already detected at the start of the document. In our case, this is likely a consequence
of representing the documents as independent segments of a fixed maximum size.
The dilemma of how to represent long documents is still an open problem, although
one possibility to reduce the number of such errors could be to represent documents
as a combination of partially overlapping segments of maximum size, as outlined in
work by Joshi et al. [11].
The second type of error we mention here are the locally consistent but globally in-
consistent assignments. For example, consider a document with the following three
mentions (Figure 9): “Šrot” (in this case implying a man’s surname), “nadzornik v
odvisnih družbah” (meaning “supervisor”) and “Tone Turnšek” (another man’s name
and surname). The model first assigns “Šrot” as the antecedent of “nadzornik v odvis-
nih družbah”. Next, it assigns “nadzornik v odvisnih družbah” as the antecedent of
“Tone Turnšek” . Although both of the assignments are potentially valid on their
own, they form an inconsistency once both are taken together since the names clearly
refer to different persons. The reason for these errors lies in the mention ranking
framework, which does not explicitly consider existing entity assignments. Besides
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changing the problem formulation, a possible improvement that tries to fix such in-
consistencies is the use of an iterative refinement mechanism [10].

Naj dodamo, da je Šrot lani z vodenjem Laškega zaslužil 230.000 evrov, kot
nadzornik v odvisnih družbah pa še dodatnih 18 tisočakov.
…
Ponovno bo v nadzornem svetu sedel Tone Turnšek, poleg njega pa še 
Aleksander Svetelšek, Marjan Mačkošek in Vladimir Malinkovič.

Let us add that Šrot earned 230,000 euros last year by leading Laško and
an additional 18 thousand as the supervisor in the subsidiaries.
…
Tone Turnšek will be member of the Supervisory Board again, along with
Aleksander Svetelšek, Marjan Mačkošek and Vladimir Malinkovič.

Fig. 9. Example of an error that the best BERT model makes on SentiCoref, likely due
to limitations of architectural decisions. “Tone Turnšek” should have been assigned to a
separate entity.

– Lack of common sense. For example (Figure 10), the model assigns the mentions
“Merkur” (a Slovene company) and “nakelski trgovec” (meaning “a retail company
based in Naklo”) to a different cluster, although the two both refer to the same com-
pany. Such situations are arguably challenging even for humans if one does not have
the background knowledge, and the modeling of common sense is still an open prob-
lem.

Po pisanju Financ naj bi Kordež in drugi menedžerji Merkurja iz podjetja
odtujili 185 milijonov evrov.
…
Bineta Kordeža in še tri osebe sumijo več kaznivih dejanj pranja denarja v
času, ko je Kordež vodil nakelskega trgovca.

According to Finance, Kordež and other Merkur managers are responsible 
for disposal of 185 million € from the company.
…
Bine Kordež and three other people are suspected of several money laundering
offenses during the time Kordež was running the merchant from Naklo.

Fig. 10. Example of an error due to lack of common sense by the best BERT model
on SentiCoref. “merchant from Naklo” should have been assigned the same cluster as
“Merkurja.”

– Assignment of similar, but semantically different, named entities to same cluster.
For example (Figure 11), the mentions “Britanija“ (meaning “Britain”) and “Brioni”
(a group of islands in Croatia) get clustered together, although they refer to two dif-
ferent geographical locations. This may be a consequence of the model putting too
much emphasis on the common prefix “Bri” instead of taking into account the entire
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words. A possible way to solve this could be to use a gazetteer to divide the mentions
into two entities.

Zadnjič je bila v bližini - na Brionih - leta 1972, ko jo je kraljevsko gostil
tedanji jugoslovanski predsednik Josip Broz Tito.
…
“Britanija ima dolgo zgodovino, kraljica je simbol tradicionalnih vrednot
za veliko ljudi,” še dodaja.

She was last nearby - at Brioni - in 1972, when she was royally hosted by
the then-Yugoslav President Josip Broz Tito.
…
“Britain has a long history, the Queen is a symbol of traditional values
for a lot of people,” he adds.

Fig. 11. Example of an error due to assignment of similar, but semantically different men-
tions by the best BERT model makes on SentiCoref. “Britanija” should have been a sep-
arate entity.

The quantitative results show that the highest scores obtained on the two datasets differ
significantly. To see whether this gap can be narrowed, we perform additional experiments
using augmented datasets. We expand the training subset of one dataset with all examples
of the other dataset and rerun the training and evaluation procedure. Additionally, we
perform cross-domain experiments, in which we take a model trained on one dataset and
evaluate it on the other dataset without additional fine-tuning. The aim of this is to see
how transferable the learned patterns are between datasets. We show the results in Table 8
for coref149 and Table 9 for SentiCoref and summarize them next.

The outcome can roughly be divided into two cases. The linear baseline performs
equally or worse both with the augmented dataset as well as in cross-domain experi-
ments. As seen in Figure 8, the weights for many features differ substantially between
the datasets, so they cannot be set in a way that would benefit both datasets at once. The
other approaches generally see a performance increase when using a dataset augmented
with SentiCoref, and a comparable or worse performance when using a dataset augmented
with coref149. The only model that benefits slightly from the augmentation with coref149
is the ELMo based model. Experimental results show that models trained on SentiCoref
or an augmented dataset perform better on coref149 than those trained only on coref149,
with the best trilingual BERT model achieving the new highest average F1 score (0.869).
This strongly indicates that SentiCoref allows the models to learn more general patterns
behind coreference. Therefore its use should be prioritized over coref149.

Throughout our experiments, the results show that once enough data is available, the
methods using contextual embeddings (ELMo, BERT) start performing well and learn
general patterns behind coreference. In our last set of experiments, we check the effect
of certain architectural decisions on the performance of these methods on SentiCoref.
Specifically, we observe the effect of three types of modifications:
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Table 8. MUC, B3 and CEAFe F1 of our approaches in experiments involving augmented
datasets (augm.) and cross-domain evaluation (marked as SentiCoref as the models are
trained only on SentiCoref). The methods are evaluated on coref149, and the numbers
represent the means and standard deviations across 10 folds of CV.

Model MUC B3 CEAFe Avg. F1

linear-baseline (SentiCoref)
0.303

(0.077)
0.742

(0.044)
0.636

(0.058)
0.560

(0.047)

word2vec100 (SentiCoref)
0.468

(0.069)
0.675

(0.034)
0.589

(0.033)
0.578

(0.033)

word2vec100 (augm.)
0.506

(0.064)
0.713

(0.037)
0.625

(0.048)
0.615

(0.036)

linear-baseline (augm.)
0.491

(0.095)
0.781

(0.044)
0.683

(0.061)
0.652

(0.060)

fastText100 (SentiCoref)
0.539

(0.065)
0.790

(0.030)
0.728

(0.036)
0.686

(0.031)

fastText100 (augm.)
0.572

(0.101)
0.802

(0.042)
0.737

(0.054)
0.704

(0.060)

elmo-lstm (SentiCoref)
0.683

(0.063)
0.819

(0.037)
0.767

(0.042)
0.757

(0.040)

elmo-lstm (augm.)
0.705

(0.097)
0.850

(0.035)
0.816

(0.040)
0.790

(0.048)

multilingual BERT (SentiCoref)
0.787

(0.058)
0.856

(0.039)
0.826

(0.052)
0.823

(0.044)

multilingual BERT (augm.)
0.794

(0.050)
0.882

(0.039)
0.854

(0.050)
0.843

(0.031)

CroSloEngual BERT (augm.)
0.816

(0.073)
0.900

(0.028)
0.876

(0.039)
0.864

(0.043)

CroSloEngual BERT (SentiCoref)
0.826

(0.052)
0.904

(0.030)
0.877

(0.036)
0.869

(0.026)

– Does providing more context to the method using ELMo embeddings bring its per-
formance closer to methods using BERT embeddings? To check this, we replace the
independent encoding of sentences with the encoding procedure used in BERT-based
models and instead encode non-overlapping segments of 256 words.

– How much does freezing the underlying embeddings and only fine-tuning the remain-
ing layers decrease the performance?

– Does using a learned linear combination of all 12 hidden layers in BERT-based mod-
els improve the performance over using only the last hidden state?

The results of modified models are shown in Table 10. First, we can see that providing
more context to the ELMo-based model has a negative effect, with its average F1 score
decreasing by 0.016 in comparison to the model using a single sentence context. Besides
decreasing the performance, the modification also increases the training time as the in-
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Table 9. MUC, B3 and CEAFe F1 of our approaches in experiments involving aug-
mented datasets (augm.) and cross-domain evaluation (marked as coref149 as the models
are trained only on coref149). The methods are evaluated on SentiCoref. Note that mod-
els marked with coref149 are trained using a single 70%:15%:15% data split instead of
CV in order to keep the scores comparable.

Model MUC B3 CEAFe Avg. F1

fastText100 (coref149) 0.106 0.538 0.412 0.352

word2vec100 (coref149) 0.350 0.592 0.445 0.462

elmo-lstm (coref149) 0.547 0.546 0.512 0.535

linear-baseline (coref149) 0.611 0.694 0.564 0.623

linear-baseline (augm.) 0.608 0.693 0.568 0.623

word2vec100 (augm.) 0.668 0.703 0.647 0.673

multilingual BERT (coref149) 0.761 0.704 0.666 0.710

CroSloEngual BERT (coref149) 0.764 0.746 0.718 0.743

fastText100 (augm.) 0.783 0.776 0.755 0.771

elmo-lstm (augm.) 0.864 0.830 0.827 0.840

multilingual BERT (augm.) 0.911 0.890 0.885 0.895

CroSloEngual BERT (augm.) 0.921 0.890 0.881 0.897

creased number of words inside a segment means more words are processed sequentially
using a LSTM. Second, freezing the underlying embeddings has a noticeable effect on
BERT-based models and a small effect on ELMo-based models. The latter is a conse-
quence of the model having an additional LSTM context encoder, which manages to act
as a rough replacement for the trainable weights of ELMo. All three variations with frozen
embeddings however still outperform the models using non-contextual embeddings. Last,
we find that using a learned linear combination of all 12 BERT hidden layers instead of the
last hidden layer does not improve the performance further. Multilingual BERT achieves a
practically equivalent F1 score of 0.900, while the modified trilingual BERT sees a slight
performance decrease with an average F1 score of 0.910.

6. Conclusion

We have introduced a new coreference resolution dataset for the Slovene language and
performed experiments on it using variously complex models, showing that it allows us
to learn strong models, to the point that they show strong performance even on a differ-
ent dataset (coref149). Simultaneously, we have evaluated the methods on the existing
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Table 10. MUC, B3 and CEAFe F1 scores of our approaches using contextual embed-
dings with three types of modifications: using 256-word context instead of a single sen-
tence, using a learned linear combination of 12 hidden BERT layers and freezing of un-
derlying embeddings (`). The methods are evaluated on SentiCoref. For reference, we
repeat the results of unmodified approaches (at the beginning).

Model MUC B3 CEAFe Avg. F1

(elmo-lstm) 0.855 0.819 0.810 0.828

(multilingual BERT) 0.923 0.891 0.886 0.900

(CroSloEngual BERT) 0.939 0.916 0.912 0.922

elmo-lstm (segments of 256 words) 0.853 0.802 0.780 0.812

multilingual BERT` 0.828 0.799 0.801 0.810

elmo-lstm` 0.852 0.806 0.799 0.819

CroSloEngual BERT` 0.847 0.813 0.815 0.825

multilingual BERT (12 layers) 0.915 0.896 0.891 0.901

CroSloEngual BERT (12 layers) 0.934 0.903 0.895 0.910

(smaller) dataset and shown that its small size can present a problem for learning more
complex models.

Although the best of the analyzed methods show surprisingly good results, it should be
noted that we have only tackled the mention clustering part of the problem. The mention
detection step undoubtedly introduces some noise to the process. As an example, the au-
thors of the first end-to-end neural coreference resolution system [9] note that the average
F1 score of their system increased by 0.175 when they replaced mention detection with
oracle mentions. One of the logical next steps would be to check how well an end-to-end
approach would work on Slovene data.

Additionally, knowing that the SentiCoref dataset is suitable for learning complex
models, a possible next step would be to check if we could use it to aid the learning
of coreference resolution for a different language that is similar to Slovene, for example
Croatian.
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19. Slavko Žitnik and Marko Bajec. Coreference resolution for Slovene on annotated data from
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