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Abstract. In the current research and development era, Human Activity 

Recognition (HAR) plays a vital role in analyzing the movements and activities of 

a human being. The main objective of HAR is to infer the current behaviour by 

extracting previous information. Now-a-days, the continuous improvement of 

living condition of human beings changes human society dramatically. To detect 

the activities of human beings, various devices, such as smartphones and smart 

watches, use different types of sensors, such as multi modal sensors, non-video 

based and video-based sensors, and so on. Among the entire machine learning 

approaches, tasks in different applications adopt extensively classification 

techniques, in terms of smart homes by active and assisted living, healthcare, 

security and surveillance, making decisions, tele-immersion, forecasting weather, 

official tasks, and prediction of risk analysis in society. In this paper, we perform 

three classification algorithms, Sequential Minimal Optimization (SMO), Random 

Forest (RF), and Simple Logistic (SL) with the two HAR datasets, UCI HAR and 

WISDM, downloaded from the UCI repository. The experiment described in this 

paper uses the WEKA tool to evaluate performance with the matrices, Kappa 

statistics, relative absolute error, mean absolute error, ROC Area, and PRC Area 

by 10-fold cross validation technique. We also provide a comparative analysis of 

the classification algorithms with the two determined datasets by calculating the 

accuracy with precision, recall, and F-measure metrics. In the experimental 

results, all the three algorithms with the UCI HAR datasets achieve nearly the 

same accuracy of 98%.The RF algorithm with the WISDM dataset has the 

accuracy of 90.69%,better than the others. 

Keywords: Machine Learning, Human Activity Recognition, WEKA, Classifier, 

Classification Algorithms. 

1. Introduction 

Due to recent scientific research efforts, Machine Learning (ML) [1] as an essential 

branch of computer science has emerged out of Artificial Intelligence (AI). Based on the 

importance of the logical and knowledge-based approaches, there is a rift between ML 

and AI. ML mechanism relying on database technology is the extensive use of data 
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technological items [12]. Various problems such as HAR, air quality prediction[21], key 

sentence extraction using the comments in the blogs[22], detection of emergency 

situation[23], face recognition for security purpose [24],[30], film review analysis for 

maximizing the profit of investors and recommendation for viewers [25], intrusion 

detection[26], [31] can be solved using the ML techniques[27]. Human Activity 

Recognition (HAR) plays an essential role in different fields, such as human-computer 

interaction, health care, and security surveillance [2], as one of the prominent research 

branches. Due to specific challenges like optimal sensor placement, sensor motion, 

inherent variability, and cluttered background, HAR remains a very intricate task [3], 

[4]. HAR systems can replace human operators to intensify the proficiency and 

fruitfulness of the analysis and observation processes. For example, one of the HAR 

systems inform users about an emergent situation by tracking their health conditions 

with the help of specific sensor devices. Disaster management is a research area which 

attracts researchers of different communities like health care, computer science, 

business, and disaster management etc. The disaster recovery systems need to be 

designed using effective fault-tolerant techniques [41]. HAR plays a very important role 

during any kind of emergency. For collecting information on human behaviour, the steps 

with raw sensor data are concluded [10], [13], [15]: (a) pre-processing, (b) preliminary 

classification, (c) select classifier, and (d) performance evaluation. Classification is a 

widely used way of ML techniques, while the datasets consisting of training data and 

testing data are required. The training dataset always comprises a set of characteristics, 

and the primary role of classification divides the dataset to determine the classes [14]. 

There are several classification algorithms in the literature for resolving multiple 

challenges such as Multilayer Perceptron (MLP), SMO, decision tree, J48, RF, SL, 

Artificial Neural Network (ANN), Convolutional Neural Network (CNN), Support 

Vector Machine (SVM) [28-29], [32], [42] and others. The essential components of 

classification techniques [15] are shown in Figure 1. 

The remaining of the article is organized as follows: Section 2 summarizes the related 

works proposed in the literature. The methodology adopted in our experiments is 

presented in Section 3. Section 4 summarizes and analyzes the experimental results. 

Section 5 presents a detailed comparison of the adopted classification algorithms with 

the chosen HAR datasets and finally, we provide concluding remarks and future 

directions of this research in Section 6. 

 



 Comparative Analysis of HAR Datasets Using Classification Algorithms           49 

 

Fig. 1. Components of Classification Techniques 

2. Related Work 

In this section, a brief study of HAR datasets used for various applications is presented. 

Various researchers used different datasets for HAR in the literature [40]. The details of 

the datasets used are presented in Table 1. 

Authors in [41] used different classifiers such as RF, IBK, J48, Bagging, and MLP 

for HAR. From the experimental results of the authors, it is indicated that RF performs 

well as compared to other considered classifiers and they achieve the 87.19 % accuracy. 

In [33], different classifiers like PEF, FNN, PTN, and PDF were used by the authors on 

various HAR datasets i.e. WISDM, MHEALTH, and SPAR. From the experimental 

results obtained, FNN was found to be the best classifier by the authors. The authors 

used categorical cross-entropy loss, the embedding and triplet loss for training. Also the 

authors observed that the training can be improved by using subject triplet selection. In 

[37], Yang et al. used DPCRCN for classification which uses end-to-end learning. 

During experimentation, they used Adam optimizer with the ReLU activation function. 
In [38], authors used HMDB, UCF101 and Kinetic datasets in their work and used a 

supervised approach where the weights of the branch were learned with standard back-

propagation. The relation schema was integrated with an appearance branch and a Smart 
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Block was created to capture the spatiotemporal information. Then multiple Smart 

Blocks were stacked up to construct ARTNet. 

Table 1. Details of HAR Datasets used for Various Applications 

Author 

[Year] 

Dataset Used Tools/ 

Framework 

Used 

Classifiers Used Best 

Classifier 

Accuracy 

in % 

Nanda et al. 

[2021] [41] 

WISDM 

Smartphone 

and 

Smartwatch 

Activity and 

Biometric 

Dataset 

WEKA  RF, IBK, 

Bagging, J48 

and MLP 

RF 87.19 

Burns et al. 

[2020] [33] 

WISDM, 

MHEALTH, 

and SPAR  

Seglearn, Keras,  

and  Python 

Scikit-learn 

library 

FCN, PEF, PDF, 

PTN  

PTN WISDM: 91. 3 

MHEALTH: 

99.9 

SPAR: 99.0  

Yang et al. 

[2019] [37] 

AReM LSTM, Fully 

connected Layer, 

and Softmax 

 LR, RF, SVM, 

DPCN, LSTM, 

XgBoost, 

LISEN, IDNNs, 

Dual Path 

Convolutional 

Neural Network 

(DPCRCN ) 

DPCRCN 99.97 

Wang et al. 

[2018] [38] 

Kinetics, 

HMDB51, 

UCF101 

SMART Blocks, 

Two stream 

CNN, 3D CNNs, 

and ARTNets 

C3D and 

ARTNet 

ARTNet Kinetics: 78. 7  

HMDB51: 

70.9 

UCF101: 94.3 

Min-Cheol 

Kwon et al. 

[2018]  

[39] 

HAR dataset Python Scikit-

learn library 

DT, RF, and 

SVM, ANN 

ANN 95 

Jain et al. 

[2017] [34]  

Physical 

Activity 

Sensor data, 

UCI HAR 

Score level 

fusion and 

Feature level 

fusion 

k-NN and 

Multiclass SVM 

Multiclass 

SVM 

Physical 

Activity 

Sensor data: 

96.83, 

UCI HAR: 

97.12 

Walse et al. 

[2016] [35]

  

WISDM  WEKA and 

Adaboost.M1  

Decision Stump, 

Random Tree,  

RF, Hoeffding 

Tree, REP Tree, 

J48 

J48 97.83  

Kutlay et al. 

[2015] [36] 

MHEALTH  WEKA  SVM and MLP MLP 91.7  
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In [39], authors developed a HAR system where data from an off-the-shelf 

smartwatch was collected and ANN was used for human activity classification. The 

proposed system was improved by the authors by considering location information. 

From the experimental results of authors it was observed that an accuracy of 95% was 

achieved using ANN. Jain et al. [34] used UCI-HAR dataset and Physical Activity 

Sensor data for activity recognition and are publicly available sensor-based datasets. 

Here SVM and kNN classifiers were used by the authors. The simulation results indicate 

that SVM performs best for both of the datasets. Authors used a histogram of centroid 

and for feature extraction, gradient signature-based Fourier descriptor was utilized and 

then for information fusion, score and feature level fusion were combined. In [35], 

Walse et al.  used different classifiers like Random Tree, J48, Hoeffding tree, RF, 

Decision Stump, and REP tree a log with MetaAdaboost.M1 for classification. All 

considered classification models were experimented with 10-fold cross-validation 

technique and J48 with MetaAdaboost.M1 was found to give improved results as 

compared to other algorithms. In [36], Kutlay et al. applied SVM and MLP classifiers 

on the MHEALTH dataset for classification. From the experimental results by the 

authors, it was found that MLP with 10 fold cross-validations gave 91.70% accuracy. 

3. Methodology 

In this section, we choose and discuss two HAR datasets downloaded from the UCI ML 

repository [16] and three classification algorithms. In this paper, we use the WEKA 

software as an open-source tool to demonstrate the classification algorithms. 

Table 2. Description of UCI HAR and WISDM Datasets 

Description/Dataset UCI-HAR WISDM 

Instances 10299 15630426 

Attributes 561 6 

No. of Subjects 30 51 

Activities 6 18 

Characteristics Multivariate/ Time-

Series 

Multivariate/ Time-Series 

Associated Tasks Classification/ 

Clustering 

Classification 

Sampling Rate 50 Hz 20 Hz 

Device used Smartphone: Samsung 

Galaxy 2  

Smartphone: Google Nexus 5/5x or 

Samsung Galaxy S5 Smart watch: 

LG G Watch 

Type Filtered (Butterworth 

low pass filter) 

Raw data as collected 

Sensors used Accelerometer, 

Gyroscope 

Accelerometer, Gyroscope 

File Type Text CSV 
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3.1. Datasets 

We detail each of the datasets in Table 2. The UCI-HAR dataset is one of the chosen 

HAR datasets constructed from the recordings of 30 subjects performing activities of 

daily living while carrying a waist-mounted smartphone with embedded inertial sensors 

[5]. The dataset is characterized by multivariate and time series. The other dataset, 

WISDM, contains time-series sensor data of accelerometer and gyroscope, collected 

from 51 test subjects with 18 activities using smartphones and smart watches [6]. The 

characteristic of this dataset is multivariate on actual time-series and attribute 

characteristics. 

3.2. Classification algorithms 

The three classification algorithms are as follows: SMO, RF, and SL. We used WEKA 

tool to evaluate the algorithms with the two HAR datasets, provide a comparison of 

these algorithms, and suggest which algorithms may perform best. The specifics of the 

classification algorithms are described in this section below. 

 Sequential Minimal Optimization Algorithm (SMO): This algorithm is developed 

by John C. Platt, Microsoft researcher in the year 1998 [18]. During the training of 

SVM, SMO is proposed to solve various quadratic problems. The worst-case time 

complexity of SMO as one of supervised classification algorithms is O(n
3
).  Generally, 

SMO breaks down a significant problem into the sub-problems using the divide and 

conquer method, and solves them through analysis. SMO performs the functions of 

polynomial or RBF kernels to solve the classification problems, implemented in the 

popular LIBSVM tool [9] and widely used for training SVM. Using Support Vector 

Machine with sparse datasets, SMO is found to be the fastest algorithm. 

 Random Forest Algorithm (RF):RF is developed by Breiman [19].This algorithm is 

designed for regression, classification, and other tasks by building a multitude of 

decision trees during training time and output the class, while the class represents the 

mode of classification or mean prediction of the trees [7],[8]. RF is one of the 

supervised learning algorithms, and mostly used for classification. By originating 

decision trees on the training data, the algorithm can make the prediction from each of 

the data samples. Generally, RF selects the best solution using the voting technique, 

and reduces the over fitting by averaging the results of calculated classification. 

Consequently, RF consisting of multiple single trees is an ensemble method, better 

than a single decision tree. 

 Simple Logistic Algorithm (SL): This algorithm proposed by Sumner et al. in the 

year 2005 [20] is used for modelling the possibility of a particular event or certain 

class such as fail/pass, or lose/win.  The algorithm for supervised learning tasks 

applies the simple logistic function on the data to predict the probability of a target 

variable. Besides, the algorithm is used to model a binary dependent variable, while 

every event would be assigned a probability value between 0 and 1. In logistic 

regression, estimating the parameters of a logistic model is applied in various fields 

such as ML, medical fields, and social sciences. Logistic regression is a statistical 

model used to model a binary dependent variable using a logistic function, although 
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many variations exist. In regression analysis, logistic regression estimates a logistic 

model with given parameters, as a form of binary regression [11]. 

The different features of these three classification algorithms are given in Table 3. 

Table 3. Features of SMO, RF, and SL Classification Algorithms 

Algorithm SMO RF SL 

Primary Problem Classification Classification and 

Regression 

Classification can be done 

but good for 

Regression 

Class Type Binary and 

Multiclass 

Binary and 

Multiclass 

Good for Binary but 

Multiclass is also possible 

Solution Approach Quadratic 

Programming 

Uncorrelated forest 

of trees 

Statistical Learning 

Dataset Type Large Large Small 

Time Complexity O(n3) O(v * n (log (n)) O(n) 

Data Normalization Required Not Required Not Required 

Raw 

Implementation 

Difficult Difficult Easy 

Predictors Categorical or 

Numeric 

Categorical or 

Numeric 

Numeric 

4. Results and Analysis 

We have presented the results obtained from our experimentation, along with the 

accuracy analysis of the classifiers in this section. We considered two HAR datasets, 

UCI HAR and WISDM, to evaluate the quality of each of the classifiers. Three 

particular classifiers corresponding to SMO, RF, and SL algorithms were generated with 

the two datasets. We measured a number of parameters such as the accuracy percentage; 

the number of correctly classified instances, and the error percentage, while as the three 

metrics of the accuracy are adopted, corresponding to the values of precision, recall, and 

F-measure. Using the confusion matrix and weighted average computation, we 

calculated all these measures for each of the classifiers. The sum of diagonals in the 

matrix denotes the number of correctly classified instances. True Positive (TP) and False 

Positive (FP) denote the true positive and false-positive rates. Suppose that TPA, TPB, 

and TPC denote the TP number of class A, class B, and class C, individually, the 

accuracy value is computed in Equation (1) as follows: 

  

             Accuracy =                                               (1) 

The other metrics related to accuracy are used for evaluating the performance results 

of each of the classifiers, as follows: 

Precision: This metric is called positive predictive value as the fraction of 

appropriate instances among the retrieved instances. The formula of Precision is defined 

in Equation (2), as follows: 

Precision=                                                                (2) 
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Recall: Recall, also called sensitivity, is the fraction of the number of appropriate 

instances retrieved [17], defined in Equation (3): 

Recall=                                                                    (3) 

F-Measure: Precision and accuracy are combined into the calculation of F-Measure. 

Keeping in view the weighted average of both values, F-measure in Equation (4) is 

calculated as follows: 

F=                                                        (4) 

MCC: The Matthews Correlation Coefficient (MCC) correlates with the actual and 

predictive series. The formula of MCC always returns a value between -1 and +1 [17], 

defined as Equation (5). 

MCC= , where  is the total number of observations.                                    (5) 

Kappa statistic: The kappa statistic, κ measures the inter-related reliability for the 

qualitative items. Since κ considers the agreement possibility that occur by chance [17], 

the formula of κ is defined as follows. 

κ =1-                                                    (6) 

Where, P0 is the relative observed agreement among raters and is identical to 

accuracy. Pe represents the hypothetical probability of chance agreement. The observed 

data is used to calculate the probabilities of each observer randomly by considering each 

category [17]. 

 

Fig. 2. Accuracy % Graph for 8, 10, and 12 Fold Cross Validation 

In this work, the experimental results of the classifiers were operated on the 

considered datasets, while the classifiers were implemented by the SMO, RF, and 

Simple Logistics algorithms. We have used 8-fold, 10-fold, and 12-fold cross-validation 

to estimate the performance of all of the three considered algorithms during our 

experimentation. Based on the results, it was found that the cases of 10-fold cross-

validation have a good accuracy performance on all the three algorithms. The 

experimental results of all the considered algorithms with different cross validations are 

presented in Figure 2. 

https://en.wikipedia.org/wiki/Evaluation_of_binary_classifiers
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The results obtained for each of the algorithms in terms of the different parameters 

such as TP rate, FP rate, Precision, Recall, F-Measure, MCC, ROC area, and PRC area 

are given in Tables 4-12 based on the datasets. The WISDM dataset contains the sensor 

data, collected using mobile devices such as phone and watch. Accelerometer and 

Gyroscope as sensors are embedded to the considered devices. The classification 

algorithms identify their activities with the data received from the phone and watch 

devices.  

Table 4. Weighted Average of Accuracy of the SMO Algorithm with 8 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisi

on 

Recall F-

Measure 

MC

C 

ROC 

Area 

PRC 

Area 

UCI HAR Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.98 

WISDM Phone A 0.49 0.03 0.48 0.49 0.48 0.45 0.89 0.39 

Phone G 0.30 0.04 0.29 0.30 0.29 0.25 0.81 0.23 

Watch A 0.70 0.02 0.70 0.70 0.70 0.68 0.95 0.61 

Watch G 0.55 0.03 0.55 0.55 0.55 0.52 0.90 0.43 

Table 5. Weighted Average of Accuracy of the RF Algorithm with 8 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precision Recall F-

Measure 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.78 1.00 1.00 

WISDM Phone A 0.87 0.01 0.87 0.87 0.87 0.86 0.99 0.93 

Phone G 0.56 0.03 0.56 0.56 0.56 0.53 0.92 0.60 

Watch A 0.84 0.01 0.84 0.84 0.84 0.83 0.99 0.90 

Watch G 0.70 0.02 0.70 0.70 0.69 0.68 0.96 0.75 

Table 6. Weighted Average of Accuracy of the SL Algorithm with 8 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precision Recall F- 

Measure 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.99 

WISDM Phone A 0.47 0.03 0.45 0.47 0.45 0.43 0.89 0.45 

Phone G 0.32 0.04 0.30 0.32 0.30 0.27 0.84 0.30 

Watch A 0.69 0.02 0.69 0.69 0.69 0.67 0.97 0.75 

Watch G 0.58 0.03 0.57 0.58 0.57 0.55 0.93 0.59 

 

Tables 4-6 present the classification results in terms of accuracy measures such as TP, 

FP, Recall, F-Measure, Precision, MCC, PRC area, and ROC area for the considered 

datasets with 8 fold cross validation. The dataset is partitioned into 8 different sets 

randomly.  Among them one set behaves as validation set whereas remaining sets act as 

training set. This was repeated for 8 times by considering each partition as validation set 

and the results are averaged to get the prediction.  In UCI-HAR dataset, SMO, RF, and 

SL algorithms produce nearly the same results. Also, in UCI HAR dataset, SMO, RF as 

well as SL algorithm results in higher accuracy percentage whereas in WISDOM dataset 

the accuracy percentage was found to be less in all types of sensors data and Phone with 
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Accelerometer sensor performs better among them in RF algorithm with an accuracy of 

87%. 

Table 7. Weighted Average of Accuracy of the SMO Algorithm with 10 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisio

n 

Recall F-

Measur

e 

MCC ROC 

Area 

PRC 

Area 

UCI HAR Phone  0.98 0.00 0.98 0.98 0.98 0.98 0.99 0.97 

WISDM Phone A 0.60 0.02 0.60 0.60 0.60 0.58 0.93 0.53 

Phone G 0.36 0.03 0.35 0.36 0.35 0.31 0.84 0.29 

Watch A 0.78 0.01 0.78 0.78 0.78 0.77 0.97 0.72 

Watch G 0.61 0.02 0.60 0.61 0.60 0.58 0.93 0.51 

Table 8. Weighted Average of Accuracy of the RF Algorithm with 10 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisio

n 

Recall F-

Measur

e 

MCC ROC 

Area 

PRC 

Area 

UCI 

 HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.97 0.99 0.99 

WISDM Phone A 0.90 0.00 0.90 0.90 0.90 0.90 0.99 0.95 

Phone G 0.70 0.01 0.69 0.70 0.69 0.68 0.95 0.76 

Watch A 0.89 0.00 0.89 0.89 0.89 0.88 0.99 0.94 

Watch G 0.79 0.01 0.78 0.79 0.78 0.77 0.97 0.84 

Table 9. Weighted Average of Accuracy of the SL Algorithm with 10 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisi

on 

Recall F-

Measu

re 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.98 0.99 0.99 

WISDM Phone A 0.51 0.02 0.50 0.51 0.50 0.48 0.91 0.52 

Phone G 0.35 0.03 0.34 0.35 0.34 0.30 0.85 0.34 

Watch A 0.74 0.01 0.73 0.74 0.73 0.72 0.97 0.78 

Watch G 0.61 0.02 0.60 0.61 0.60 0.58 0.94 0.63 

Table 10. Weighted Average of Accuracy of the SMO Algorithm with 12 Fold Cross Validation 

Datasets Device TP 

rate 

FP 

rate 

Precis

ion 

Recall F-

Measu

re 

MCC ROC 

Area 

PRC 

Area 

UCI HAR Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.98 

WISDM Phone A 0.49 0.03 0.48 0.49 0.48 0.45 0.89 0.39 

Phone G 0.31 0.04 0.29 0.30 0.29 0.26 0.81 0.23 

Watch A 0.70 0.02 0.70 0.70 0.70 0.68 0.95 0.61 

Watch G 0.55 0.03 0.55 0.55 0.55 0.52 0.90 0.44 

 

Like 8 fold cross validation, the result of 10 fold cross validation was also estimated and are 

provided in the Tables 7-9 using all the considered algorithms and datasets. From the simulation 
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results, it is found that the prediction accuracy is improved in 10 fold cross validation as 

compared to the 8 fold cross validation. Using the UCI-HAR dataset, SMO, RF, and SL 

algorithms produce the same results and the accuracy percentage is about 98%. Using 

the WISDM dataset, we computed the accuracy of the classifiers and is found to give 

better accuracy as compared to 8 fold cross validation in all types of sensors data.  

Table 11. Weighted Average of Accuracy of the RF Algorithm with 12 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Preci

sion 

Recall F-

Measu

re 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.98 0.00 0.98 0.98 0.98 0.78 0.99 0.99 

WISDM Phone A 0.87 0.01 0.88 0.87 0.87 0.87 0.99 0.94 

Phone G 0.57 0.03 0.56 0.57 0.56 0.54 0.92 0.60 

Watch A 0.84 0.01 0.84 0.84 0.84 0.83 0.99 0.90 

Watch G 0.70 0.02 0.70 0.70 0.70 0.68 0.96 0.75 

Table 12. Weighted Average of Accuracy of the SL Algorithm with 12 Fold Cross Validation 

Datasets  Device TP 

rate 

FP 

rate 

Precisio

n 

Recal

l 

F-

Measur

e 

MCC ROC 

Area 

PRC 

Area 

UCI 

HAR 

Phone  0.99 0.00 0.99 0.99 0.99 0.98 0.99 0.99 

WISDM Phone A 0.47 0.03 0.45 0.47 0.46 0.42 0.89 0.46 

Phone G 0.33 0.04 0.31 0.33 0.31 0.28 0.84 0.31 

Watch A 0.69 0.02 0.69 0.69 0.69 0.67 0.97 0.75 

Watch G 0.58 0.03 0.57 0.58 0.57 0.55 0.93 0.59 

Table 13. Comparative Analysis Results of SMO, RF, and SL on UCI-HAR and WISDM 

Datasets 

Datasets Device Classif

iers 

Accur

acy in 

% 

Kappa 

statisti

cs 

Mean  

Absolu

te 

Error 

Root 

Mean 

Squared 

Error 

Relative 

Absolute 

Error in 

% 

Root 

Relative 

Squared 

Error in 

% 

UCI-

HAR 

Phone SMO 98.52 0.98 0.22 0.31 80.32 83.47 

RF 98 0.97 0.04 0.10 17.03 28.47 

SL 98.47 0.98 0.00 0.06 2.94 16.62 

WISDM Phone A SMO 60.94 0.58 0.09 0.21 94.99  95.91 

RF 90.69 0.90 0.02 0.09 26.11  42.55 

SL 51.48 0.48 0.07 0.18 67.56  80.69 

Phone G SMO 36.65 0.32 0.10 0.22 95.88 96.88 

RF 70.26 0.68 0.68 0.16 59.87  70.91 

SL 35.65 0.31 0.08 0.20 80.80  89.19 

Watch A SMO 78.47 0.77 0.09 0.21 94.48  95.38 

RF 89.51 0.88 0.03 0.10 31.43 46.62 

SL 74.10 0.72 0.04 0.14 41.54  62.55 

Watch G SMO 61.27 0.58 0.09 0.21 94.95  95.90  

RF 79.01 0.77 0.05 0.14 49.35  62.24 

SL 61.44 0.59 0.06 0.17 58.46  74.57  
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Table 10-12 present the results with 12 fold cross validation. The obtained results 

indicate that the accuracy decreases as compared to those with 10 fold cross validation. 

So, from this experimental study we can conclude that for both the datasets 10-fold cross 

validation works well as compared 8 fold and 12 fold cross validation. 

The accuracy percentages of all of the algorithms for both the datasets are presented 

in Table 13. From the comparative analysis results, it showed that the RF algorithm in 

all of the cases performs well in predicting human activity as compared to the SMO and 

SL algorithms in WISDM dataset and SMO showed higher accuracy of 98.52% in UCI-

HAR dataset as compared to RF and SL.   

5. Comparative Analysis 

A comparative analysis results in terms of accuracy is shown in Figure 3 for the SMO, 

RF, and SL algorithms with both UCI and WISDM datasets. SL algorithm is a good 

binary classifier which performs better than the others while adopting small datasets. In 

the current work, we have dealt with the multiclass data to the algorithms, and the 

experimental results showed that the RF and SMO performed better than the SL. In this 

paper, WISDM denotes a large dataset and UCI HAR denotes a small dataset. All of the 

three considered algorithms give good results in UCI HAR. On the contrary, the results 

obtained with the WISDM dataset were found to have less accuracy in the algorithms. 

Another observation from our experiment is that compared with using the gyroscope 

sensor, no matter what kind of device’s accelerator sensor is used, it can provide better 

results. 

From the obtained results, it is also found that the weighted average of TP rate is high 

in SMO and SL classifiers with the UCI HAR dataset. The weighted average of TP rate 

is high in RF with WISDM by the phone accelerometer. Consequently, SMO and SL 

with the UCI dataset provide better performance in terms of precision, recall, and F-

measure values. However, RF with WISDM gives the best performance in the same 

conditions. 

 

Fig. 3. A comparative analysis in terms of accuracy for SMO, RF, and Simple Logistic algorithms 

with UCI and WISDM datasets 
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Using the UCI HAR dataset, the kappa values of the three classifiers are almost same. 

Nevertheless, the kappa values for the classifiers with the WISDM dataset are different 

widely. By performing the RF with the WISDM dataset in Phone A, the kappa value is 

0.90, higher than the others. For UCI-HAR, although SMO results in a slightly higher 

accuracy as compared to RF and SL algorithms but the different error percentages such 

as Mean Absolute Error, Relative Absolute Error, Root Mean Squared Error, and Root 

Relative Squared Error was found to be less for SL than RF and SMO and is presented 

in Table 13. However, for WISDM dataset, in all types of sensors RF was found to give 

better results along with less error percentages as compared to SMO and SL. 

A MCC value of 0.98 was obtained in SMO and SL classifiers with the UCI dataset. 

While the three classifiers were applied in different devices, RF with the WISDM 

dataset obtained the largest value of MCC in Phone A, but a low value of MCC in the 

other devices. In Table 5, the three algorithms with the UCI dataset returned the ROC 

area value of 0.99as the maximum value from the range between 0 and 1 when being 

compared with these with the WISDM dataset. 

In addition, Watch A returns the ROC value of 0.97 as the maximum value in all the 

cases of WISDM dataset in Table 5. RF and SL with the UCI dataset have the maximum 

value of the PRC area, 0.99.In addition, RF with the WISDM dataset in Phone A, 

returned the PRC value of 0.95 in Table 4. According to the experimental results, it is 

evident that when the number of activities is increasing, the accuracy is decreasing, and 

when the number of activities is decreasing, the values of accuracy and the other metrics 

are increasing.  

Based on the above reason, the accuracy value is inversely proportional to the 

number of activities. That is why the classifiers with the UCI dataset consisting of six 

activities achieve better results than them with the WISDM dataset consisting of 

eighteen activities. 

6. Conclusion 

In this work, we have evaluated the performance of the three classification algorithms, 

namely SMO, RF, and SL in terms of the metrics related to accuracy such as TP rate, FP 

rate, F-measure, Precision, Recall, ROC area, and PRC area. On the UCI HAR dataset, 

SMO is a better algorithm than the others; however all of the algorithms provide nearly 

equal results. On the WISDM dataset, we found that RF is the best algorithm. According 

to the experimental results, we infer that the adopted classification algorithms are 

suitable to classify human activities in the domain of HAR. Recognizing human 

activities is very important and is useful for various applications like elderly care 

service, healthcare, assisted living, smart home, etc. This study can provide a reference 

to help researchers make decisions on applying classification algorithms into human 

activity recognition. 
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