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Abstract. In this paper we propose a novel method for the construction of knowledge spaces based on neuroevolution. The main advantage of the proposed approach is that it is more suitable for constructing large knowledge spaces than other traditional data-driven methods. The core idea of the method is that if knowledge states are considered as neurons in a neural network, the optimal topology of such a neural network is also the optimal knowledge space. To apply the neuroevolutionary method, a set of analogies between knowledge spaces and neural networks was established and described in this paper. This approach is evaluated in comparison with the minimized and corrected inductive item tree analysis, de facto standard algorithm for the data-driven knowledge space construction, and the comparison confirms the assumptions.
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1. Introduction

Knowledge Space Theory (KST) gives a theoretical framework for assessing the quality of student’s knowledge by representing their knowledge state instead of just quantifying it by giving a numerical grade that would represent the amount of knowledge. Identifying the precise knowledge state is of a key importance since it can direct the forthcoming learning process and suggest which units of knowledge a student should study next.

One of the most important issues in KST [1] is the construction of knowledge spaces, the mathematical models of the structure of students’ knowledge [2]. There are two classes of methods that serve this purpose: theory-driven and data-driven. In theory-driven methods, the knowledge space construction is based on the experts’ theoretical knowledge about the domain. On the other hand, data-driven methods construct knowledge spaces by analysing students’ tests results. Such methods do not require any theoretical assumptions about the domain problems, the relationships among them, nor about the skills that the problems assume. Even though theory-driven techniques are highly useful, they are time consuming and highly labour intensive. To avoid this
disadvantage, the method that we propose in this paper belongs to the family of data-driven knowledge space construction algorithms.

Real educational settings often deal with large and highly interconnected domains [2]. Such domains typically call for large knowledge spaces for representing students’ knowledge states. Constructing knowledge spaces for large domains with numerous interconnected problems is a great challenge for data-driven algorithms. The number of potential knowledge spaces grows exponentially as the number of problems in the domain increases. The complexity of this problem is the main motivation for examining the possible alternative methods for knowledge space construction conducted in this research.

The rapid development in the field of Deep Learning in the past decade has called for efficient methods for solving complex optimization problems and has led to the development of new and powerful optimization algorithms. These algorithms can be applied to other fields if analogies between the models in the new fields of application and the originally intended Deep Learning models can be established. The hypothesis of this paper is that, since data-driven knowledge space construction can be observed as a combinatorial optimization problem, optimization techniques developed for the Deep Learning purposes can be directly applied to knowledge space construction as well, if analogies between the original field of application and KST are identified. In that way, we propose a novel method that it is convenient in constructing large knowledge spaces. The method uses a set of analogies between knowledge spaces and neural networks that we establish. The result of this paper is a neuroevolutionary, data-driven method for constructing knowledge spaces.

As such, this method will be useful for both educators and researchers: it will allow educators to utilize KST in teaching subjects with large and complex domains; it will also help educational researchers to study the way students learn such subjects; and the set of analogies between knowledge spaces and neural networks will contribute further development of the field of knowledge space theory by applying other Deep Learning techniques.

The paper consists of 5 sections. Section 2 gives an overview of the related work and the theoretical framework utilized in this paper, namely the Knowledge Space Theory, Neuroevolution, and the NEAT algorithm. In Section 3 we give the description of our method. The evaluation of our method for the knowledge space construction against the most commonly used knowledge space construction algorithm is given in Section 4. The paper concludes with suggestions for future improvement of the proposed method.

2. Related Work

KST [3], [4] is a subfield of mathematical psychology that was initially used mostly for the adaptive assessment of students’ knowledge. KST starts from the premise that a domain can be defined as a potentially large but essentially discrete set of units of knowledge, i.e. the problems that students should master. A student that can solve all the problems from a domain is considered to have completely mastered the domain. Most often, a student can solve some, but not all of the problems from the domain. That set of the problems that a student is able to solve is termed as the knowledge state.
The set of all possible knowledge states can be very large. For a domain that consists of 30 problems, there are potentially $2^{30} = 1,073,741,824$ knowledge states. But, luckily, in practice most of them are not feasible. For example, a student that cannot find the first derivative of a function will not be able to solve the problem of finding the function minima. In this example, all knowledge states that would include the latter problem, but would not include the former one would be implausible. Following KST terminology we say that the latter problem surmises the former one.

A knowledge structure consists of a domain together with all feasible knowledge states with requirement that the empty set (representing the student who has just started learning and has not mastered any problem yet) and the domain itself (representing the student who has mastered all the problems from the domain) are feasible knowledge states.

A knowledge structure in which a union of every pair of knowledge states is also a knowledge state (that is closed under union) is termed knowledge space. In such a knowledge structure, if two students were engaged in extensive interactions while studying, it is conceivable that one of them would, at some point in time, acquire the joint knowledge of both [4].

Fig. 1 shows one knowledge space. The nodes in this graph represent the knowledge states and the edges represent surmise relation, which can be defined as follows: problem $a$ surmises problem $b$, if from knowing that a student is able to solve the problem $a$ we can infer that student is capable of solving problem $b$. In the figure we can see that the domain consists of a set of problems $\{a, b, c, d\}$. A student can master problems $a$ and $d$ independently, but in order to master problem $b$ they need to be able to solve problem $a$.

Fig. 1. Knowledge space

Surmise relation can be interpreted so that it gives a set of prerequisites for every knowledge state. Formally, it is defined as the function that associates a family of knowledge states to each knowledge state. The particularly important class of knowledge spaces are those that are closed under intersection. Such knowledge spaces can be represented by a quasi-order, without loss of information [4].

A knowledge space is considered to be a learning space if the following two additional axioms hold:

1. If knowledge state $K_2$ includes knowledge state $K_1$, a student can reach $K_2$ starting from $K_1$ by mastering one problem at the time.
2. If both \( K_1 \) and \( K_2 \) are knowledge states for which \( K_1 \subset K_2 \) holds and if \( K_1 \cup \{q\} \) is also a knowledge state where \( q \) is an arbitrary problem from domain, then \( K_2 \cup \{q\} \) is a knowledge state, as well. This axiom asserts that mastering new problems from a domain will never disable a student from mastering the ones they were able to master before.

2.1. Knowledge Space Construction

There are two categories of the knowledge space construction methods:

1. **Theory driven methods**, that either utilize the experts’ knowledge about the domain or rely on the analysis of the problem-solving process, and

2. **Data-driven methods**, based on the analysis of students’ response.

The methods that utilize experts’ knowledge about the domain use specialized algorithms for selecting appropriate combinations of questions and presented them to the experts and construct the knowledge space from the responses. Examples of this approach are the QUERY algorithm [5] and the method proposed by Cosyn and Thiery that combines QUERY algorithm with the analysis of solved tests [6].

Other theory-driven knowledge space construction methods decompose the problems in the domain into sets of motives. An example of such methods is proposed in paper [7]. In this method the information about the motives required for solving the problems is used for constructing the knowledge space.

Another similar theory-driven method observes competencies involved in problem solving process [8]. This method represents competencies by uses revised Bloom’s taxonomy for representing the cognitive processes and an ontology for the domain knowledge. Other competence-based methods ([9], [10]) use domain ontology and cognitive process taxonomy to defined the dimensions of the competences and values of these dimensions are interpreted as attributes. The knowledge space constructed by using such methods reflects the assumption that, if there are two problems testing the same domain knowledge, the one that requires a lower cognitive process will precede the one that requires higher cognitive process.

All of these theory-driven methods share the same advantage, that they can be used prior to evaluating students. The most important disadvantage is that the need for continuous involvement of experts in the knowledge space construction process makes them labor intensive. Even though some of them tend to reduce the involvement of experts to some extent (e.g., the one that decomposes the problems in the sets of motives), all of them require a substantial amount of manual work. Another disadvantage of such methods, identified in [11] is that knowledge spaces that experts expect, often do not fit the test data properly so it was concluded that the real knowledge space often differs from the expected one. Theory-driven techniques are also inappropriate for constructing large knowledge spaces.

On the other hand, data-driven methods build a knowledge space starting from a set of student’s answers to test questions that can be either right or wrong, i.e. response patterns. Most of these algorithms fall into one of two categories: those that use Boolean analysis to construct the surmise relation and those that construct the knowledge structure directly from the data. The most prominent examples of the first category are Item Tree Analysis (ITA) [12] and Inductive Item Tree Analysis (IITA) [13] while the examples of the second category can be found in the Schrepp’s paper [14]. There are
also hybrid methods that combine the data-driven algorithms with skill maps, such as D-SMEP method [15], or with consulting domain experts [6]. All the data-driven algorithms follow a three-step procedure: 1) construct the set of candidate knowledge spaces (2) test the knowledge spaces against a given criterion and (3) choose the best one according to the given criterion. Since all knowledge states are derived from the empirical data, the mentioned methods either consider all the possible knowledge states or impose certain structural constraints to data that allow them to derive the knowledge states that do not occur directly in the students’ response patterns. For example, ITA and IITA construct quasi-ordinal knowledge spaces (both closed under union and intersection).

IITA derives a set of quasi-ordinal surmise relations for the given domain and chooses the one that fits the data best. That is achieved by estimating the number of counterexamples for each of them, and the one with minimal discrepancy between the observed and expected number of counterexamples is the fittest [15], [12]. This algorithm has been criticized because of its inductive approach to the construction of the knowledge space; namely is possible the addition of two implications causes an intransitivity if they are added together, but not if added separately [16]. Overcoming this problem by introducing the corrected estimator, and minimizing fit criterion so that it favors quasi-orders that favor smallest minimum discrepancies proposed in paper [16] led to the minimized and corrected IITA, de facto standard algorithm for data drive knowledge space construction. Because of that, the method that we propose is to be compared against the minimized and corrected IITA.

The method proposed in this paper is a purely data-driven one, meaning that it does not require any experts’ involvement and results with a knowledge space aligned with the test results. In contrast to inductive data-driven techniques (like IITA), it does not impose any additional restriction to the knowledge space that is constructed, but it can be easily adopted to follow restrictions if needed. In addition, it can be applied to wide domains with large numbers of questions. The method establishes a set of analogies between artificial neural networks and knowledge spaces, and uses these analogies to apply well developed Deep Learning techniques for knowledge space construction. To the best of our knowledge, this approach is novel and there are no other researches that have established such analogies or utilized neuroevolution for the construction of knowledge spaces.

2.2. Neuroevolution

There are topological similarities between feedforward neural networks and knowledge spaces. This fact allows us to observe the problem of knowledge space construction as a special case of the optimization of neural network topology. There are number of ways to optimize the structure of neural networks. One of the most popular is neuroevolution, a family of evolutionary algorithms for the construction and training of neural networks.
**Evolutionary Computation.** Data driven knowledge space construction requires efficient combinatorial optimization techniques. Evolutionary computation [17], [18] offers a family of such techniques, inspired by the process of biological evolution, that search for suboptimal solutions for a given problem. Such techniques are most often applied in solving optimization problems with large search spaces, that make them particularly interesting candidate for knowledge space construction. In contrast to them, traditional search algorithms choose possible solutions either at random (e.g. random walk algorithm) or by using some heuristics (e.g. gradient descent) and their computational complexity is too high for the mentioned problems.

In order to construct knowledge spaces by applying an evolutionary algorithm it is necessary to choose the appropriate genetic representation, the way in which an individual in the population (i.e. a knowledge space) represents a possible solution of the given problem. That requires representing the set of encoded properties of an individual which forms a genotype. Most often, individuals are represented by the fixed-size sequences of bits (chromosomes), and that will also be the case in this research.

For each individual in the population the fitness function assesses how well it solves the problem. In the case of knowledge spaces, the fitness function tells us how well the knowledge space fits the given test results. The value given by the fitness function is used as a selection criterion when choosing the individuals that are going to be parents for next generation. From the set of parents obtained by selection, reproduction is achieved by applying the crossover operator resulting in the offspring. Just before the new generation is formed, the mutation operator is applied to the individuals that will constitute it. The mutation operator defines small random changes in the chromosome and its goal is to allow the algorithm to check a wider search space, and, in the end, to find a better fitted solution. These steps are repeated until the individual that fulfils the predefined termination condition is met. In this case, that is when the knowledge space that sufficiently fits the assessment results is found.

**Neuroevolution.** Since evolutionary algorithms are developed for solving complex optimization problems, they can be suitable for construction of knowledge spaces. In that way, the knowledge space construction would start from from a knowledge space and it would proceed by adding new knowledge states and extending the surmise relation throughout the evolution. As knowledge spaces can be observed as feed-forward artificial neural networks there is a possibility of applying a neuroevolutionary algorithm for their construction instead of developing an evolutionary algorithm for that purpose from scratch.

Neuroevolution is a branch of artificial intelligence that uses evolutionary algorithms to construct neural networks – both to generate their topologies and to optimize parameters [19]. The main idea is to iteratively generate, select and cross neural networks until an acceptable suboptimal solution is found, as with the general evolutionary algorithm explained in the previous section. In this process, the neural networks that have better results on the training data and those that generalize the data better are higher ranked by the fitness function.

Neuroevolution gives better results than the traditional methods based on gradient descend in environments with sparse feedbacks, such as training a neural network to win a game that requires a large number of steps to finish. Therefore, neuroevolution can be applied to a broad set of problems where a large set of precisely labelled data is not
available. They impose restrictions that performance can be measured during the training process and that the behaviour of the network can be changed as it evolves.

It should be noted that recent research has shown that simple neuroevolutionary algorithms match the performance of modern sophisticated Deep Learning algorithms based on gradient descent optimization [20]. Some of the most prominent neuroevolutionary algorithms currently are GNARL [21], EPNet [22], NEAT [23], HyperNEAT [24], DXNN [25].

In neuroevolution, there are two ways to map genotype into phenotype: direct and indirect encoding. When direct encoding is applied, the genotype is directly mapped onto the phenotype, meaning that each neuron and each synapse in a neural network has its explicit representation in genotype. In our case, it would mean that every knowledge state and every surmise relation would have their explicit representation in genotype. On the other hand, in indirect encoding, the genotype indirectly specifies how the neural network should be generated. Indirect encoding is often useful for compressing large phenotypes into smaller genotypes, narrowing the search space [24], [26], [27]. In this research we will rely on the direct encoding while indirect encoding will be a topic of our future work.

Neuroevolution was first proposed as an alternative to training neural networks by backpropagation algorithm [28]. Those algorithms were used on networks with fix-topology, meaning that for them only the synaptic weights were subjected to evolutionary optimization, while the topology remained unaltered. Thus, the fix-topology neuroevolution differs from the evolution of the biological neural systems in which the structure of the neural systems itself evolves. One drawback of fixed topology neuroevolution is that in such algorithms the neural network cannot grow through the evolution, and this fact stops the network from becoming able to solve problems harder than the ones it was initially intended for. Fixed topology algorithm would be unsuitable for the construction of knowledge spaces because they will not allow for new knowledge states to be discovered. More recent algorithms solve this issue by evolving the topology of the network together with its synaptic weights.

These algorithms fall into a broad category of topology and weight evolving artificial neural network (TWEANN) algorithms. In them, the topology of the neural network can be changed by adding new neurons and synapses among the neurons with respect to certain constraints. Since the problem that we address in this research requires a topology of the knowledge space to be evolved, it will be solved by an algorithm that belongs to the TWEANN family.

3. Neuroevolutionary Knowledge Space Construction

In this section we present our neuroevolutionary approach to the knowledge space construction. This approach is based on the NEAT algorithm, and for that purpose knowledge spaces are observed as a special kind of neural networks.
3.1. NEAT Algorithm

Stanley and Miikkulainen have shown that simulated evolution of topology together with the synaptic weights give better results than fixed-topology neuroevolution [29], and proposed the NEAT algorithm as a member of TWEANN family. NEAT has solved three problems persistent with the algorithms that have preceded it: (1) giving an adequate genetic representation of the neural networks that enabled meaningful crossing-over of substantially different networks (2) preservation of the topological innovations for a few generations until their characteristics show up properly and (3) minimizing the topology during evolution without additional metrics that would measure the topology complexity. NEAT supports three mutation types: synaptic weight modification, addition of a new synapse and addition of a new neuron that shares the existing synapses. Additionally, NEAT has introduced new cross-over mechanisms and a concept of shared fitness function that increases the diversity.

NEAT uses direct genotype to phenotype encoding, meaning that each neuron and each synapse are explicitly represented. Because of that, there is no need to define new rules for neural network generation from the genotype.

One important feature of the NEAT algorithm is that it gradually evolves small networks, starting from a simple perception to more complex ones that can solve demanding problems. It should be mentioned that the NEAT algorithm has also been modified to be suitable for Deep Learning architectures—CoDeepNEAT [30].

3.2. The Neuroevolutionary Method for Constructing Knowledge Spaces

The NEAT algorithm was initially design to be used for neuroevolution, and in this paper we adapt it so that it can be used for evolutionary construction of knowledge spaces. To achieve this adaptation, we need to define the analogies between knowledge spaces and neural networks. It should be stated that solving problems in other domains by identifying the analogies with artificial neural networks is a well-known approach. In paper [31] neural networks were used for the identification of nonlinear dynamic system by identifying a set of analogies between the artificial neural networks and another nonparametric identification technique. Another example of such an approach is paper [32] where analogies between the inverse problem of choice and neural network learning were utilized. Paper [33] identifies uses the analogies between community structures and neural networks to model the evolution of social networks.

Feedforward neural networks can be considered as directed acyclic graphs where input, hidden and output neurons are vertexes and synapses are edges. Knowledge spaces can also be observed as directed acyclic graphs where knowledge states are vertexes and surmise relations define the edges. In this analogy an empty knowledge state would correspond to an input neuron, the knowledge state consisting of all the items from the domain would be an output neuron, and all the other knowledge states would be hidden neurons, while not every neuron has to be connected to all the neurons in the adjacent layer. The general idea of this analogy is shown in Fig. 2.
Fig. 2. A feedforward neural network and a knowledge space. The knowledge space can be considered as a neural network with 3 hidden layers and a single neuron in both the input and output layers.

The complete set of analogies is given in Table 1.

**Table 1.** The analogies between neural networks and knowledge spaces

<table>
<thead>
<tr>
<th>Neural Networks</th>
<th>Knowledge spaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuron</td>
<td>Knowledge state</td>
</tr>
<tr>
<td>Neuron in the input layer</td>
<td>Empty knowledge state</td>
</tr>
<tr>
<td>Neuron in the output layer</td>
<td>Whole domain</td>
</tr>
<tr>
<td>Synapses</td>
<td>Surmise relation</td>
</tr>
<tr>
<td>Weights</td>
<td>-</td>
</tr>
<tr>
<td>Topology optimization</td>
<td>Knowledge space constr.</td>
</tr>
<tr>
<td>Training</td>
<td>-</td>
</tr>
</tbody>
</table>

After identification of the analogies, we can observe knowledge spaces as neural networks, we can define the algorithm. It starts with an initial population of knowledge spaces. The initial population consists of knowledge spaces having just one knowledge state – an empty set. The initialization phase is followed by selection, crossing over and
mutation. These steps result with a new population of knowledge spaces. This population is then divided into species and the division is made by the similarity between the individuals. The pseudocode of the algorithm is given in the listing below.

```plaintext
population = population_size of empty_knowledge_spaces
for generation_number 0 to number_of_generations
    calculate_fitness for all_knowledge_spaces in population
    if best_fitness > fitness_treshold then
        return knowledge_space_with_best_fitness
    end if
    if (best_fitness does_not_improve in max_generations) then
        return knowledge_space_with_best_fitness
    end if
    new_population = top_k_best_knowledge_spaces
    while size(new_population) < size(population) do
        parent_1, parent_2 = select_knowledge_space_parents
        child_knowledge_space = crossing_over(parent_1, parent_2)
        child_knowledge_space = mutate(child_knowledge_space)
        new_population.append(child_knowledge_space)
    end while
    population = form_species(new_population)
end for
```

Listing 1. The algorithm

The remaining section describes the methodology for constructing the knowledge spaces using NEAT algorithm.

**Genetic representation.** In evolutionary computing, the population consists of individuals represented by genes. In neuroevolution, neural networks are individuals. Since neural network consists of neurons and synapses, the genotype that represents the individual also consists of two types of genes: those that represent neurons and those that represent the synapses. Both of these two types of genes have additional attributes. So, for example, a gene that represents a neuron can also contain the information about the activation function or the type of the neuron (input, hidden or output), while a neuron that represents a synapse can contain the data about the weight, the origin and the destination neurons as well as the indicator if the synapse is active.

It has already been mentioned that, if a knowledge state is observed as a neuron and if surmise relation is observed as a set of synapses, knowledge spaces can be interpreted as a special kind of feed forward neural network. The genome of a knowledge space then has two sets of genes: genes that represent the knowledge states and the ones that represent the surmise relation. It should be noted that not all the information encoded in the genome of a general neural network is required for representing a knowledge space. The genes that represent knowledge states should not contain the information about the activation function and the neuron type.

The surmise relation in a knowledge space represents a discrete phenomenon: either a problem is a prerequisite to the other one, or it is not. Therefore, there is no need for genes that represent the surmise relation to contain the information about the weight. It is enough to represent if a connection exists and which knowledge states are connected with it.
To represent knowledge spaces, two types of genes are required: those that represent knowledge states and those that represent the surmise relation. The method that we propose uses direct genotype to phenotype encoding.

For representing the knowledge states, additional information that does not occur in the original NEAT algorithm should be given. Since a knowledge state is determined by the problems from the domain that the student can solve, the knowledge state is represented by a string of bits where each of them corresponds to one of the problems from the domain. If a student can solve the problem \( q_i \), then the \( i \)-th bit in the array will have a value of 1. In all other cases, it will have a value of 0. For example, for a domain \( Q = \{a, b, c\} \) and a set of knowledge states \( \{\{a\}, \{b\}, \{a, b\}, \{a, b, c\}\} \) the bit representation would be: \( \{a\} \Rightarrow 100 \) \( \{b\} \Rightarrow 010 \) \( \{a, b\} \Rightarrow 110 \) \( \{a, b, c\} \Rightarrow 111 \).

Such a representation has the advantage of using bitwise operations that make the calculation of the fitness function efficient. For example, the fitness function described in this paper uses symmetric distance between a knowledge state and a response pattern. That can be achieved by subtraction and conjunction.

**Fitness function.** Choosing the right fitness function is very important for the convergence of the algorithm. The fitness function should measure how well an individual solves the initial optimization problem. In this approach, the candidate knowledge spaces are being generated through crossover and mutation, and for each of them the fitness function should evaluate how well the obtained knowledge space is aligned with the dataset. In addition to that, the fitness function should be quick to evaluate, because it is being evaluated a large number of times.

Because of these reasons, the discrepancy measure described in the paper [34], and based upon the k-modes algorithm is used as a fitness function. For the sake of the comprehensibility of the paper, the description of this discrepancy measure given in the paper [34] follows.

In this method the dataset is a collection of response patterns, each of which represents the problems from the domain that the student has solved correctly. The observed dataset is represented by the pair \((\mathcal{R}, F)\), where \(\mathcal{R} \subseteq 2^Q\) is a subset of the partition set of domain \(Q\) and \(F: \mathcal{R} \rightarrow \mathbb{R}\) is a function that assigns the number of occurrences to each response pattern. For function \(F\), it holds \(F(R) \geq 0\) for every \(R \in \mathcal{R}\) and \(\sum F(R) = N\), for \(R \in \mathcal{R}\) and for \(N\) students’ responses.

For every knowledge structure \(\mathcal{K}\) over the domain \(Q\), partitioning \(N\) response patterns into \(|\mathcal{K}|\) classes is represented by partition function \(f: \mathcal{R} \times \mathcal{K} \rightarrow \mathbb{R}\) that fulfills two conditions:

1. \(f(R, K) \geq 0\) for \(R \in \mathcal{R}\) and \(K \in \mathcal{K}\),
2. \(\Sigma f(R, K) = F(R)\), for \(K \in \mathcal{K}\) and \(R \in \mathcal{R}\).

The partition function can be interpreted in the following manner: for given \(K \in \mathcal{K}\) and \(R \in \mathcal{R}\) the function assigns \(f(R, K)\) out of \(f(R)\) pattern response \(R\) occurrences to the class that is being represented by the knowledge state \(K\). The second condition guarantees that each \(R\) is going to be assigned to some class represented by the knowledge state \(K\). For all possible partition functions for \(\mathcal{R}\) and \(\mathcal{K}\), the one that minimizes a certain dissimilarity measure is to be chosen. One such simple measure between \(K \in \mathcal{K}\) and \(R \in \mathcal{R}\) is the cardinality of their symmetric distance, \(d(R, K) = |(K \Delta R) \cup (R \Delta K)|\).
Dissimilarity measure within a class given by the knowledge state \( K \in \mathcal{K} \) is the weighted sum of the symmetric distances:

\[
D_f(\mathcal{R},) = \sum (\cdot, \cdot) \cdot (\cdot, \cdot), \quad R \in \mathcal{R}.
\]

And the total dissimilarity of a knowledge structure \( \mathcal{K} \) and a dataset \((\mathcal{R}, F)\) is the sum of all dissimilarity measures within all the classes:

\[
D_f(\mathcal{R}, \mathcal{K}) = \sum \sum f(R, K) \cdot d(R, K) \quad R \in \mathcal{R}, K \in \mathcal{K}.
\]

The value of the fitness function for an individual in the population (that is a candidate knowledge space) is obtained from the dissimilarity \( D_f \) that tells us how much the knowledge space differs from the dataset.

**Selection and crossover operators.** The proposed method uses the selection and crossover operators as the original the NEAT algorithm. In contrast to traditional genetic algorithms, NEAT divides the population into species. For each species, the total fitness function is calculated as the average fitness of all the individuals inside it. Then to each species a number of offspring is assigned and it is proportional to the value of the species’ fitness function. The total number of offspring has to be equal to the predefined number of individuals in the population. That means that the species that have a greater fitness value will give more offspring in the next generation and that good solutions will propagate to next generations. After the numbers of offspring for the species are determined, from each species two parents are chosen to produce the offspring. After the crossover, the obtained individual is subjected to the mutation operator described in the following section.

**Mutation.** In each step, chosen knowledge spaces mutate and a new knowledge state can be added to them. This new knowledge state that is added to a knowledge space selected from the population differs from a knowledge state that already exists in the knowledge space for a single problem from the domain. That way, it is guaranteed that the knowledge space is well-graded meaning that it is also a learning space.

Every genome goes through the mutation phase in which there is a fixed probability that a mutation will occur. In this phase a knowledge state is chosen at random from the knowledge space that this genome represents and, if the mutation occurs, the resulting knowledge state includes one more problem from the domain. It is possible that such a knowledge state already exists in the knowledge space represented by the selected individual. In that case, the knowledge space is not changed by the mutation. In the other case, if the new knowledge state is added to the knowledge space, the surmise relation is being updated as well.

Since the mutation is random, it can happen that the newly obtained knowledge space has a smaller fitness value than the original one, before the mutation. In that case, the resulting knowledge space will have a smaller chance of survival and reproduction. All the knowledge states have the same probability of being chosen for the mutation.
Speciation. Speciation is an idea from the original NEAT algorithm that relies on the fact that new evolutions do not show their strengths right away, but need a couple of generations to emerge. Traditional genetic algorithms put new structures at a disadvantage. NEAT solves this problem by grouping individuals into species, and keeping them protected inside their species until they are fully developed.

The species are formed in accordance to the similarity of the individuals inside it. For that purpose, the function that measures the similarity between two genomes and the threshold that determines if the two individuals should be considered to belong to the same species are defined. The measure of genetic similarity is defined as:

$$\delta = \frac{c_1E}{N} + \frac{c_2D}{N} + c_3S.$$ (1)

where $E$ is the number of excesses, $D$ is the number of disjoint genes and $S$ is the sum of the symmetric gene distances. Coefficients $c_1$, $c_2$, and $c_3$ serve as weights that represent the importance of the addends. $N$ is the total number of genes and it serves for normalization. Speciation is applied in this research in the same way as in original NEAT algorithm because it can turn out that the evolution of the knowledge space will not show its strengths right away, but it might turn out to show them in future.

4. Evaluation

In this section we present the evaluation of the proposed method. As explained above, today’s most widely used data-driven technique for knowledge space construction is minimized and corrected IITA. Hence, the method that we propose is compared against that algorithm.

The algorithms were compared with respect to their ability to reconstruct knowledge spaces from the dataset. In order to determine metrics the following was used:

1. The number of knowledge states $|\mathcal{K}_e|
2. The true positive rate (TPR), that is the percentage of knowledge states from the original knowledge space identified in the constructed knowledge space,

$$TPR = \frac{|\mathcal{K}_e \cap \mathcal{K}|}{|\mathcal{K}|},$$ (2)

3. The false positive rate (FPR), that is the percentage of the knowledge states that exist in the constructed knowledge space that do not exist in the original knowledge space

$$FPR = \frac{|\mathcal{K}_e \setminus \mathcal{K}|}{|\mathcal{K}_e|},$$ (3)

4. The discrepancy measure described previously in this paper

$$D(\mathcal{K}, \mathcal{K}_e)$$ (6)
The dataset, consisting of response patterns used for the evaluation, is generated with three variable parameters: the number of problems in the domain, the number of knowledge states and the number of responses in the dataset. All the datasets are generated by using basic local independent model (BLIM), a probabilistic model of knowledge structures [35].

4.1. The dataset

BLIM defines the relation between a response pattern \( R \) and a knowledge state \( K \) with the following equation:

\[
P(R) = \sum_{K \in \mathcal{K}} P(R | K) \cdot \pi_K,
\]

In this equation \( P(R) \) is the probability of choosing a student with a response pattern \( R \), \( P(R | K) \) is the conditional probability of responding with the pattern \( R \) for the given knowledge state \( K \), and \( \pi_K \) is the probability of a student having a knowledge state \( K \). Respecting the assumption that domain problems are locally independent in respect to the given knowledge states, for any response pattern \( R \) and knowledge state \( K \), the conditional probability \( P(R | K) \) is given in the following equation:

\[
\tau(R, K) = \prod_{q \in \mathcal{Q}} \beta_q \left( \prod_{q \in \mathcal{Q} \setminus K} (1 - \beta_q) \right) \left( \prod_{q \in K} \eta_q \right) \left( \prod_{q \not\in K \cup \mathcal{Q}} (1 - \eta_q) \right)
\]

Here, \( \beta_q, \eta_q \in [0, 1] \) are, respectively, the probabilities of a careless mistake and a lucky guess.

In order to use BLIM to simulate the response patterns for \( N \) students, we must have the knowledge structure. The first step is to take the knowledge state \( K \) with the given probability. Then, for each problem in the domain \( q \in \mathcal{Q} \), random careless errors and lucky guesses are formed with the probabilities \( \beta_q \) and \( \eta_q \). For simulating the datasets in this paper, the following parameters have been varied:

- The number of problems in the domain \( q \in \mathcal{Q} \)
- The number of knowledge states \( K \in \mathcal{K} \)
- The number of response patterns \( N \)

The values of the parameters for the datasets simulations used in this paper are given in the table 2.

The appropriate number of knowledge states for the given domain depends on the number of problems in the domain. The larger the domain is, the more knowledge states there are. So, in this simulation, there were 30 or 60 knowledge states for the domains with 10 problems and 100 knowledge states for the domain with 15 problems.
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Table 2. the values of the parameters used for simulating the datasets

| Combination number | |Q| | |K| | |N|
|-------------------|---|---|---|
| 1                 | 10 | 30 | 250 |
| 2                 | 10 | 60 | 500 |
| 3                 | 10 | 30 | 250 |
| 4                 | 10 | 60 | 500 |
| 5                 | 15 | 100 | 1000 |

Larger domains require more response patterns in order to construct a knowledge space. For the knowledge spaces with 30 or 60 knowledge states there were 250 or 500 response patterns. For the one with 100 knowledge states, there were 1000 response patterns.

Three knowledge spaces were constructed at random for the values in the table: |K|1 for combinations 1 and 2; |K|2 for combinations 3 and 4; and |K|3 for combination 5. For each combination, 10 simulated datasets with |N| response patterns were generated using BLIM. Parameters $\beta_q$ and $\eta_q$ are taken with uniform probability distribution from interval (0,0.05]. The probabilities $\pi_k$ are taken from the interval [0.4, 0.6] also with uniform distribution, and, afterwards normalized so to equal 1. For each combination, 10 datasets were generated making 50 datasets in total.

4.2. The Comparison

This section describes the comparison of the proposed method and minimized and corrected IITA. For each of the generated datasets the learning space was constructed by using these two algorithms. For the proposed method, when there are 10 problems in the domain the population consisted of 1024 individuals, and, for 15 problems in the domain there were 2048 individuals in the population. The number of generations was 100, but early stoppage was allowed if there were no significant improvements in 20 generations. These four metrics were measured for all 10 simulated datasets for each combination. Afterwards the mean was taken to represent the performance of the algorithm for the combination.

4.3. The Results

This section gives the results of the evaluation of the proposed method. In order to position it relative to the current state in the field, we have compared these results with the ones obtained by state of the art minimized and corrected IITA which is de facto standard for data-driven knowledge space construction. Table 2 shows the metrics of the neuroevolutionary method in parallel to the minimized and corrected IITA.
Table 3. The results

<table>
<thead>
<tr>
<th>Neuroevolutionary method</th>
<th>Minimized and corrected IITA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\mathcal{K}_e</td>
</tr>
<tr>
<td>TPR</td>
<td>FPR</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>1</td>
<td>31.20 (1.78)</td>
</tr>
<tr>
<td></td>
<td>0.97 (0.04)</td>
</tr>
<tr>
<td></td>
<td>0.07 (0.02)</td>
</tr>
<tr>
<td></td>
<td>245.80 (208.02)</td>
</tr>
<tr>
<td>2</td>
<td>31.30 (1.79)</td>
</tr>
<tr>
<td></td>
<td>0.97 (0.03)</td>
</tr>
<tr>
<td></td>
<td>0.08 (0.03)</td>
</tr>
<tr>
<td></td>
<td>673.50 (570.02)</td>
</tr>
<tr>
<td>3</td>
<td>57.10 (3.33)</td>
</tr>
<tr>
<td></td>
<td>0.90 (0.05)</td>
</tr>
<tr>
<td></td>
<td>0.90 (0.05)</td>
</tr>
<tr>
<td></td>
<td>138.00 (185.93)</td>
</tr>
<tr>
<td>4</td>
<td>64.30 (2.19)</td>
</tr>
<tr>
<td></td>
<td>0.99 (0.01)</td>
</tr>
<tr>
<td></td>
<td>0.99 (0.01)</td>
</tr>
<tr>
<td></td>
<td>451.90 (208.75)</td>
</tr>
<tr>
<td>5</td>
<td>113.90 (7.19)</td>
</tr>
<tr>
<td></td>
<td>0.98 (0.01)</td>
</tr>
<tr>
<td></td>
<td>0.13 (0.05)</td>
</tr>
<tr>
<td></td>
<td>3678.60 (351.46)</td>
</tr>
</tbody>
</table>

Neuroevolutionary method results in knowledge spaces of the similar size to the original ones. This is the consequence of the appropriate fitness function which penalizes large knowledge spaces. The results show that our method resulted in slightly larger knowledge spaces than the minimized and corrected IITA algorithm.

The neuroevolutionary method gives good results of TPR since it manages to find almost all the knowledge states from the original knowledge space. It outperformed minimized and corrected IITA and it is particularly noticeable for large learning spaces. For combination 5 with 100 knowledge states the neuroevolutionary method has identified 98% of the knowledge states, while the other algorithm managed to find 63% of them.

On the other hand, minimized and corrected IITA proved to be slightly better in the case of FPR. In the mentioned case of 100 knowledge states the neuroevolutionary method had a FPR of 0.13 while this value for the other algorithm was 0. One of the reasons for this is the fact that the search space in the case of this knowledge space is much larger. Having larger populations might result in a better FPR rate, and it will be a subject of future research. We can also see that the neuroevolutionary method had a smaller discrepancy measure than IITA.

5. Conclusion

We propose in the paper a novel method for data-driven knowledge space construction. The proposed method is based upon the neuroevolutionary computing, which is one of the contributions of this paper. To the best of our knowledge, there are no similar attempts in related works. The main motivation for this approach results from the fact that neuroevolution allows solving complex optimization problems, and, therefore, the proposed method is appropriate for the construction of knowledge spaces for large and highly interconnected domains.
The method was based on the NEAT algorithm. For that purpose, a set of analogies between neural networks and knowledge spaces was proposed. The identification of these analogies itself is also a contribution of this paper, because it allows a wide range of Deep Learning techniques to be applied in the field of Knowledge Space Theory, not just to the construction of knowledge spaces.

In order to apply neuroevolution to the problem of knowledge space construction, we have proposed a genetic representation of the knowledge space, introduced the fitness function for knowledge spaces in accordance with the response patterns, and defined the speciation operator for knowledge spaces. To the best of our knowledge, these problems were not priorly solved.

The neuroevolutionary method has been compared with minimized and corrected IITA which is de facto standard data-driven knowledge space construction algorithm. From this evaluation we can conclude that the neuroevolutionary method is capable of constructing knowledge spaces from the students’ response patterns. As expected, the evaluation suggests that it is more appropriate method for constructing large knowledge spaces than minimized and corrected IITA. There is still lot of space for research concerning this algorithm. First of all, optimizing fitness function and population size might result in a better FPR without compromising TPR, and this is one of the topics for future research. Secondly, we can see that both the neuroevolutionary method and minimized and corrected IITA have their strengths. Therefore, future research should combine these two algorithms to harvest the benefits of both. In addition, the proposed method can be combined with theory-driven techniques that will yield the initial knowledge spaces before assessing knowledge, and applying the neuroevolutionary method to refine them afterwards in our future work.

The method is useful for educators and education researchers. To the educators, it will allow KST to be utilized in teaching subjects with large and complex domains. To the educational researchers, it will help studying the way students learn such subjects. In addition to that, the identification of the set of analogies between knowledge spaces and neural networks will contribute further development of the field of Knowledge Space Theory by allowing the application of other Deep Learning techniques.
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