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Abstract. As an emotional cause detection task, Emotion-Cause Pair Extraction 

(ECPE) provides technical support for intelligent psychological counseling, 

empty-nest elderly care, and other fields. Current approaches mainly focus on 

extracting by recognizing causal relationships between clauses. Different from 

these existing methods, this paper further considers the influence of sentimental 

intensity to improve extraction accuracy. To address this issue, we propose an 

extraction model based on sentiment analysis and 3D Convolutional Neural 

Networks (3D-CNN), named SEE-3D. First, to prepare fundamental data for 

sentiment analysis, emotion clauses are clustered into six emotion domains 

according to six emotion types in the ECPE dataset. Then, a pre-trained sentiment 

analysis model is introduced to compute emotional similarity, which provides a 

reference for identifying emotion clauses. In the extraction process, similar 

features of adjacent documents in the same batch of samples are fused as input of 

3D-CNN. The 3D-CNN enhances the macro semantic understanding ability of the 

model, thereby improving the extraction performance. The results of experiments 

show that the accuracy of ECPE can be effectively improved by the SEE-3D 

model. 
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* The initial idea has been presented with some preliminary experimental results in ATCI 2022 [1]. 

The current paper is an extended version that contains some new ideas, formulations, and more  

extensive experimental results. 
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1. Introduction 

With the accumulation of life pressure and the accelerated pace of life, people need 

more emotional understanding than ever before. Different from traditional psychological 

counseling services, ECPE 2 can provide technical support for intelligent psychological 

counseling, empty-nest elderly care, and other fields. However, although many excellent 

methods have emerged in recent years, the extraction effect can still be improved if the 

sentimental intensity and template similarity are considered. 

In the related research on sentiment analysis, we propose a key sentence extraction 

algorithm and a sentiment classification model (SC-CMC-KS) for processing microblog 

comment texts 3. Combined with a hybrid neural network and ELECTRA, a sentiment 

classification model 4 is proposed for Chinese short comment texts.  In 5, Xu et al. 

proposed an emotional element extraction model (ALSEE) for extracting keywords from 

all aspects of product reviews. Unlike our previous works, sentiment analysis can also 

be utilized for relation extraction tasks at the clause level. To further apply sentiment 

analysis to the ECPE task, the following two aspects need to be considered: (1) The 

dataset contains many clauses which need to be divided according to the type of 

emotion. The intensity of emotion needs to be quantified by a unified indicator. (2) To 

mine the similarity of documents, it is necessary to build candidate emotion-cause pairs 

(EC-Pairs) and construct a network to realize parallel processing of multiple documents. 

Based on the above two considerations, we constructed an ECPE model based on 

sentiment analysis and 3D-CNN, named SEE-3D. The process of extracting EC-Pairs 

can be divided into three parts: encoding clauses as features, sentiment analysis & 

classification, and 3D fusion extraction. The framework of SEE-3D is illustrated in 

Figure 1: 

(1) Encoding Clauses as Features. The word embedding is generated by BERT, 

which can carry rich semantic information. A word-level BiLSTM is constructed 

to encode semantic information of context words. To further obtain the intrinsic 

relationship between clauses, we introduced the attention mechanism to BiLSTM 

and encoded clauses as features at the coarse-grained level. 

(2) Sentiment Analysis & Classification. The features generated in the previous 

step are the original input of this part. Firstly, each clause in the same document 

is paired with each other as EC-Pairs, and a quantitative method based on 

Euclidean distance is proposed as an emotional similarity. Then, the classification 

module concatenates the clause vectors of EC-Pairs, a linear layer is introduced 

to calculate the probability. By calculating the emotional similarity of emotion 

clauses in candidate EC-Pairs, we further obtain the emotional similarity of all 

EC-Pairs. Finally, to fuse emotional information and probability, each document 

is constructed as a probability matrix in the form of a 2D matrix. 

(3) 3D Fusion Extraction. After analyzing the documents in the dataset, we 

hypothesize template similarity between documents. To further prove this 

hypothesis, we stack 2D matrices constructed in the previous part into 3D 

matrices and pass them into a 3D-CNN for fusion extraction. After performing a 

3D convolution operation, the network's output is split into several 2D 

probability matrices, i.e., the final extraction result is obtained. Ablation 

experiments in section 4.5 proved the validity of the hypothesis. 
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Fig. 1. System Framework of SEE-3D 

In this paper, to further represent the sentimental intensity of clauses, an emotional 

similarity representation method is proposed for the ECPE task. We apply Euclidean 

distance to measure the space between clauses and the center of the emotion domains. In 

brief, the closer the distance to the emotion domain is, the greater the probability of the 

emotion clause is. We incorporate sentimental intensity into the EC-pairs extraction 

process through this similarity representation. To enhance the understanding ability of 

the model, two prediction probabilities of documents are fused by a 3D fusion extraction 

method. Thus, the SEE-3D model can reach relatively high accuracy and significantly 

improve emotion clause extraction accuracy. 

The SEE-3D model is trained by using the ECPE benchmark dataset. The advantage 

of the encoding module is that the semantic information carried by BERT can be 

learned. The sentiment analysis module is introduced as a pre-trained model, providing a 

reference for representing emotional similarity. Meanwhile, 3D-CNN provides strong 

support for capturing local semantic information. The advantage of the SEE-3D model is 

that it considers the sentimental intensity of clauses and improves the accuracy of EC-

Pairs extraction. 

In this paper, the remaining sections are organized as follows. In Section 2, we 

introduce previous research on ECPE; Section 3 introduces the SEE-3D model by 

module; Analyzes and discusses the results of experiments are shown in Section 4; 

Finally, future work and summary are presented in Section 5. 

2. Related Work 

ECPE is developed from ECE 6. The task goal of ECE emphasizes finding the cause of 

the emergence of an emotional word, i.e., locating the corresponding cause clause 

through emotional words. In 7, Xia et al. proposed a hierarchical RNN method for ECE. 

The task goal of ECPE emphasizes finding out which events are the causes of an 
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emotional event, i.e., matching the corresponding cause clauses through emotion clause 

positioning. 

2.1. From ECE to ECPE 

ECE is based on word-level, focusing on detecting cause events. In 8, Ding et al. 

combined the three features of relative position, text content, and global label to 

improve the accuracy of ECE extraction. In recent years, although there have been many 

excellent research results 9101112, limited by the utilization of emotional words, the 

research results are not easy to apply to realistic scenarios. ECPE is based on clause-

level, focusing on causal event pairing. In 2, Xia et al. split the extraction task into two 

sub-steps, the first classifying the clauses into sentiment or reason clauses and the 

second calculating all possible EC-Pairs and filtering them with custom filtering rules. 

2.2. Recent research on ECPE 

To avoid the error propagation caused by two-step extraction, In 13, Song et al. 

proposed an end-to-end network based on connection learning, which represents clauses 

as nodes and extracts EC-Pair through directed connectivity learning between nodes, 

while the study 14 proposed a range control mechanism to discover the interaction 

between cause and emotion through multi-task learning. In 15, Tang et al. used a multi-

layer attention mechanism to model the intrinsic semantic information in EC-Pairs. 

Study 16 proposed a classification method that did not depend on the extraction results 

and improved the model's performance by adding a position awareness mechanism. In 

17, Chen et al. constructed a pair graph to represent the relationship pairs in the 

document,three kinds of dependencies were defined, and the graph convolution neural 

network was utilized to learn the dependencies for EC-Pairs extraction. Study 18 

regarded ECPE as a sequence labeling task and used CNN and BiLSTM to extract 

emotional cause pairs after the unified labeling of data sets. In 19, Cheng et al. designed 

an asymmetric network to find the local area EC-Pair by cross-subnetwork local pair 

searcher. Study 20 proposed a joint framework for multi-task learning and used the 

sliding window mechanism to reduce the noise generated by long-distance clauses 

during extraction. In 2122, Yuan et al. and Fan et al. respectively proposed two labeling 

strategies based on different characteristics of the ECPE task to improve accuracy. By 

analyzing the construction process of a directed graph with labels, Fan et al. captured the 

causal relationship between clauses 23. In addition, some end-to-end models 242526 

and two-step models 2728 have achieved good performance. 

Although ECPE does not need to annotate emotional words in advance, the influence 

of emotional words on the extraction results cannot be ignored. Therefore, we propose 

the SEE-3D model in this paper and integrate emotional distance as an essential 

indicator in the extraction process. 
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3. Methods 

3.1. Architecture 

The SEE-3D model consists of three modules: (a) Encoding Clauses as Features; (b) 

Sentiment Analysis & Classification; (c) 3D Fusion Extraction. The overall structure is 

shown in Figure 2. 

In Figure 2(a), the model regards each clause in documents as a word sequence 

1 2{ , ,..., }
c

c w w w , which w  represents a word in the clause and c  is the number of 

words, and generates clause-level representation by BiLSTM with an attention 

mechanism. Figure 2(b) contains two sub-modules: 

1. The pre-trained sentiment analysis model aims to convert the output of Encoder 

into a sentiment vector. By calculating the Euclidean distance between the 

sentiment vector and the center of the nearest emotion domain, we convert the 

distance into similarity to judge the probability of an emotion clause. Euclidean 

distance can be more accurate in calculating the same dimension vector in K-

means clustering space. The parameters of the sentiment analysis model are 

frozen during training. 

2. The classification module regards all clauses as emotion and cause to build 

emotion set and cause set, then construct candidate EC-Pairs as 
1 1 2 2{( , ), ( , ),..., ( , )}m mECPs e c e c e c , where m is the maximum number of 

clauses for all documents. For each ( , )e c  in ECPs, pass e cr r  into a linear 

layer to calculate the probability that ( , )e c  is true, where er  and cr  is the 

output of e  and c  from BiLSTM in Figure 1. 

The input of Figure 2(c) is a three-dimensional matrix, and each element of the matrix 

is the output weighted sum of the two sub-models in Figure 2(b). 3D-CNN learns the 

global similarity between samples, and the extraction results of each document are 

finally output. The red lattice in Figure 2(c) represents the EC-Pair with the highest 

prediction probability of the model as the final extraction result. 

3.2. Emotion Domain 

The ECPE benchmark corpus 29 contains six emotions. Our analysis of samples in the 

corpus can be concluded as follows: the polarity and strength of the six emotions are 

significantly different, and they are pretty different from the clauses without emotional 

words. The distribution of emotion types of samples is shown in Table 1. Sadness 

accounted for the highest proportion of 26.94% of the six emotions, and Surprise 

accounted for the lowest proportion of 4.18%. 
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Fig. 2. Architecture of SEE-3D 

Table 1. Distribution of emotion types 

Emotion Percentage Number 

Surprise 4.18% 88 

Disgust 10.69% 225 

Anger 14.35% 302 

Fear 18.00% 379 

Happiness 25.83% 544 

Sadness 26.94% 567 

We hope to provide a reference for verifying whether clauses contain emotions by 

constructing six types of emotion domains. Firstly, a pre-trained sentiment analysis 

model 4 is utilized to convert each clause-level vector into a sentiment vector. Then all 

sentiment clauses in the corpus are clustered by a k-means 30 clustering algorithm (k=6) 

to construct the emotion domains of six sentiment types, denote as 
S

1 2 6{ , ,..., }domain sd sd sd . In the follow-up work, we obtain the cluster centers of six 

emotion domains, denote as 
1 2 6{ , ,..., }Cdomain sdc sdc sdc , where each represents the 

center of emotion domains. By calculating the center vector and radius of each cluster, it 

can provide support for subsequent emotional computing. Based on the above 

operations, the emotional distance between clauses and emotion domains can be 

obtained directly. 

3.3. Encoding Clauses as Features 

The input of the model is one batch of documents is denoted as 1 2{ , ,..., }bsD d d d , 

where bs is the batch size of documents. For each document id  in D, it contains several 

clauses 
,,1 ,2{ , ,..., }ii di ic c c , where |di| is the number of clauses in id . Any clause ,i jc  is 

regarded as a word sequence: ,

, , ,

1 2{ , ,..., }i j

i j i j i j

c
w w w . Each clause is passed into BiLSTM to 
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encode semantic information between the words and obtain the hidden state of BiLSTM 
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where 
kW  is a learnable weight parameter. Figure 3 describes the process of 

generating clause-level representations from a document. The details of BiLSTM 31 and 

attention mechanism 32 are omitted in this paper. 
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Fig. 3. Process of encoding a document 

3.4. Encoding Clauses as Features 

This part consists of two subtasks: (1) Generate the sentiment vectors of the clauses and 

calculate the distances from emotion domains; (2) Regard each clause as both cause and 

emotion, then construct all candidate EC-Pairs in a document. 

The pre-trained sentiment analysis model generates the sentiment vector 
,i js  for the 

j-th clause 
,i jc  of the i-th document. To find the closest emotion type of the clause, we 

calculate the Euclidean distance between 
,i js  and centers of the emotion domains, 

denoted as 
1 2 7{ , ,..., }sdc sdc sdc , then select the minimum distance 

,i jdis . For each 
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emotion domain, the domain radius is denoted as 
irad , which is calculated by Formula 

(3): 

 

1

Euclidean
1

( , )
isd

i i j

ji

rad sdc v
sd 

      (3) 

 
, ,Euclid )min( (n , )eai j i j

kdis sdc s    (4) 

where isd  is the number of emotion clauses in the emotion domain and jv  

represents each clause in the emotion domain. If ,i jdis  is less than or equal to the 

corresponding minimum distance, we consider that the clause is more likely to be an 

emotion clause. Sentiment score  , 0,  1i jsimi   is calculated for screening EC-Pairs 

according to the distance between a clause and emotion domains. 

 ,

,

1

1

i j

i j
s

di
i i

s
m 


    (5) 

In order to minimize the propagation of error in the classification-pairing mode, we 

do not directly classify the output vectors of BiLSTM. Each clause is regarded as both 

cause and emotion, and candidate EC-Pairs are constructed by cross-combination, 

organized as a two-dimensional matrix. We concatenate the vectors of the clauses in 

candidate EC-Pairs, then pass them into a linear layer to calculate the probability, 

denoted as ,i jpro . 

 , Linear([ ; ])i j e cpro r r     (6) 

In Formula (6), 
er  and 

cr  are the output features encoded by the clause-level 

BiLSTM, and [·;·] means concatenation. 

As shown in Figure 4, the red grid in the figure represents the ground truth EC-Pair, 

and the maximum number of clauses in this batch of documents is denoted as m. If the 

number of clauses is less than m, it needs to be aligned by padding zero. To obtain the 

probability matrix with the shape of (bs, m, m) by 3D convolution operation., we padded 

zero in the shadow grids at the boundary in the figure. 
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Fig. 4. Candidate EC-Pair in a document 
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3.5. 3D Fusion Extraction 

We analyzed the original corpus of the ECPE dataset and found that the source of the 

corpus is the news reports of SINA NEWS‡ in three years, and documents are similar in 

structure. Considering the normalization of news report writing, we hypothesize that 

clauses in different documents have strong similarities in position. To capture this 

similar feature, we stack multiple documents into 3D shapes according to the structure 

of Figure 4, then pass them into the 3D-CNN network with a 3D convolution kernel. 

Different from Figure 4, each element in the 3D matrix ,i jelement  is composed of 

two dimensions, i.e., the channel of 3D-CNN is 2:  

 , , ,[ , ]i j i j i jsielement pi rom     (7) 

where ,   are the weight parameters of the output of the two sub-modules, which are 

obtained by experiments. After performing the 3D convolution operation, the model 

learns similar features between adjacent documents and obtains the probability matrix 
p bs m m W ¡  of all candidate EC-Pairs through a Softmax function. 

 Softmax(3D-CNN( ))p W W    (8) 

where ( 2) ( 2)bs m m   W ¡ is the input matrix of 3D-CNN. To keep the stability of the 

sentiment vector generated by the pre-trained sentiment analysis model, parameters of 

the sentiment analysis module are frozen during training. The loss of 3D-CNN is 

obtained by calculating the output of 3D-CNN with cross-entropy loss function: 

 
,

, , , ,

ˆ

1
ˆ ˆ[ log( ) (1 ) log(1 )]

i j p

i j i j i j i j

y

Loss y y y y
N 

    
W

  (9) 

where N is the number of EC-Pairs, ,ˆ i jy  and ,i jy  are the predicted label and ground-

truth label of 
,i jelement . 

4. Experiments 

4.1. Dataset & Metrics 

In 29, Gui et al. annotated 2105 documents from 20000 articles on the SINA NEWS 

website for the ECE task. However, documents containing multiple EC-Pairs are split 

into multiple samples, which is inconsistent with the actual scenario. Study 2 combined 

and annotated the ECE benchmark dataset, then constructed the ECPE benchmark 

dataset. The data distribution is shown in Table 2. 

Each document in the dataset contains several clauses constituting one or more EC-

Pairs. Compared with the ECE benchmark dataset, about 10% of the documents contain 

multiple EC-Pairs. In order to extract all EC-Pairs, we enumerate all possible clause 

                                                           

 
‡ https://news.sina.com.cn/ 
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combinations in a document, then pass the 3D matrix composed of multiple documents 

into the 3D-CNN network to calculate the EC-Pair probability matrix p
W  for each 

document. 

Table 2. Distribution of ECPE dataset 

 Number Percentage 

Number of EC-Pair in Document equals 1 1746 89.77% 

Number of EC-Pair in Document equals 2 177 9.10% 

Number of EC-Pair in Document greater than 2 22 1.13% 

All 1945 100% 

Figure 5(a) shows the five clauses contained in the document {C1, C2, C3, C4, C5}, 

where C5 is the emotion clause (the type of emotion word here is Happiness); Figure 

5(b) describes the causal relationship between the clauses in this document. C5 caused 

by both C2 and C4, i.e., the EC-Pairs contained in the document are {C5←C2} and 

{C5←C4}. 

C1 得到公司的鼓励后
C1 After being encouraged by the company

C2 两人在同事面前可以大大方方牵手了
C2 they can hold hands generously in front

     of their colleagues 

C3 不仅如此
C3 More Than This

C4 还得到了同事的祝福
C4 It was also blessed by colleagues. 

C5 他们觉得很开心
C5 They felt very happy

(a) Clauses in a document

C5

C1 C2 C3 C4

(b) EC-Pair relation

{C5 C2}

{C5 C4}

 

Fig. 5. Example in dataset 

We construct two datasets for training and testing, the ratio of them is 9:1, then 

calculate the average score using ten-fold cross-validation. The same as the baseline 

model, we apply P(Precession), R(Recall), and F1 score as the metrics of our model. 
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4.2. Experimental Settings 

Compared with word2vec 33 method, BERT 34 is more robust. The Chinese fine-tuning 

BERT§ model generates word vectors of clauses, and the dimension is 768. In the 

encoding process, the number of hidden layer units of BiLSTM equals 100. In the 3D 

fusion extraction module, the convolution kernel size of 3D-CNN is set to (3, 3, 3). We 

apply dropout 35 to the linear layer to avoid overfitting and set the dropout rate to 0.3. 

The default weight and bias of BiLSTM, 3D-CNN, and linear layer are initialized by the 

Xavier method 36. 

During the training period, to make the model's convergence process smoother, the 

learning rate is set to 3e-5, and introduced Adam 37 as the optimizer of the model. In 

addition, the batch size is 16 and the epoch of training is 100. 

4.3. Compared ECPE Models 

We compare these ECPE models with SEE-3D: 

Baselines: This model is the benchmark model when Study 2 first proposed the 

ECPE task, including three baseline models: Indep, Inter-CE, and Inter-EC. This model 

divides the extraction into two steps:(1) Classifying each clause into emotion clause or 

cause clause to combine candidate EC-Pairs; (2) Eliminating EC-Pairs of low 

probability. 

RANKCP: This extraction method is proposed by Study 24. The author used a graph 

attention mechanism to learn the interaction between emotion clauses and cause clauses 

in documents for filtering EC-Pairs. 

E2EECPE: This end-to-end framework was proposed by Study 13. Biaffine attention 

is utilized to predict the causal relationship between clauses, Song transforming the 

clause pairing problem into the edge prediction problem. 

ECPE-2D: This model is an improved method for ECPE-2Steps by Study 25. They 

represent EC-Pairs as a 2D structure that models the interactions between different EC-

Pairs through two different 2D Transformers (Windows-constrained, Cross-road). 

DQAN: The author used a dual-questioning attention mechanism to obtain the 

interaction between clauses in EC-Pair and other clauses, which improved the semantic 

understanding ability of the model 27. 

Trans-ECPE: In 23, Fan et al. regard the EC-Pair extraction process as the 

construction process of a directed graph. The model regards clauses as nodes of the 

graph and extracts EC-Pairs while constructing the graph. The two versions of LSTM 

and BERT represent the different structures used in the model coding characteristics. 

                                                           

 
§ https://huggingface.co/bert-base-chinese 
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4.4. Experimental Discussion 

The SEE-3D model and other models are verified on the ECPE benchmark dataset, 

Table 3 illustrates the results of experiments. In addition to the EC-Pair extraction 

results, the emotional extraction and cause extraction results of models are also listed in 

the table. 

(1) Our model achieved the highest precession and F1 score in emotion extraction, 

88.43%, and 86.74%. In these comparative models, Indep extracts the causes and 

results separately, without fully considering the interaction between clauses. Inter-CE 

and Inter-EC add emotion(or cause) clauses to the classification process of cause(or 

emotion) clauses, increasing the accuracy by about 1%-2%. Inspired by these, the 

subsequent models are constructed to explore the internal relationship between different 

clauses. RANKCP constructs global features between clauses and finally achieves the 

highest recall rate of 87.03% when extracting emotion clauses. Based on this skill, 

RANKCP achieving the highest recall rate of 66.98% when extracting EC-Pairs. The 

sentiment analysis module of SEE-3D calculates the emotional similarity and forward 

feedbacks the emotional features of clauses in EC-Pairs, which helps to better identify 

emotion clauses. 

(2) In the EC-Pair extraction, the precession and the F1 score were finally improved. 

Compared with the LSTM model, the BERT model used in Trans-ECPE coding has 

significantly improved in all aspects. Besides, Trans-ECPE based on BERT has 

achieved the highest accuracy and F1 score in cause extraction, 75.62%, and 69.74%. 

ECPE-2D based on Inter-EC is selected for comparison because it integrates emotional 

features into the cause clauses classification process, similar to SEE-3D. So we can 

better mine the influence of sentimental intensity on the extraction results. with Trans-

ECPE(BERT), the extraction accuracy of emotion clauses increases by 1.27%, and the 

F1 score increases by 2%, which further improves the performance of 3D fusion 

extraction.  

Table 3. Comparison results with other ECPE models. '♠' denotes the model in this paper. '-' 

denotes the original paper that had not reported the evaluation result 

Model 
Emotion Extraction Cause Extraction EC-Pair Extraction 

P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%) 

Baselines (Indep) 83.75 80.71 82.10 69.02 56.73 62.05 68.32 50.82 58.18 

Baselines  

(Inter-CE) 
84.94 81.22 83.00 68.09 56.34 61.51 69.02 51.35 59.01 

Baselines  

(Inter-EC) 
83.64 81.07 82.30 70.41 60.83 65.07 67.21 57.05 61.28 

RANKCP 85.48 87.03 84.06 68.24 69.27 67.43 66.10 66.98 65.46 

E2EECPE 85.95 79.15 82.38 70.62 60.30 65.03 64.78 61.05 62.80 

ECPE-2D  

(Inter-EC) 
85.37 81.97 83.54 71.51 62.74 66.76 71.73 57.54 63.66 

DQAN - - - - - - 67.33 60.40 63.62 

Trans-ECPE 

(LSTM) 
80.80 84.39 82.56 67.42 65.34 66.36 65.15 63.54 64.34 

Trans-ECPE 

(BERT) 
87.16 82.44 84.74 75.62 64.71 69.74 73.74 63.07 67.99 

SEE-3D♠ 88.43 85.12 86.74 70.52 63.67 66.92 72.58 66.32 69.31 
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Overall, SEE-3D improves the extraction performance by deepening the 

understanding of emotional semantic information. The above analysis shows that the 

emotional dependence between clauses has important research value in the ECPE task. 

4.5. Ablation Study 

To investigate the effectiveness of sentiment analysis, we removed the calculation of 

emotion domain and emotional similarity when filtering EC-Pairs, i.e., the model only 

retains the clause encoder, linear layer, and 3D-CNN. When the model only retains the 

output value of the linear layer as the probability, it is difficult for 3D-CNN to learn the 

sentimental intensity interaction between documents. The extraction results of EC-Pairs 

are shown in Table 4. The F1 score of cause extraction is almost unchanged, but the 

precession, recall, and F1 score of emotion extraction are reduced by 3.82%, 4.23%, and 

4.03%. Although the similarity of some cause clauses is learned in 3D-CNN, due to the 

lack of emotional semantic information, the final F1 score of EC-Pair extraction is 

6.02% lower than that of the original SEE-3D model. 

From the discussion above, we can find that emotional semantic information 

significantly influences the ECPE task. Due to the starting point of the ECPE task 

serving for the emotional reasoning task, the fusion of the information learned by 

sentiment analysis and cause extraction can improve the performance of our model. 

Table 4. Ablation Study of Sentiment Analysis. We removed the emotional similarity metric from 

our model to reveal the effect of the sentiment analysis sub-module, denoted as "-SA" 

Model 
Emotion Extraction Cause Extraction EC-Pair Extraction 

P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%) 

SEE-3D (-SA) 84.61 80.89 82.71 70.39 63.75 66.90 65.46 61.25 63.29 

SEE-3D 88.43 85.12 86.74 70.52 63.67 66.92 72.58 66.32 69.31 

 

Fig. 6. Ablation Study of Sentiment Analysis 

By analyzing the corpus source of the ECPE benchmark dataset, we proposed the 

introduction of 3D-CNN learning similar features of samples. To prove the effectiveness 

of 3D operation, we removed 3D-CNN from SEE-3D, and the comparison results are 

listed in Table 5. When our model directly uses the weighted sum of emotional 

similarity and linear layer output as the prediction results, the precession, recall, and F1 
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score are reduced by 2.39%, 2.17%, and 2.28%. In short, 3D-CNN learned the similarity 

between samples. 

Table 5. Ablation Study of 3D-CNN. We removed the 3D-CNN from our model and directly 

used elements in Wp as extraction results, denoted as "-3D Conv" 

Model 
EC-Pair Extraction 

P(%) R(%) F1(%) 

SEE-3D (-3D Conv) 70.19 64.15 67.03 

SEE-3D 72.58 66.32 69.31 

 

 

Fig. 7. Ablation Study of 3D-CNN 

5. Conclusions 

As an essential task in cause detection, ECPE can be applied to emotional reasoning in 

daily life and is helpful to improve the service quality of psychological counseling. To 

make emotion-cause detection more efficient, a sentiment-driven 3D extraction model 

SEE-3D is proposed. Our model integrates sentiment analysis and 3D convolution into 

the EC-Pairs extraction process and improves extraction performance. In this paper, the 

achievements can be summarized as follows: 

 (1)  A pre-trained sentiment analysis model is integrated into the ECPE model 

effectively and enhances the extraction performance. We use the k-means 

clustering algorithm to process and analysis the emotional clauses, making the 

model further obtain the emotion domain distribution. The distance between the 

clause and emotion domain is used to represent the sentimental intensity of the 

clause. 

 (2) A 3D fusion extraction method is proposed to learn similar features of 

documents, which improves the accuracy of ECPE. The outputs of sentiment 

analysis are combined with the classical pairing algorithm. Thus, the model can 

learn the similar characteristics between samples, which effectively improves the 

accuracy of extraction. 

The experiments on the ECPE benchmark dataset show that our model can learn the 

interaction between emotion and cause in documents. 
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Similar to other methods, our extraction method also has its limitations. It has a 

remarkable effect only when the samples are relatively uniform and the text writing 

format has the characteristics of a template. In other cause detection datasets, the 3D 

fusion extraction method does not necessarily have generalization ability. To further 

study datasets in other fields, we will continue to conduct research on cause detection 

and try to apply it to business scenarios. 
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