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Abstract. Online discussion forums are repositories of valuable information where
users interact and articulate their ideas and opinions, and share experiences about
numerous topics. These online discussion forums are internet-based online com-
munities where users can ask for help and find the solution to a problem. A new
user of online discussion forums becomes exhausted from reading the significant
number of irrelevant replies in a discussion. An automated discussion thread sum-
marizing system (DTS) is necessary to create a candid view of the entire discussion
of a query. Most of the previous approaches for automated DTS use the continu-
ous bag of words (CBOW) model as a sentence embedding tool, which is poor at
capturing the overall meaning of the sentence and is unable to grasp word depen-
dency. To overcome these limitations, we introduce the LSTM Auto-encoder as a
sentence embedding technique to improve the performance of DTS. The empiri-
cal result in the context of the proposed approach’s average precision, recall, and
F-measure with respect to ROGUE-1 and ROUGE-2 of two standard experimen-
tal datasets demonstrates the effectiveness and efficiency of the proposed approach
and outperforms the state-of-the-art CBOW model in sentence embedding tasks and
boost the performance of the automated DTS model.

Keywords: Sentence embedding, LSTM Auto-encoder, CBOW, Deep learning, Ma-
chine learning, NLP.

1. Introduction

Online discussion forums are web services where users can post a query about a specific
topic and provide an online environment for individuals to articulate their thoughts. These
online discussion forums are online communities where people with similar interests may
exchange ideas, points of view, and experiences on a variety of topics. Because of user in-
teraction and conversation, these forums become ideal archives of textual content. Online
discussion forums may be used for various purposes, including getting students to discuss
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the course subject before class and reflecting on readings or assignments they have com-
pleted outside of class. Most of the queries generate huge replies in the discussion, so a
new user becomes unable to scan all discussions and find the valuable and relevant text
content shared by the users[44]. Some of the latest online discussion forums facilitate the
users’ finding their problem-relevant user discussions [13].

In our daily lives, we frequently engage in multidimensional conversations with each
other through blogs, online discussion forums, and online video meetings which gener-
ate an overwhelming amount of data and lead to information overload problems. The
overwhelming amount of data generated from online interaction sometimes leads to in-
formation overload problems. On online discussion forums, the users hurriedly reply to
the query, which may not always be relevant to the question. Extracting the relevant con-
tent from this growing raw text is a tough task for new users of the discussion forum
[27]. This becomes stress-inducing and discourages the user’s perception of online dis-
cussion forums. To maintain problem-relevant user replies in an online discussion forum,
monitoring and filtering processes should be used. By using this process, new users will
be able to easily find relevant content in thread discussions. The authors in the literature
use numerous approaches to grasp the relevant and most valuable text content from this
massive amount of data. Some of the commonly used methods are user-phrase queries to
extract the most relevant text content from textual data [21], and an act-guided approach
for tweets summarization based on word-based and symbol-based features [43], [42].

This study proposes an automated DTS model for online discussion forums that can
automatically extract query-relevant user replies. The proposed model is based on the
LSTM Auto-encoder techniques which is a deep learning architecture for sentence em-
bedding to transform the sentences of the discussion replies into feature space for the
extraction of the most relevant and significant text content using different similarity mea-
sures between the query and replies of the discussion. By using this automated model,
users of online discussion forums can easily grasp the idea of the entire discussion by
generating a candid view of the entire discussion.

The proposed technique for sentence embedding is a novel approach for embedding
replies to sentences in online discussion forums. In literature, the CBOW model has been
a widely used technique for sentence embedding in the field of natural language process-
ing (NLP) for text summarizing tasks that have multiple flows for sentence embedding.
This model considers only the surrounding words and ignores the structure and order of
the words in the sentence. The CBOW model is also sensitive to the frequency of words,
in which case common words have a high impact on sentence embedding. For the vector
representation of a sentence, this model uses the average word vector approach, which
disregards the word order in the long sequence of words [1]. We used the LSTM Auto-
encoder in our model, which has the capability to remember patterns in long sequences
of input. The model is fully generic and can be used for the summarizing of thread dis-
cussion of any English-based online discussion forum. The rest of the paper is organized
as follows.

In Section 2, we review the previous state-of-the-art approaches for text summariza-
tion, which include numerous techniques related to text summarization, extractive and
abstractive summarization approaches, and applications of discussion thread summariza-
tion. section 3 consists of the most important part of this study. The purpose of this section
is to describe a novel approach to thread discussion summarization using the LSTM auto-
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encoder technique for automated summarization of thread discussion of online discussion
forums. Section 4 elaborates on the outcomes, discusses the procedure that was suggested,
and compares it with the most effective technique for the task of embedding sentences,
section 5 describes the conclusion and future work of the study.

2. Literature Review

As an integral part of Natural Language Processing, text summarization has a wide range
of applications, including news summarization, email thread summarization, social media
content summarization, and thread discussion summarization of online discussion forums.
There are two main approaches to text summarization which are extractive and abstrac-
tive summarization. In extractive summarization, the most significant textual chunks are
extracted from the source text and merged in an extractive summary to reflect the core
concept and flow of the original text. Abstractive summarization is a more complex and
critical task that paraphrases the original text in a new version which can reflect the main
clue of the original text. Based on the source documents, Text summarization is further
divided into two classes which are multi-document and single-document summarization.

The extractive summarization approach for text summarization has various applica-
tions. The authors in the literature employ various techniques for the extraction of relevant
text chunks. For an extractive summary generation, the text needs to be classified in order
to identify and extract the relevant chunks. In the classification technique, similar textual
units are classified in the same clusters independent of their significance in textual data
[15]. For document categorization in some studies, the textual units are treated as typical
sentences [17], in meeting conversations summarization the units are usually utterances
[20], [26], and in the case of DTS, the units treat as a reply sentence [32],[31]. In the next
step, various ranking methods are used to identify the importance of each textual chunk
and assign a salience score to each textual chunk to arrange all in decreasing order based
on their score. The textual chunks with a high score are considered to be the most sig-
nificant. Based on a specific threshold or predefined cutoff, the significant textual chunks
are extracted for the final summary. Cue dictionary techniques introduced in which the
significance chunks of text are computed based on the presence or absence in the cue dic-
tionary [23], In the title method, the weight of the sentences is computed based on the sum
of all the text appearing in the title of the heading of source documents. For the extraction
of relevant content from text [37] uses ontology and TF-IDF concept-based clustering
approach for extractive summarization, similarly [38] uses numerous text mining tech-
niques to create an extractive summary of the patent record. The TF-IDF and machine
learning-based techniques are also used for the extraction [7].

One of the most critical parts of the extractive summarization process is to keep both
coherence and consistency of the previously chosen textual units in the newly created ver-
sion of the original text [6], [24]. Some feature-based summarization methods such as cue
phrases and sentence locations are proposed to identify the relevant sentences for a final
summary generation [39]. A combined TF-IDF and ontology tree structure techniques in-
troduce for the extraction of keywords which is used for the selection of salient textual
units from source text documents. after extraction and selection of keywords, a clustering
technique is applied to cluster salient sentences to extract the relevant text chunks from a
condensed text [14]. Search engine-based techniques are proposed on an extended query
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using the WordNet database to find the relevant web pages and on the bases of relevant
keywords, the relevant identified sentences are extracted for final summarization [11].

Recently Graph-based approaches have been proposed for extractive summarization.
Graph-based approaches are used as a PageRank (PR) algorithm [28] to rank the different
textual units in sentences or passages. In graph-based approaches a sentence is represented
as a node in a graph, if this node has a certain relation in a graph then it is more salient
for the final summary [3].

Due to the advent of deep learning in the field of NLP, extractive summarization has
become an exciting field of research. using deep learning for text-processing jobs, the
performance of various machine learning methods improved. Recent research studies
proposed many deep learning techniques for extractive summarization such as Query-
oriented based extractive summarization proposed using the deep auto-encoder (AE) to
compute the feature space from the input of term-frequency (TF) based on two vocabu-
laries [41]. Similarly, [38] uses Tree Augmented NBN (TAN) variance of Bayesian net-
work to generate extractive summarization of patent record. Sequence-to-sequence auto-
encoder for extractive summarization is also used for long and noisy social media text
content [18], Multi-document extractive text summarization approach is proposed which
uses an auto-encoder neural network to compare the scoring and performance of multiple
documents [30].

In this study, we use LSTM Auto-encoder for sentence embedding and an extractive
approach for DTS, similar to the one suggested by [30], which is based on recurrent
neural network architecture. The proposed LSTM Auto-encoder of this study is also a
deep learning architecture that is mostly used as embedding techniques for image data but
recent research studies prove that it is also a powerful tool for text data [1]. LSTM auto-
encoder consists of two parts which are Encoder and Decoder. The input sequence is read
by the encoder which encodes the entire input sequence into an internal representation.
The second part decoder reads the internal representation of the encoder and generates
the output sequence.

2.1. Preliminary study

LSTM Auto-Encoder as a sentence embedding: The sentence embedding vector can
be obtained by using the average word vector in a sentence. Similarly, we can obtain the
paragraph vector by calculating the average sentence vectors in a paragraph. The average
vector technique is inefficient in capturing the semantic information in sentences. To ob-
tain the rich embedding vector of the sentence we used LSTM Auto-encoder to grasp the
semantic relation between words in a sequence of input using the recurrent neural network
architecture for the DTS model.

Auto Encoder: Previous approaches for automated DTS use different embedding tech-
niques. One of the most common techniques is the Continues Bag of Words (CBOW)
model [13]. All these embedding techniques are based on the distributional hypothesis
in which the similarity of words is based on their contextual representation in the sen-
tence [1]. With the emergence of deep neural networks in the field of Natural language
processing, neural word embedding received a lot of attention [2]. Many research studies
prove that the neural word embedding technique is a powerful tool for understanding the
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semantic relation between words such as dynamic convolutional neural network (DCNN)
for sentence embedding tasks to extract the most active feature from sentences [33]. This
model allowed extracting the most active features in the sentences independently of their
location. The authors of [36] build a general-purpose sentence encoder for multiple objec-
tives which are classification of text, machine transition, parse tree generation, and skip-
thought tasks. The proposed model is trained by several data sources on over 100 million
sentences with multiple training objectives. In [5] the authors proposed a recursive auto-
encoder (RAE) based on unfolding objectives for the similarity of two sentences. In [8]
the authors proposed an auto-encoder model which can denoise the sentence by deleting
words and changing the positions of words in a sentence where the decoder is used to
reconstruct the original sentence by swapping bi-grams. In [25] the authors introduce a
neural topic model to capture the global semantic meaning of the document and integrate
that model with an automatic text summarization model. [12] Proposed a hierarchical
encoder-decoder model for DTS which is pre-trained on synthetic interleaved text. This
approach aims to overcome the limitation of the traditional thread discussion summariza-
tion system.

Long Short-Term Memory (LSTM): LSTM is another variant of recurrent neural net-
works. An LSTM-based neural network is better than traditional neural networks due
to its memory. The traditional neural network is not virtuous at memorizing short-term
patterns and also suffers from vanishing gradient problems [19]. The LSTM improves
the performance of the traditional neural network in these problems. Numerous studies
use LSTM in many natural language processing tasks such as a combined model based
on word embedding using LSTM for semantic similarity in text classification tasks [40].
LSTM-based sentence encoder that is trained by an annotated training corpus to capture
the useful feature from sentences and use these features for text classification tasks [35].
LSTM-CNN proposed by [34] for extractive summarization to construct new sentences
by exploring semantic phrases of text. A multilayered attentional peephole convolutional
long short-term memory (LSTM) for extractive text summarization task [29]. The model
is based on an attentional mechanism that gives weight to the most significant parts of
the text. Attention-based bidirectional LSTM is used which is also known as BiLSTM
for text generation to enhance the correlation between generated text and the source text
[10]. This model is also able to eliminate repeated words and solves out-of-vocabulary
word problems. The use of LSTM in Auto-encoder is demonstrated in Fig. 1 improves
the performance of automated thread discussion summarization. Text processing tasks
are highly dependent on the representation of the text in the feature space. Most of the
machine learning or deep learning algorithm performs better using efficient embedding
techniques [22].

Text quality features: Text features refer to words or groups of words in a text which
help to understand the core idea of the text. In text processing, text features play very
important roles. Some of the most common text features are as follows:

Semantic distance between texts: Word Mover’s Distance (WMD) is the most com-
monly used technique for semantic distance calculation between text documents. This
technique is used to find the minimum cumulative distance between two text documents
in multi-dimensional space.
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Fig. 1. LSTM Auto-encoder based sentence embedding

Sem.Distance = WMD (text A, text B) (1)

Cosine similarity between texts: Cosine similarity is the process of finding the similar-
ity between the inner product of the vectors of two texts. It calculates the angle between
the vectors of the text documents. In Python, cosine similarity can be calculated using the
following formula.

Cosin.Sim=Cosine Sim(text A,text B) (2)

Unique word count: Unique words are unrepeated words in the text which are consid-
ered text features in text processing. It can be found by counting the unique words minus
the repeated words in a sentence or text. In Python, the following formula can be used to
count the unique words.

Uniqe Word=Unique words(text) (3)

Common overlapping words in texts: overlapping words are those words that have a
common semantic characteristic. These words can be found by using Jaccard similarity
in Python using the following formula which finds the similarity of asymmetric binary
vectors of text A and B.

Com words=Jaccard Sim (text A, text B) (4)

Length of texts: text length is another feature of text in which the length of two texts
or two sentences is used as a common feature. In python the following formula can be
used to find the length of a text.

Text length =
No. of words in a text

Max length of text
(5)

Number of Nouns and Verbs in a text: In this technique, the number of nouns and
verbs are considered as text features. In python, the following formula is used to find the
number of nouns and verbs in texts.

Noun verb =
No. of verbs and nouns

Text length
(6)
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3. Methodology

In this section, we discuss the proposed methodology to summarize the discussions of
online discussion forums using an automated discussion thread summarization model.
The order of the steps is shown in the methodology framework Fig. 2 and the description
of each step is given below.

Fig. 2. Methodology Framework

3.1. Datasets

In this study, we used two standard discussion forum datasets: Ubuntu datasets generated
by Ubuntu Online discussion forums and NYC datasets obtained from the TripAdvisor
discussion forum. The Ubuntu dataset contains 756 user conversations. Similarly, the NYC
dataset has 788 user conversations. for evaluation of the proposed methodology, the query
of each thread is referred to as the initial posts and the replies to the query are called the
candidate answers.

3.2. Data preprocessing

The preparation of data is the first step for any machine-learning task. To prepare data for
our machine learning algorithm, we performed the following four types of text prepro-
cessing tasks.

1. Sentence segmentation: This is the process of splitting lengthy text into small chunks
or sentences. Sentence boundaries are the points where a text sequence is split into
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sentences. We have used signs of interrogation (?), exclamation (!), and full stop (.)
as sentence boundaries to segment the text.

2. Tokenization: After segmenting the text into sentences, word tokenization is per-
formed. Different techniques have been applied to split the sentence into tokens of
words such as the white space technique, we have divided the reply sentences into to-
kens of words using the widely used tools for text processing which is (NLTK) library
of Python.

3. Removing stop words: Stop words such as “the”, “an”, “a”, “is”, “all”, etc. are not
significant words. These words are used frequently in the text and cannot be identified
as having any particular value, hence they are not taken into account in our feature-
embedded space. To reduce noise and prepare the text for the machine learning model
to be applied, these words need to be removed.

4. Word stemming: It is the process in which each word is derived into its base or root
word. The word-stemming process aims to help the algorithm to catch the word sim-
ilarity in embedding. An example of word-stemming is to convert the stem words
‘playing’, ‘played’, ‘plays’ to its root word which is ‘play’. In this process, we used
the Porter stemmer to get the stems of the words.

3.3. Embedding of reply sentences

Word embedding is the building block of sentence embedding that transforms the distinct
words into a single vector of 1s and 0s. This type of embedding is known as one-hot
encoding and is completely dependent upon the corpus. In the vector of this embedding
technique, 1’s indicates the presence of a word and 0’s represents the absence of a word in
the corpus. In this approach, we cannot capture any semantic information in a sentence.

Sentence embedding is the extension of word embedding where the entire variable-
length sentence is converted into a fixed numerical vector. One of the simplest ways of
converting a variable-length sentence into a fixed-length vector is to encode all the words
of the sentence into vectors and then take the average of all these word vectors in a single
numerical vector. This average word vector approach is followed by Word2vec models,
which is not sufficient for capturing various semantic information, such as word ordering
information and other semantic relation between the words. In textual data Transformation
tasks, most of the previous approaches used averaging vector concepts [13] or weighted
representation of text using TF-IDF [14]. In the literature, the word2vect is used in two
versions: the CBOW model and the skip-gram model. The CBOW approach predicts the
word using the surrounding context while the skip-gram model is the inverse of CBOW
which uses the distributed representation of the input word and predicts the context. to
capture the semantic information of a sentence, word2vect model embedding is unsuitable
as they provide semantic information only in a limited context.

LSTM Auto-encoder is a recurrent neural network architecture demonstrated in Fig. 3.
With the help of using LSTM, Auto-encoder can memorize the previous sequence of
words and can capture word order dependency and other semantic information in a long
sequence of words and produce a rich embedding vector of a sentence. We used LSTM
encoder and decoder models and a combined model for the sentence embedding process.
The first encoder model takes the tokenized sequence and embeds it into dense vectors
of fixed length. the embedded vectors are then fed into an LSTM encoder layer with 128
units to learn the encoding of the input sequence into a fixed-length vector representation.
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Fig. 3. LSTM Auto-encoder based sentence embedding.

In the second step, the decoder model takes the fixed length vector from the encoder model
and generates the output sequence. the decoder model also has an LSTM layer with 128
units, followed by a dense output layer that produces a probability distribution over the
output tokens. the last model is the combined model which integrates the encoder and
decoder models. The purpose of the combined model is to learn the fixed-length vector
representation of the input sequence and minimize the loss. we trained our model for 10
epochs. during training the model learn to generate a fixed-length vector representation of
the input sequence.

The proposed study also uses the CBOW model for the assessment of the proposed
sentence embedding technique. Both LSTM Auto-encoder and CBOW models are applied
on both datasets for sentence embedding tasks. After applying embedding approaches,
three clustering techniques are applied respectively on each dataset which is briefly de-
scribed below.

3.4. Clustering

In thread discussions of online discussion forums, different users participate and share
opinions about the topic. The initial question or query received mostly semantic similar
replies. For extraction of the most relevant user replies to the initial question, similar
replies must be clustered together to extract the most relevant replies from the discussion.
In clustering, the most similar text chunks are clustered together is the crucial phase of
clustering, from which Nemours scoring procedures are used to retrieve largely pertinent
replies. Clustering has two types which are hard clustering and soft clustering. In hard
clustering, each data point belongs to only one cluster, and in the soft clustering approach,
the data point may belong to many clusters. In soft clustering, a similarity score is used
which is also known as the membership score of each data point which designates the
significance of the data points towards the cluster centroid which is an average vector of
all the clustered sentence vectors.

In the proposed methodology we used three clustering techniques to cluster the re-
ply sentences which are K-means, K-medoid, and FCM. Out of these three techniques,
FCM outperforms other clustering techniques with LSTM Auto-encoder-based sentence
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embedding vectors. FCM is a soft clustering technique that assigns a likelihood score to
each reply sentence [4]. The way FCM works Initially, a sentence may belong to more
than one cluster which converges to only one cluster after FCM iterations. The iterations
use a step-wise approach to converge a sentence to only one cluster. These steps recalcu-
late the centroid of the cluster and the membership score of the reply sentence [9].

Fuzzy C-means Convergence

1. Selected the number of clusters K = 10
2. Initially random values are assigned to each sentence which shows the probability of

a sentence to clusters where pi is the point and k is the cluster (pi, k).

µk(n+ 1) =

∑
pi∈k Pi ∗ P (µk|Pi)

b∑
pi∈k P (µk|Pi)b

(7)

3. After random initialization, iteratively cluster centroid and membership score are re-
calculated until the convergence.

4. The iteration will be continued until convergence or until the user-specified limit of
iteration.

After the clustering process, we extracted only a single sentence from each cluster
based on a certain score assigned to each sentence in the cluster using the quality text
features scoring technique which is discussed in the next step.

3.5. Quality text features extraction

In the extractive text summarization process mostly text features are used as a scoring
technique. The purpose of text feature extraction is to identify the salient sentence in
the user reply sentences based on the assigned text feature score. Based on these quality
features each sentence is scored in all clusters. A high score for the sentence indicates
that the particular sentence has all the quality features and it is the most relevant one to
the query of the discussion. In this work, eight different types of quality text features are
extracted. The feature values for each reply sentence are normalized between zero and
one which are further described below.

1. Semantic distance between thread reply and thread centroid: Semantic distance means
the semantic difference between replies and thread centroid. TF-IDF is used to calcu-
late the thread centroid. The thread centroid is the centre point of all replies to thread
discussions. After the mapping of the thread centroid vector, word mover distance
(WMD) is used to calculate the semantic distance between the reply sentence vector
and the thread centroid vector in each thread discussion. In this process, the distance
between the thread reply and the thread centroid is calculated. This technique extracts
the most important and unique terms/words in a thread which is also known as the
features of that thread discussion.

2. Cosine similarity between reply sentences and thread centroid: In cosine similarity,
the cosine angle is calculated between the reply sentence vector and the thread cen-
troid vector. Cosine similarity is a multi-dimensional space technique used for the
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measurement of the similarity between two vectors. The purpose of this step of fea-
ture extraction is to capture the cosine similarity between reply sentence vectors and
thread centroid vectors as text features.

3. Unique word count in a reply sentence: In this step of feature extraction, the unique
word in each reply sentence is counted. This unique word played a very important role
as a feature of the reply sentence. A reply sentence is considered for a final summary
generation if it contains unique words.

4. Common or overlapping words between thread reply and initial post: Common or
overlapping words are those words that share common semantic characteristics. In
this step of feature extraction, the overlapping word between the reply sentence and
the initial post is extracted. This task is performed using Jaccard similarity which is
used for the similarity of asymmetric binary vectors of thread reply sentences and
initial posts or queries.

5. Semantic Distance between thread reply sentence and thread title: Semantic similar-
ity is also an important feature of extractive summarization. In this step, the semantic
similarity between the reply sentence of a discussion and the thread title is calculated.
For this purpose, the word mover distance (WMD) is used to calculate the semantic
distance between reply sentences and thread titles.

6. Semantic Distance between thread reply sentences and initial post: A reply sentence
is considered to be salient for the final summary if it has semantic similarity with
the initial post. Word mover distance (WMD) is used for the calculation of semantic
distance between thread reply sentences and initial posts.

7. Length of reply sentence: Reply sentence length means the number of words in a
sentence. In this step, the number of words in each sentence is counted as a feature of
a reply sentence to a discussion.

8. Number of Nouns and Verbs in a reply sentence: In this step, the number of verbs
and nouns in a thread reply sentence is counted. The number of verbs and nouns
considered is a feature of thread reply sentences.

3.6. Ranking of Reply Sentences

In this phase, a ranking score is assigned to each reply sentence in each cluster. This score
indicates the salient sentences for extraction from thread discussions and helps to elim-
inate irrelevant replies for the final summary generation. In the previous step, different
quality text features were extracted from reply sentences. In the ranking process, the ex-
tracted features are used as a scoring technique for each sentence. A sentence that has a
high score is considered to be a salient sentence for a final summary of the thread dis-
cussion. According to the extracted features, if a sentence has all these features, it will
be more analogous to the asked query. Based on eight quality text features, each sentence
is represented as an eight-dimensional vector that specifies the significance of a sentence
based on a certain distance from centroid vectors of the cluster. To score each sentence,
the text features score is calculated for each reply sentence in each cluster. After individ-
ual calculation, all features are summed up to score each reply in clusters. The summation
function of features is as follows;

Score(sentence) =

8∑
k=1

reply sentfi (8)
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Where Score(sentence) indicates the overall score of reply sentences and reply sent
represents the features score of each reply sentence. After the calculation of feature scores,
each sentence in each cluster is ranked based on this feature score. As in the previous
section of clustering, the number of clusters is 10. In the next step, only a single sentence
is extracted based on these features.

3.7. Summary Generation

The most important part of extractive summarization is to take the most relevant sentence
from the source text and place it in order to maintain the overall concept and fluency of
the paragraph. Numerous techniques are used in the literature for extraction to obtain rel-
evant replies for the final summary which are discussed in the literature review section.
To extract the most relevant replies to the initial post, we proposed eight different types of
text features in this study. Before extraction of relevant replies from discussions all dis-
cussion replies are clustered in 10 clusters using FCM clustering algorithms. The purpose
of clustering is to group similar sentences and apply text feature extraction techniques to
identify the most relevant replies for extraction. based on these features, only high-ranked
sentences are extracted for a final summary generation.

4. Result and Discussion

In this section, we elaborate on the effectiveness of our proposed sentence embedding
technique and compare it with the state-of-the-art CBOW embedding model in the con-
text of two standard discussion forums Ubuntu and TripAdvisor datasets. The average
recall, precision, and F-measure obtained with ROUGE-N (N = 1, 2) [16] are used to
compare the effectiveness of our proposed sentence embedding technique with the alter-
native CBOW embedding model. The empirical result of ROUGE-1 using two discussion
forums datasets shown in Tables 1 and 2 illustrates the performance of the proposed sen-
tence embedding technique in comparison of FCM, K-Medoid and K-means clustering
algorithms the FCM outperform other clustering algorithms using the proposed sentence
embedding technique.

Table 1. ROUGE-1 of NYC dataset based using both LSTM Auto-encoder and CBOW
embedding models

Average Metrics Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 24.80 25.70
FCM 39.43 26.95
Kmeans 26.78 21.45

Recall Kmediod 34.27 35.33
FCM 40.60 24.46
Kmeans 36.58 26.79

F measure Kmediod 28.25 29.32
FCM 39.86 24.39
Kmeans 30.33 23.14
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Table 2. ROUGE-1 of Ubuntu dataset based on both LSTM Auto-encoder and CBOW
embedding models

Average Metrics Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 34.92 35.86
FCM 37.11 31.09
Kmeans 36.20 33.10

Recall Kmediod 36.79 37.63
FCM 39.33 29.73
Kmeans 38.88 35.28

F measure Kmediod 35.63 36.53
FCM 38.08 29.79
Kmeans 37.10 33.94

It is clear from the figures 4 and 5 in the context of average precision, recall, and
F-measure of ROUGE-1 using two standard datasets, the proposed sentence embedding
technique outperforms the CBOW embedding model in terms of average precision, recall
and F-measure.

Fig. 4. ROUGE-2 of LSTM Auto-encoder and CBOW model using NYC dataset.

Referring to the ROUGE-2 result presented in Table 3 and 4 The proposed sentence
embedding technique performs better than the CBOW embedding model. In comparison
to the three clustering algorithms FCM, K-Mediod and K-means, in terms of two standard
discussion forums datasets FCM offered better outcomes for summarization using the
embedding vectors of the proposed sentence embedding technique.

In the context of average precision, recall and F-measure of ROUGE-2, illustrated in
the figure 6 and 7, the proposed sentence embedding technique outperforms the CBOW
embedding models in sentence embedding tasks for text summarization. Using the pro-
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Fig. 5. ROUGE-2 of LSTM Auto-encoder and CBOW model using Ubuntu dataset.

Table 3. ROUGE-2 of NYC dataset based on both LSTM Auto-encoder and CBOW em-
bedding models

Average Metrics Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 5.14 6.79
FCM 16.87 8.31
Kmeans 7.47 3.68

Recall Kmediod 7.81 10.04
FCM 17.59 6.81
Kmeans 10.73 5.29

F measure Kmediod 6.05 7.93
FCM 17.14 7.12
Kmeans 8.60 4.13

Table 4. ROUGE-2 of Ubuntu dataset based on both LSTM Auto-encoder and CBOW
embedding models

Average Metrics Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 11.27 13.98
FCM 15.33 8.50
Kmeans 14.74 12.41

Recall Kmediod 11.65 14.49
FCM 16.63 8.52
Kmeans 16.38 12.60

F measure Kmediod 11.44 14.19
FCM 15.89 8.27
Kmeans 15.32 12.47

posed sentence embedding technique, the results of the experiment indicate that the auto-
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mated summarization model performs better on a dataset taken from Ubuntu discussion
forums as well as a dataset taken from NYC discussion forums when assessed.

Fig. 6. ROUGE-1 of LSTM Auto-encoder and CBOW model using Ubuntu dataset.

Fig. 7. ROUGE-1 of LSTM Auto-encoder and CBOW model using NYC dataset.
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4.1. Comparison

By comparing our proposed technique with the state-of-the-art CBOW model which uses
the average word vector technique for sentence embedding. The empirical result given in
Table 5 and graphical visualization in Figure 8 proved that our proposed sentence embed-
ding technique performs better than the CBOW approach with FCM clustering.

Table 5. Comparison with state of the art approach [13]

Average Metrics Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 24.8 34.68
FCM 39.43 28.2

Recall Kmediod 34.27 39.83
FCM 40.6 28.31

F measure Kmediod 28.25 36.03
FCM 39.86 27.46

Fig. 8. Comparison with state of the art approach [13]

5. Threat to Validity

Selection bias: The proposed LSTM auto-encoder method was examined on only two
standard datasets, which may not be typical of all conceivable datasets.

Generalizability: The study only evaluated the proposed approach on DTS tasks, and
it is unclear whether the proposed approach would perform similarly on other NLP tasks
or in different domains. Therefore, the generalizability of the proposed approach to other
tasks or domains is uncertain.
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Evaluation metric bias: The proposed method was evaluated using the ROUGE-1
and ROUGE-2 assessment metrics. Although these measures are commonly employed in
text summarization tasks, they may not capture all aspects of summary quality, and alter-
native metrics may provide a different view of the performance of the proposed method.

6. Conclusion and Future Work

Thread discussion summarization is a challenging task in the field of NLP. The recent
trend of deep learning-based natural language processing has proposed new techniques
that attract the researchers’ attention. This study introduces a deep learning-based sen-
tence embedding approach using a recurrent neural network architecture to boost the per-
formance of automated DTS. The state-of-the-art CBOW model is an inefficient approach
for sentence embedding and is unable to capture semantic information of the overall sen-
tence due to its commutative calculation of embedding vectors. To overcome the lim-
itations of the CBOW model in DTS, this study proposed an LSTM Auto-encoder for
efficient sentence representation in embedding space. The proposed methodology is eval-
uated on two standard datasets and compares both the CBOW model and LSTM Auto-
encoder in sentence embedding tasks. In the context of precision, recall, and F-measure,
the empirical results prove that the LSTM Auto-encoder improves the performance of the
DTS model concerning both ROUGE-1 and ROUGE-2 evaluation metrics.

In the future, we plan to modify and apply our proposed methodology to the non-
English online discussion forums dataset. Deep learning-based clustering approaches will
also be considered to further enhance the performance of the proposed methodology. Fur-
thermore, we plan to extend our proposed approach for the abstractive summarization
tasks and also intend to compare our novel sentence embedding technique with other re-
cently introduced neural sentence embedding techniques [2].
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