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Abstract. The consumption of energy and carbon emission in cloud datacenters
are the alarming issues in recent times, while optimizing the average response time
and service level agreement (SLA) violations. Handful of researches have been con-
ducted in these domains during virtual machine placement (VMP) in cloud milieu.
Moreover it is hard to find researches on VMP considering the cloud regions and
the availability zones along with the datacenters, although both of them play signif-
icant roles in VMP. Hence, we have worked on a novel approach to propose a hy-
brid metaheuristic technique combining the salp swarm optimization and emperor
penguins colony algorithm, i.e. SSEPC to place the virtual machines in the most
suitable regions, availability zones, datacenters, and servers in a cloud environment,
while optimizing the mentioned quality of service parameters. Our suggested tech-
nique is compared with some of the contemporary hybrid algorithms in this direc-
tion like Sine Cosine Algorithm and Salp Swarm Algorithm (SCA-SSA), Genetic
Algorithm and Tabu-search Algorithm (GATA), and Order Exchange & Migration
algorithm and Ant Colony System algorithm (OEMACS) to test its efficacy. It is
found that the proposed SSEPC is consuming 4.4%, 8.2%, and 16.6% less energy
and emitting 28.8%, 32.83%, and 37.45% less carbon, whereas reducing the aver-
age response time by 11.43%, 18.57%, and 26% as compared to its counterparts
GATA, OEMACS, and SCA-SSA respectively. In case of SLA violations, SSEPC
has shown its effectiveness by lessening the value of this parameter by 0.4%, 1.2%,
and 2.8% as compared to SCA-SSA, GATA, and OEMACS respectively.
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1. Introduction

Cloud computing has proved itself as an indispensable part of technologies in recent times
being a utility as pay-per-use model to deliver the resources to the cloud users from the
datacenters virtually [1]. The significant cost of expense in the datacenters is the cost
of energy consumption [2]. In 2020, the datacenters globally used 1% of world elec-
tricity [3]. If the remedial measures have not taken and the technological trends remain
unchanged for the coming decade, then between 2016 and 2030, the energy consumption
by the datacenters may exceed with 12% approx. [4]. Some countries also enforce tax on
carbon footprint for the environmental sustainability [5]. Carbon footprint can be reduced
by implementing more and more renewable energy in cloud datacenters [6]. Due to the
erratic availability of renewable energy round the clock, the hybrid model of power sup-
ply including the brown energy obtained from the fossil fuels along with the green energy
from the renewable sources are used in the cloud datacenters [6]. Hence, the consumption
of energy and carbon emission in cloud datacenters are the genuine issues to deal with,
while optimizing the average response time and service level agreement (SLA) violations
for better quality of service (QoS). The strategy of virtual machine placement (VMP)
directly influences the consumption of energy and carbon footprints of a datacenter [7]
along with the mentioned QoS parameters.

1.1. Motivation and Contributions

Although a handful of researches have been conducted to minimize the energy consump-
tion and carbon emission in cloud datacenters, efficient methodologies are still scarce.
Energy consumption by the networks and the cooling system in a datacenter are ignored
in most of the research works. Carbon footprint estimation and minimization is a mat-
ter of concern for maintaining the environmental sustainability. Addressing these issues
through VMP in the cloud datacenters while maintaining the average response time along
with SLA violations, are the motivating factors behind this research. Although availabil-
ity zones are purely logical entities in the cloud regions [8], both of them play significant
roles in mapping the requests onto the physical servers in the datacenters. The user ac-
count in service provider’s domain determines the list of cloud regions accessible to that
user by default. Some other regions may be enabled by the user and some others may be
restricted depending on global policies. If the region selection is not done by the user, then
the process is automated by the service provider through certain searching mechanisms
to allot a default region [9]. Multiple availability zones as the isolated locations exist in
each region. Expansion of an availability zone may be constrained due to the increasing
number of zones in a region. So, for the new users, the constrained availability zones may
be removed from the list. Two different users may access different set of availability zones
while availing services from the same cloud region. If user doesn’t insist on an availability
zone, then the service provider selects one zone for the user. It is always recommended
for the initial request of a user to continue with the default availability zone selected by
the service provider through certain searching mechanisms [9]. It is hard to find works
conducted so far for VMP considering cloud regions and availability zones along with
datacenters and the servers to the best of our knowledge. Hence, we are motivated to
contribute a little to this vast field of emerging aspect of research in cloud milieu. The
following points are the key contributions of this work.
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– This proposed methodology introduces a hybrid nature inspired optimization tech-
nique to solve the problem of VMP in the cloud milieu in two phases. In the first
phase, the Salp Swarm Algorithm (SSA) [10] is used to explore geographically in
the global search space to find out the suitable cloud region and further converge to
the most appropriate availability zone with the aim to make the best use of green
energy. Then it exploits to find out the best datacenter possible for VMP with the
availability of maximum green energy. The Emperor Penguins Colony (EPC) algo-
rithm [11] enriched with the potential of local search has been implemented in the
second phase, to trace the most suitable server in the datacenter for placing the virtual
machines (VMs). Both the algorithms are hybridized in the proposed algorithm Salp
Swarm based Emperor Penguins Colony (SSEPC) for overcoming the limitations of
each other to establish a robust methodology.

– SSEPC places the VMs appropriately to minimize energy consumption and carbon
emission of a datacenter with respect to average response time and SLA violations.

– Proposed VMP model considers the energy consumption due to servers, networks
and the cooling system of the datacenters simultaneously to make the approach more
realistic in the cloud environment.

– Unlike other existing VMP proposals, this model portrays both initial as well as the
runtime VMP in the cloud milieu considering the priority of user requests.

The rest of the paper is organized as follows. Section 2 reviews the literature of VMP,
consumption of energy, and carbon emission in cloud environment along with the QoS
parameters. The system model along with the mathematical formulations are elucidated
in Section 3. The proposed algorithm is explored in the Section 4 and Section 5 deliberates
the simulation environment, as well as analyses the experiments conducted in heteroge-
neous cloud environment and the obtained results. Finally, the conclusive remarks along
with the future directions in the research in this domain are illuminated in the Section 6.

2. Related Work

The process of allocating a VM to a server in the datacenter to avail the required resources
to host the application requested by the user is called as VMP [12]. From the existing
works related to VMP in the cloud milieu, it has been observed that although works have
been conducted on inter datacenter or multi datacenter VMP [2], [6], [7], [15], [16] con-
sidering the assignment of VMs to the appropriate datacenters followed by mapping onto
the suitable servers, we didn’t come across any VMP proposal considering mapping of
VMs onto the compatible cloud regions and the availability zones. Technically a cloud
region contains multiple availability zones, an availability zone may be a collection of
single or many datacenters, and a datacenter physically holds huge number of servers [8].

The energy consumption by a datacenter may be broadly categorized into two types;
i.e. (i) The consumption of energy by the IT equipment like servers and networks, (ii)
The usage of energy by the non-IT equipment like cooling system [2]. Hence, none of
the components can be ignored while designing an energy conservation model [2]. Min-
imization of carbon emission in the datacenters is becoming a necessity now-a-days, as
carbon taxes are imposed in some countries and in others carbon footprints are taken se-
riously for the environmental sustainability [5]. The response time [6], [7], [17] and SLA
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violations [6], [7], [14], [15], [16], [17], [19] play vital role in cloud milieu to meet the
quality of experience (QoE) of the users during VMP in cloud datacenters.

Table 1 compares the proposed work SSEPC with the other relevant proposals of
recent times in terms of different performance metrics like datacenter energy consump-
tion based on server, networks, and cooling equipment, carbon emission, response time,
SLA violations, and use of renewable energy sources for environmental sustainability. Hy-
bridizing multiple methodologies helps in overcoming the limitations of one another [24].
The hybridization is one of the most suitable strategies accepted widely for promoting di-
versity in the search space to achieve global optimum [24]. Hence, we have hybridized
two recently proposed metaheuristic techniques SSA (2017) [10] and EPC (2019) [11] to
search the global space for VMP. Table 2 analyses some existing hybrid algorithms for
VMP in cloud domain for comparison with the proposed SSEPC methodology.

Table 1. Analogy of related works with proposed work in terms of various metrics
Proposed By VMP

Imple-
mented

Hybrid
Ap-
proach

Server
Based
Energy
Con-
sump-
tion

Network
Based
Energy
Con-
sump-
tion

Cooling
Based
Energy
Con-
sump-
tion

Carbon
Emis-
sion

Response
Time

SLA
Vio-
lation

Use of
Green
Energy

Feng et al. [2] ✓ ✓ ✓ ✓ ✓
Xu et al. [6] ✓ ✓ ✓ ✓ ✓ ✓ ✓
Abbasi-khazaei et al. [7] ✓ ✓ ✓ ✓ ✓ ✓
Liu et al. [12] ✓ ✓ ✓
Zhao et al. [13] ✓ ✓ ✓
Samriya et al. [14] ✓ ✓ ✓
Gharehpasha et al. [15] ✓ ✓ ✓ ✓
Zhao et al. [16] ✓ ✓ ✓ ✓ ✓ ✓
Xu et al. [17] ✓ ✓ ✓ ✓
Tang et al. [18] ✓ ✓ ✓ ✓
Yadav et al. [19] ✓ ✓ ✓ ✓
Khodayarseresht et al. [20] ✓ ✓ ✓
Belabed et al. [21] ✓ ✓
Justafort et al. [22] ✓ ✓ ✓ ✓ ✓ ✓
Anusooya et al. [23] ✓ ✓ ✓
Proposed Algorithm ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

3. System Model

This section elaborates the system components and the system parameters with mathemat-
ical elucidations for designing the proposed model for VMP to satisfy the QoS metrics.
Figure 1 portrays the system model of the proposed methodology.
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Table 2. Existing hybrid algorithms of VMP considered for comparison
Authors Name of the

Hybrid Algo-
rithm

Algorithms involved in
Hybridization

Purpose of Hybridization

Liu et al. [12] OEMACS Order Exchange and Mi-
gration algorithm and Ant
Colony System algorithm

OEM swaps VMs between servers locally,
whereas ACS allocates VMs in minimum num-
ber of servers through global search

Zhao et al. [13] GATA Genetic Algorithm and
Tabu-search Algorithm

The algorithm of tabu-search works like a mu-
tation operator of genetic algorithm for im-
proving its local search ability

Gharehpasha
et al. [15]

SCA-SSA Sine Cosine Algorithm and
Salp Swarm Algorithm

SCA explores and exploits the space of search-
ing for finding the optimal solution, whereas
SSA manages leader and followers in the pop-
ulation to reach at the optimal solution

Fig. 1. SSEPC based Cloud System Model for Virtual Machine Placement

3.1. System Components

The cloud service providers, cloud brokers, and cloud users are the entities of a cloud
system. The infrastructure of the cloud is built around physically separated regions in
different geographic locations [8]. Regions contain multiple availability zones to ensure
resiliency [25]. Each availability zone consists of one or more datacenters [8]. A datacen-
ter contains 50, 000 to 80, 000 physical servers [26]. Cloud broker works like an interface
for the cloud users to communicate with the service provider. Here, the SSEPC cloud bro-
ker plays the major role of routing the user requests to the most suitable resources for the
minimization of the consumption of energy and emission of the carbon footprints while
maximizing the renewable energy utilization, in such a way that the average response
time and SLA violations remain as minimum as possible. The process of scheduling the
requests to the servers of the different datacenters belongs to the MAPE-K [27] loop in
Figure 1. This loop consists of different phases, such as Monitor, Analyse, Plan, and Exe-
cute, managed by the Knowledge module. Lower the number of rejection of the requests
to create VMs, higher is the QoE of the cloud users.

The set of u cloud regions is represented as a set CR = {cr1, cr2, cr3, . . . , cru},
where each crx ∈ CR, such that 1 ≤ x ≤ u. A region contains v availability zones as a
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set AZ = {az1, az2, az3, . . . , azv}, where each azy ∈ AZ, such that 1 ≤ y ≤ v. The set
of m datacenters in an availability zone is represented as a set D = {d1, d2, d3, . . . , dm},
where each di ∈ D, such that 1 ≤ i ≤ m. Each datacenter has n number of physical
servers, i.e., S = {s1, s2, s3, . . . , sn}, where sj ∈ S, such that 1 ≤ j ≤ n. Each server
possesses p number of VMs portrayed as set VM = {vm1, vm2, vm3, . . . , vmp}, where
vmk ∈ VM , such that 1 ≤ k ≤ p. R is the set of requests, i.e., R = {r1, r2, r3, . . . , rq},
where rl ∈ R, such that 1 ≤ l ≤ q. Hence, the relationship between the cloud regions,
availability zones, datacenters, servers, and the VMs can be defined as follows.

{{{{{vm1, vm2, . . . , vmp}, s2, . . . , sn}, d2, . . . , dm}, az2, . . . , azv}, cr2, . . . , cru}

3.2. System Parameters

This subsection discusses the system parameters mentioned as follows.

3.2.1 Energy Consumption of Datacenters The components mainly responsible for
the consumption of energy in a datacenter are the servers, networks, and cooling system
[2]. Hence, energy consumed by all the datacenters ED can be illustrated as in Eqn. (1).

ED =

m∑
i=1

Edi
=

m∑
i=1

(Ei,Server + Ei,Network + Ei,Cooling) (1)

Here, the energy consumed in total by a datacenter is Edi , where Ei,Server, Ei,Network,
and Ei,Cooling are the amount of energy consumption by the servers, networks, and the
cooling system of a datacenter respectively.

3.2.1.1 Server Energy Consumption Model The energy consumed by all the servers of
a datacenter di is denoted as Ei,Server, which is given [28] as in Eqn. (2).

Ei,Server =

n∑
j=1

Ei,sj =

n∑
j=1

(Ej,Idle + (Ej,Max − Ej,Idle)× usj ) (2)

Here, consumption of energy by a server sj in a datacenter di can be represented as
Ei,sj , where Ej,Idle and Ej,Max are the energy consumed by the server sj at idle time
and peak time respectively, usj is the utilization of jth server.

3.2.1.2 Network Energy Consumption Model Let the communication graph of VMs be
GC(VM,LC). Here, VM represents the set of VMs and LC stands for the set of edges
or links between the VMs for communication among themselves, such that v1, v2 ∈ VM
and edge(v1, v2) ∈ LC . The bandwidth required for this communication is bw(v1, v2).
Let the datacenter network topology graph be GT (S,LT ). Here, S represents the set of
servers and LT stands for the set of edges or links between servers, such that s1, s2 ∈ S
and edge(s1, s2) ∈ LT , only if s1 links to s2 in network topology. The bandwidth associ-
ated with each link can be represented as bw(s1, s2). Let fv be the function to determine
the result of VMP, i.e., s1 = fv(v1), if and only if the VM v1 is placed on the server s1. Let
the length of shortest path between v1 and v2 be P (v1, v2). The consumption of energy
by the network of a datacenter di is denoted as Ei,Network, which can be formulated [2]
as in Eqn. (3).
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Ei,Network =
∑

(v1,v2)∈LC

bw(v1, v2)× P (v1, v2) (3)

3.2.1.3 Cooling Energy Consumption Model The cooling system of a datacenter is
called as Computer Room Air Conditioning (CRAC) [2]. Let the maximum temperature
of air flow supplied by CRAC is TSup(CRAC). It is inversely proportional to the energy
consumption of cooling Ei,Cooling. Wang et al. [29] found that up to 4.3 − 9.8% energy
can be conserved per 1°C rise in TSup(CRAC). The cooling system energy consumption
Ei,Cooling can be calculated based on the proposed model of Tang et al. [30] and is given
in Eqn. (4).

Ei,Cooling =
Ei,Server + Ei,Network

0.0068× (TSup(CRAC))2 + 0.008× TSup(CRAC) + 0.458
(4)

3.2.2 Renewable Energy Availability Cloud service providers are swiftly moving to-
wards the renewable energy sources to derive electricity for the datacenters to reduce the
utilization of brown energy due to its high energy cost, carbon footprint cost and alarm-
ing negative impact on environment. Although most of the renewable energy sources are
intermittent in nature, this proposed technique considers the use of renewable or green
energy (EG) in cloud datacenters with highest priority as compared to the brown energy
(EB). Datacenters will utilize the renewable energy first as long as it is available before
using the brown energy.

3.2.3 Carbon Emission of Datacenters The approach for minimizing the carbon emis-
sion in datacenters using SSEPC is based on the carbon intensity value instead of relying
on weather data for VMP, as weather data may be an inaccurate metric. According to Na-
tional Grid Electricity System Operator, carbon intensity is the number of grams of CO2
emitted per unit of electricity at one kilowatt hour [31]. Carbon intensity value is based
on the type of brown energy, where this value is zero for green energy [7]. If the energy
required by the datacenter Edi

is greater than the green energy EG
di

available in that dat-
acenter, then the brown energy EB

di
usage will have a positive value. On the contrary, if

the available green energy is more than the energy requirement of the datacenter, then the
brown energy usage value will be zero. Hence, the total carbon emission [6] from all the
datacenters CD is defined as in Eqn. (5).

CD =

m∑
i=1

Cdi
=

m∑
i=1

(EB
di

× ICdi
) =

m∑
i=1

(max(Edi
− EG

di
, 0)× ICdi

) (5)

Where Cdi
is the total carbon emission of the datacenter di and ICdi

is the carbon
intensity of datacenter di.

3.2.4 Response Time For the better QoE of the cloud users, response time plays a
vital role along with other parameters. To make the proposed model realistic one, the
response time of the requests is considered along with other parameters. Let the response
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time for request rl allocated to di is Tl,di
. Due to insufficient green energy, if the request

is forwarded to another datacenter d
′

i, then the response time will be Tdi,d
′
i
. Hence, the

response time of rl is Trl = Tl,di
+ Tdi,d

′
i
. The average response time of all requests TD

can be calculated as in Eqn. (6).

TD =
1

|R|
∑
rl∈R

Trl (6)

3.2.5 Total Cost of Execution The purpose of designing the proposed model is to
minimize the consumption of energy and emission of carbon footprints in a cloud data-
center, while optimizing the average response time. Hence, the total cost of execution of
the requests in cloud datacenters CT can be composed of the total energy consumed by
the datacenters ED, the total carbon emission from the datacenters CD, and the average
response time of all requests in the system TD and is given in Eqn. (7).

CT = ED + CD + TD (7)

3.2.6 Capacity of a Server The capacity of a server sj in a datacenter di can be repre-
sented as Capi,sj in Eqn. (8) [32].

Capi,sj =

p∑
k=1

Capj,vmk
=

p∑
k=1

(num(PEs)vmk
×MIPS(PEs)vmk

+BWvmk
) (8)

Where the capacity of a VM vmk in a server sj is Capj,vmk
, num(PEs)vmk

is
denoted as the count of processing elements in kth VM, MIPS(PEs)vmk

stands for the
million instructions per second of all the processing elements of kth VM, and BWvmk

represents the bandwidth of kth VM.

3.2.7 SLA Violations SLA violations in datacenters arise due to several reasons. Overuse
of a server or the resources requested by a VM not allocated by the server etc. may be the
reasons of SLA violation related to our current context. Minimization of SLA violation is
required for better QoE of the users. The overall SLA violation value SLAvv is calculated
as in Eqn. (9) [14].

SLAvv =
MIPSTR −MIPSTA

MIPSTR
(9)

Here, MIPSTR is the total million instructions per second requested and MIPSTA is
the total million instructions per second assigned to VMs on the basis of user demands.

3.2.8 Total Optimum Value On regular intervals, the proposed algorithm calculates
the values of energy consumption, SLA violations, and capacity of the servers of the
datacenter for the VMP. The value of energy consumption of a server sj in a datacenter di
is calculated in Eq.(2) as Ei,sj and SLA violation value SLAvv is calculated as in Eqn.
(9).
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OT = Ei,sj + SLAvv (10)

Here, OT is the total optimum value, which is the combination of energy consumption
value of a server Ei,sj and the SLA violation value SLAvv .

4. Salp Swarm optimization based Emperor Penguins Colony
(SSEPC) Algorithm for Virtual Machine Placement

This section elaborates the proposed SSEPC algorithm. It is of multi-stage collaborative
hybrid type [24] comprising of two phases, where SSA performs global search in Phase-I
of SSEPC and the EPC algorithm does the local search in SSEPC Phase-II. Both SSA and
EPC are swarm inspired stochastic collective algorithms [10].

4.1. SSEPC Phase-I based on the Salp Swarm Algorithm

In SSEPC Phase-I, the VMs are considered as the salps in the population foraging the food
sources, where the computing resources in the datacenters mimic the foods.The salps
compete among themselves to discover the best source of food in the ocean. Similarly,
the VMs also compete during VMP for availing the most suitable regions, availability
zones, and the datacenters with respect to maximizing the green energy utilization with
the objective of minimization of consumption of energy, emission of carbon footprints,
and average response time.

According to Eqn. (11) [10], the position of the leader salp in the salp chain foraging
the food sources is updated.

X1
j =

{
Fj + r1

(
(UBj − LBj)r2 + LBj

)
, r3 ≥ 0,

Fj − r1
(
(UBj − LBj)r2 + LBj

)
, r3 < 0.

(11)

Where the leader’s position at jth dimension is represented as X1
j and Fj portrays the

location of destined resource in the same dimension j. The upper bound as well as the
lower bound of jth dimension are portrayed as UBj and LBj respectively. r2 and r3 are
the random numbers generated evenly between 0 and 1. The r1 is also a random value,
which acts as the significant factor for trading off between exploration and exploitation.
The Eqn. (12) is used to calculate r1 [10].

r1 = 2e

(
− 4t

Tmax

)2

(12)

Where Tmax stands for the number of iterations at max and the iteration at an instant
is mimicked by t. With the increasing values of the number of iterations, the parameter
r1 goes down. In this way it becomes capable of maintaining the uniformity among the
exploration and the exploitation.

The Newton’s law of motion inspires the Eqn. (13) to update the position of the fol-
lower VMs [10].

Xi
j =

(Xi
j +Xi−1

j )

2
(13)



768 Bivasa Ranjan Parida et al.

Where ith follower’s position in jth dimension is Xi
j , such that i ≥ 2. The SSA

is meant for providing solutions to the optimization problems of continuous nature. But
VMP in cloud computing is of binary characteristic, as the VMs migrate in a restricted
fashion confined to 0 or 1. Hence, the generated solutions are required to be transformed
into discrete values. Transfer function (TF) is a convenient way for the transformation
of continuous solutions into the discrete ones [33]. In our work, we have used sigmoid
transfer function for this purpose in Eqn. (14).

S(Xi+1
j ) = sig(Xi+1

j ) =
1

1 + e−Xi+1
j

(14)

Where

Xi+1
j =

{
1, ifS(Xi+1

j ) > ran.nextInt(2),
0, otherwise.

Computational overhead for searching the global space significantly decreases due to
the implementation of salp swarm optimization in the first phase, as the requests from the
same user follow the path of the first request without wasting time for further searching.
The objective is to search the appropriate datacenter in an availability zone of a particular
region of the cloud milieu for VMP by minimizing the total cost as per the Eqn. (7) in the
first phase. Hence, the multi objective fitness function of the Phase-I of proposed SSEPC,
Fval1 is as in Eqn. (15).

Fval1 = min.(CT ) (15)

4.2. SSEPC Phase-II based on the Emperor Penguins Colony Algorithm

The SSEPC methodology implements EPC algorithm in its second phase for VMP to
search the most suitable server in a datacenter locally. Here, the servers mimic the herd
of the penguins and the VMs imitate the penguins. List of VM requests (penguins) ap-
proaching the datacenter is collected. They search for the appropriate server (huddle).
A penguin intends to be warmed goes to a nearby huddle randomly. Likewise a VM is
allotted to a server in the datacenter arbitrarily. If the huddle has maximum number of
penguins, then the new penguin arrived recently will remain at the periphery and can’t
be warmed enough. So this penguin will again move to another huddle having less than
maximum number of penguins to be warmed appropriately. But if a huddle contains very
less number of penguins, then the penguins loss a lot of energy and enough heat can’t be
generated in that huddle. So, those penguins prefer to move to an existing huddle with
sufficient capacity to be accommodated, by dissolving their huddle. Similarly, a new VM
migrates to an appropriate server accommodating less than maximum VMs, as it can’t be
allocated with resources by a server already reached to its maximum capacity. Likewise,
if a server is allocated with very less number of VMs, it lets the VMs to migrate to another
server and goes to sleep mode to conserve energy. This is the process of VM migration in
running VMP.

The capacity of a server sj at an instance of time should be within a threshold value
depending on the physical resource availability of the server to allow a new VM to be al-
located to that server. If Capi,sj will go beyond the upper bound threshold value (ThUB)
after adding the new VM, then instead of allocating resources to that VM, the server will



SSEPC Cloud: Carbon Footprint Aware Power... 769

forward it to the VM migration list. Similarly, if Capi,sj will fall below the lower bound
threshold value (ThLB) in a server, then the allocated VMs will be added to the VM
migration list and the server will go to sleep mode to conserve energy. According to Xu
et al. [6], sleep mode is for 0% server utilization, idle mode is when server utilization
remains less than or equal to 50% and 100% server utilization denotes the maximum.
Hence, the servers being under utilized are sent to sleep mode after migrating their allo-
cated tasks help in conserving energy and reducing computational cost.

On the basis of priority, the VMs in the VM migration list will be allocated to other
suitable servers. The priority has been calculated by using priority-aware VM allocation
(PAVA) algorithm [34] and set to a binary value, i.e. either critical or not. The objective
is to minimize OT , while satisfying the server capacity. A multi objective fitness func-
tion Fval2 can be considered for VMP inside a datacenter using the Phase-II of proposed
SSEPC algorithm and is given in Eqn. (16).

Fval2 = min.
s.t. ThLB ≤ Capi,sj

≤ ThUB

OT (16)

4.3. Proposed SSEPC Algorithm

The proposed SSEPC for VMP is presented in the Algorithm 1. From a user, the first
request to search an appropriate cloud region, followed by the availability zone and then
the most suitable datacenter, is treated as the leader salp. Then the other requests from
the same user behave like follower salps on the basis of updated data received from the
leader, as proposed in the Phase-I of SSEPC. Algorithm 2, Algorithm 3, and Algorithm
4 are the various modules of Phase-I to search the cloud regions, availability zones, and
the datacenters respectively. Algorithm 5 represents the VM migration during running
VMP among the servers of a datacenter based on EPC algorithm, which is implemented
in the Phase-II of proposed SSEPC. The Algorithm 1 invokes Algorithm 2, Algorithm 3,
Algorithm 4, and Algorithm 5 as different modules as and when required.

Algorithm 2 deliberates the pseudo code for searching the appropriate cloud region
crx. Each region is a distinguished geographic area of the cloud datacenters on earth,
which is independent of the other regions. The pseudo code for searching the appropriate
availability zone azy is given in Algorithm 3. Here, our proposed algorithm does the
exploration to find out the suitable region and the availability zone with utmost care for
the maximization of green energy utilization and minimization of overall response time.

Algorithm 4 represents the pseudo code for searching the appropriate datacenter di.
These datacenters are the physical infrastructures of the cloud providers. The process of
exploitation in the first phase of SSEPC is executed to find out the appropriate datacenter
for VMP. The VM request from the user reached at the availability zone is mapped to
the datacenter having maximum amount of green energy, provided the average response
time should not exceed threshold value. If sufficient green energy is not available in any
of the datacenters, then the brown energy is taken into consideration. A list is maintained
and updated on regular intervals to monitor the consumption of energy by the datacenters.
The list contains the datacenters in increasing order of energy consumption. The datacen-
ter consuming minimum energy is chosen for VMP, provided the average response time
should not exceed the threshold value. Else the datacenter has been chosen based on the
distance of the user from the datacenter to minimize the response time.
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Algorithm 5 portrays the second phase of proposed SSEPC on the basis of emperor
penguins colony algorithm to search the most suitable server sj in a datacenter to host
the virtual machine. Servers accommodate the VMs till they have not reached the upper
bound threshold value of a server’s capacity. Servers having less number of VMs, where
server capacity falls below the lower bound, let the VMs migrate to other servers and go
to sleep mode for conserving energy. Even the servers crossing the upper bound of their
capacity while accommodating the VMs, let the excess VMs migrate to other servers to
maintain the balance of load on each server with respect to their capacity. In this way we
have implemented the VM migration technique for considering the running VMP along
with the initial VMP implemented in the first phase of SSEPC. In both the phases of
SSEPC, we have considered the priority of user requests in VMP for a better QoE.

The time to find the suitable cloud region among the set of u regions is Θ(ulogu).
Similarly, the time for finding an appropriate availability zone in a cloud region out of
the v numbers of availability zones is Θ(vlogv). The time complexity of searching a
datacenter in an availability zone and then searching a server in a particular datacenter
are Θ(mlogm) and Θ(nlogn) respectively due to the m number of datacenters in an
availability zone and n number of servers in a datacenter. Hence, the time complexity to
find a region globally, an availability zone in the region, a datacenter therein, and a server
in the datacenter to place a VM request from a user is Θ(ulogu+vlogv+mlogm+nlogn).

5. Performance Evaluation

This section illustrates the setup for the experimental work for the evaluation of the pro-
posed algorithm and its counterparts. The results obtained from the experiments are ana-
lyzed and presented as graphs to validate the efficiency of the proposed methodology in
comparison to some other recent metaheuristic techniques for VMP.

5.1. Experimental Setup

An Infrastructure-as-a-Service (IaaS) cloud environment is required to evaluate the pro-
posed methodology. As it is difficult to evaluate on real cloud infrastructure, the experi-
ments have been conducted using CloudSim [35]. To simulate the work, three AWS cloud
regions, i.e. US East (N. Virginia), US West (N. California), and Europe (Ireland) are con-
sidered with codes us-east-1, us-west-1, and eu-west-1 respectively [9]. The availability
zone is coded as its region code followed by a letter for identification, e.g. us-east-1a [9].
Availability zones are mapped independently to each AWS account, i.e. us-east-1a avail-
ability zone for one AWS account may not be the same physical location in a region as
us-east-1a for another AWS account. Here, the datacenters are considered of comprising
four numbers of servers or the hosts with dissimilar configurations. Each host encom-
passes some cores of processing, speed of processing, bandwidth, RAM, and storage. 300
VMs with disparate specifications are deliberated for mapping onto the servers. The VM
specifications are portrayed in the Table 3. This research considers a heterogeneous cloud
milieu, where the count of servers concurrently vary with the count of VMs to endorse
the efficacy of the proposed metaheuristic technique.

The QoS parameters such as the energy consumption, carbon emission, response time,
and SLA violations are taken into consideration for validating the proposed metaheuristic
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Algorithm 1 Salp Swarm based Emperor Penguins Colony (SSEPC) algorithm for the
virtual machine placement
Require: The set of cloud regions CR with size u, the list AZ of v number of availability zones in

each region, set of datacenters D of size m in each availability zone, list of servers S in each
datacenter with size n, set of p number of virtual machines VM, set of q number of requests R,
time interval t, response time threshold ThR.

Ensure: Requests allocated to destination.
1: for rl in R do
2: Call CloudRegion_Search()
3: Call AvailabilityZone_Search()
4: Call Datacenter_Search()
5: if Fval1 satisfies according to Eqn. (15) then
6: Allocate rl to crx → azy → di
7: The leader request in the request queue of user_account_id (rl) = rl
8: user_account_id = user_account_id (rl)
9: Add rl to user_account_id list

10: for rl+1 in R do
11: if user_account_id (rl+1) == user_account_id then
12: rl+1 is the follower request, which will follow the search path of rl
13: Allocate rl+1 to crx → azy → di
14: Add rl+1 to user account id list
15: end if
16: l = l + 1
17: end for
18: end if
19: for rl in user_account_id list do
20: Sort rl in descending order of priority
21: end for
22: for rl in user_account_id list do
23: for sj in di do
24: if Capi, sj > ThUB then
25: j = j + 1
26: else if Capi, sj < ThUB then
27: j = j + 1
28: else
29: if Fval2 satisfies according to Eqn. (16) then
30: Allocate rl to sj
31: else
32: j = j + 1
33: end if
34: end if
35: end for
36: end for
37: Update R by removing all rl allocated to servers
38: Call VM_Migration()
39: end for
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Algorithm 2 Algorithm of CloudRegion_Search( )
Require: The set CR of cloud regions crx with size u, the green energy value of a cloud region

EG
crx , the set R of requests rl, time interval t, threshold of response time ThR. If crxis 100%

enabled with green energy, then let us assume EG
crx = 1. Let the response time for request rl

allocated to crx is Tl,crx .
Ensure: Request rl is allocated to appropriate cloud region crx.

1: Generate the list of regions CR accessible to rl
2: for crx in CR do
3: if EG

crx ≥ 0.5 then
4: Add crx to the sorted list CRG arranged in descending order based on EG

crx

5: else
6: Add crx to the sorted list CRD organized in rising order based on distance between the

region and the user
7: end if
8: end for
9: if CRG ̸= ϕ then

10: Allocate rl to the crx in CRG such that Tl,crx ≤ ThR

11: else
12: Allocate rl to the crx in CRD

13: end if
14: return crx

Algorithm 3 Algorithm of AvailabilityZone_Search( )
Require: The set AZ of availability zones azy with size v, the green energy value of an availability

zone EG
azy , the set R of request rl, time interval t, threshold of response time ThR. If azy

is 100% enabled with green energy, then let us assume EG
azy = 1. Let the response time for

request rl allocated to crx and azy are Tl,crx and Tl,azy respectively.
Ensure: Request rl allocated to appropriate availability zone azy .

1: Generate the list of unconstrained availability zones AZ available to rl
2: for azy in crx do
3: if EG

azy ≥ 0.5 then
4: Add azy to the sorted list AZG arranged in descending order based on EG

azy

5: else
6: Add azy to the sorted list AZD arranged in the ascending order based on the distance

of availability zone azy from the user
7: end if
8: end for
9: if AZG ̸= ϕ then

10: Allocate rl to the azy in AZG such that (Tl,crx + Tl,azy ) ≤ ThR

11: else
12: Allocate rl to the azy in AZD

13: end if
14: return azy

technique SSEPC. The average response time data is taken from [36], which has been
collected in two days with interval of 15 minutes through a real cluster. Facebook data [37]
has been fetched and analysed to estimate daily requests from the active users, assuming
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Algorithm 4 Algorithm of Datacenter_Search( )

Require: The set D of datacenters di with size m, the green energy value of a datacenter EG
di

,
the value of consumption of energy of a datacenter Edi , the set of request rl, time interval t,
threshold of response time ThR. If di is 100% enabled with green energy, then let us assume
EG

di
= 1. Let the response time for request rl allocated to crx, azy , and di are Tl,crx , Tl,azy ,

and Tl,di respectively.
Ensure: Request rl allocated to appropriate datacenter di.

1: for di in azy do
2: if EG

di
≥ 0.5 then

3: Add di to the sorted list DG organized in descending order based on EG
di

4: else if Edi < 0.5 then
5: Add di to the sorted list DE arranged in the increasing order of Edi

6: else
7: Add di to the sorted list DD organized in the ascending order based on the distance

between datacenter di and the user
8: end if
9: end for

10: if DG ̸= ϕ then
11: Allocate rl to the di in DG such that (Tl,crx + Tl,azy + Tl,di) ≤ ThR

12: else if DE ̸= ϕ then
13: Allocate rl to the di in DE such that (Tl,crx + Tl,azy + Tl,di) ≤ ThR

14: else
15: Allocate rl to the di in DD

16: end if
17: return di

Table 3. Virtual Machine Specification
Type of CPU Number of Cores Speed RAM Storage Bandwidth

for Processing in MIPS in GB in GB in MIPS
Core_i7_Extreme_ Edition 1-4 500 2 20 1024

that one request is submitted per user on daily basis. The count of requests are estimated
in millions from various time zones. The carbon intensity data of the considered cloud
locations has been collected on hourly basis obtained on 9th January 2019 [11]. In this
work, the solar power is considered as the green energy, whose data from different time
zones for the considered cloud locations has been collected [38].

For evaluating the efficacy of SSEPC VMP algorithm, we have chosen OEMACS,
GATA, and SCA-SSA as three recent hybrid algorithms of VM placement proposed by
Liu et al. [12], Zhao et al. [13], and Gharehpasha et al. [15] respectively for comparison
with the proposed methodology. As these three algorithms are evolved by the hybridiza-
tion of two other existing algorithms just like the hybridization applied in this proposed
work, we have chosen them as the appropriate contemporaries in the same direction for
comparison.
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Algorithm 5 Algorithm of VM_Migration( )
Require: The set S of servers sj with size n, the set VM of virtual machines vmk with size p, time

interval t, upper threshold of server capacity ThUB , and lower threshold of server capacity
ThLB .

Ensure: Runtime VM migration for VMP.
1: for sj in di do
2: if Capi,sj < ThLB then
3: for vmk in sj do
4: Insert vmk to vm_migration list in descending order of priority
5: end for
6: sj goes to sleep() mode
7: else if Capi,sj > ThUB then
8: for vmk in sj do
9: if vmk is requesting for scaling up resources then

10: Insert vmk to vm_migration list in descending order of priority
11: end if
12: end for
13: else
14: j = j + 1
15: end if
16: end for
17: for vmk in vm_migration list do
18: for sj in di do
19: if ThLB ≤ Capi,sj ≤ ThUB then
20: if Fval2 satisfies according to Eqn. (16) then
21: Allocate vmk to sj
22: else
23: j = j + 1
24: end if
25: else
26: j = j + 1
27: end if
28: end for
29: end for

5.2. Obtained Results and Discussion

After simulating the experiments in CloudSim, the results are obtained for validating this
work. The results obtained are analysed and are portrayed as graphs in this sub-section.

In SCA-SSA and OEMACS, out of the two participating algorithms of hybridiza-
tion, one algorithm, i.e. SCA and ACS respectively are conducting the entire searching
mechanism, although the search space broadens in this experiment. In GATA, the genetic
algorithm takes the charge of searching, where tabu search helps in improving the local
search ability of GA as an integrated method. These three algorithms are found to be
slowing down in performance with the increase of the search space. In contrast, the pro-
posed methodology SSEPC divides the entire search space into two parts and implements
two algorithms in multi-stage collaborative approach for them separately by excelling in
performance.
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Figure 2(a) shows, SSEPC consumes less energy as compared to SCA-SSA, GATA,
and OEMACS. The values of average energy consumption while implementing SSEPC,
GATA, OEMACS, and SCA-SSA are found to be 1.48× (10)4 KWh, 1.7× (10)4 KWh,
1.89 × (10)4 KWh, and 2.31 × (10)4 KWh respectively. It is already stated above that
SSEPC is more efficient in searching than others, for which it avails most suitable re-
sources with better utilization and implements the runtime VMP too. So, it produces op-
timum result in energy consumption as compared to other algorithms.

Figure 2(b) portrays, SSEPC emits less carbon as compared to its counterparts, i.e.
1230g, 2382g, 2543g, and 2728g of carbon footprints are emitted on an average in case of
SSEPC, GATA, OEMACS, and SCA-SSA respectively. SSEPC gives priority to the green
energy availability while mapping VMs to the appropriate resources. Each datacenter runs
on green energy till its availability and then switches to brown energy. As SCA-SSA,
GATA, and OEMACS have not considered the renewable energy sources to operate the
datacenters, they are emitting more carbon.

(a) Comparison of Energy Consumption of SSEPC
with other VMP Algorithms

(b) Comparison of Carbon Emission of SSEPC with
other VMP Algorithms

Fig. 2. Comparison of Energy Consumption and Carbon Emission of SSEPC with others

Due to prioritization of user requests during runtime VMP in SSEPC, along with the
implementation of leader-follower mechanism, the proposed algorithm gives optimum
average response time with a better QoE for the users than the other metaheuristic al-
gorithms considered for comparison. This can be observed in Figure 3(a). The average
response time during the implementation of SSEPC, GATA, OEMACS, and SCA-SSA
are obtained as 117.32ms, 157.48ms, 182.15ms, and 208ms respectively.

GATA and OEMACS have not taken care of SLA violations as a QoS parameter.
Although SCA-SSA has considered the minimization of SLA violations during VMP, it
slows down in a larger search space resulting a bit higher SLA violations as compared
to SSEPC. Figure 3(b) depicts the comparison of SLA violations of SSEPC and others.
From Figure 3(b), it can be viewed that SSEPC minimizes the SLA violations more in
comparison to others. The average SLA violations in percentage for SSEPC, SCA-SSA,
GATA, and OEMACS are found to be 0.8%, 0.81%, 0.83%, and 0.87% respectively.
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(a) Comparing Average Response Time of SSEPC
with other VMP Algorithms

(b) Comparison of SLA Violation of SSEPC with
other VMP Algorithms

Fig. 3. Comparison of Average Response Time and SLA Violation of SSEPC with others

The results obtained clearly indicate that the proposed SSEPC outperforms its counter-
parts for the QoS parameters like energy consumption, carbon emission, average response
time, and SLA violations. To keep the brevity of this paper, we have reduced the detailed
description in this section.

6. Conclusion and Future Works

This work proposes a multi-stage collaborative hybrid algorithm for the solution of VMP
problem in the cloud milieu. In this work, the search space is broaden by the incorporation
of cloud regions and the availability zones along with the datacenters and the servers to
make it more realistic. The proposed SSEPC methodology explores in the first phase to
search the appropriate region as well as the availability zone and then exploits to search
the suitable datacenter therein for the placement of the VMs by utilizing salp swarm
optimization. In the second phase, it implements emperor penguins colony algorithm to
search locally in a datacenter to find the most suitable server to place the VMs. Along
with initial VMP, runtime VMP is also applied in this work. Some vital QoS metrics like
energy consumption, carbon emission, average response time, and SLA violations are
considered to appraise the efficacy of the recommended hybrid metaheuristic technique in
comparison with some recent VMP algorithms, where it outperforms others. Utilization of
green energy is prioritized during the process of VMP for the environmental sustainability.
User requests are processed on the basis of priority for better QoE of the users.

As part of our future work, we plan to extend our approach to include the cost of
energy consumption and carbon footprint cost along with calculating their amounts to
analyze the evaluation from both qualitative and quantitative perspective. Hybridization
of some other techniques in this direction can be explored to optimize the QoS metrics
better. The exploration of adaptive algorithms can be considered to learn and predict the
optimal VMP over time, considering energy consumption, carbon footprint, and other
cloud service demands.
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