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Abstract. Clustering has been employed to expand training data in some 
semi-supervised learning methods. Clustering based methods are based 
on the assumption that the learned clusters under the guidance of initial 
training data can somewhat characterize the underlying distribution of 
the data set. However, our experiments show that whether such 
assumption holds is based on both the separability of the considered 
data set and the size of the training data set. It is often violated on data 
set of bad separability, especially when the initial training data are too 
few. In this case, clustering based methods would perform worse. In this 
paper, we propose a clustering based two-stage text classification 
approach to address the above problem. In the first stage, labeled and 
unlabeled data are first clustered with the guidance of the labeled data. 
Then a self-training style clustering strategy is used to iteratively expand 
the training data under the guidance of an oracle or expert. At the second 
stage, discriminative classifiers can subsequently be trained with the 
expanded labeled data set. Unlike other clustering based methods, the 
proposed clustering strategy can effectively cope with data of bad 
separability. Furthermore, our proposed framework converts the 
challenging problem of sparsely labeled text classification into a 
supervised one, therefore, supervised classification models, e.g. SVM, 
can be applied, and techniques proposed for supervised learning can be 
used to further improve the classification accuracy, such as feature 
selection, sampling methods and data editing or noise filtering. Our 
experimental results demonstrated the effectiveness of our proposed 
approach especially when the size of the training data set is very small. 

Keywords: text classification, clustering, active semi-supervised 
clustering, two-stage classification. 
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1. Introduction 

The goal of automatic text classification is to automatically assign documents 
to a number of predefined categories. It is of great importance due to the 
ever-expanding amount of text documents available in digital form in many 
real-world applications, such as web-page classification and recommendation, 
email processing and filtering. Text classification has once been considered as 
a supervised learning task, and a large number of supervised learning 
algorithms have been developed, such as Support Vector Machines (SVM) [1], 
Naïve Bayes [2], Nearest Neighbor [3], and Neural Networks [4]. A 
comparative study was given in [5]. SVM has been recognized as one of the 
most effective text classification methods. Furthermore, a number of 
techniques suitable for supervised learning have been proposed to improve 
classification accuracy, such as feature selection, data editing or noise 
filtering, and sampling methods against bias.  

A supervised classification model often needs a very large number of 
training data to enable the classifier’s good generalization. The classification 
accuracy of traditional supervised text classification algorithms degrades 
dramatically with the decrease of the number of training data in each class. As 
we know, manually labeling the training data for a machine learning algorithm 
is a tedious and time-consuming process, and even unpractical (e.g., online 
web-page recommendation). Correspondingly, one important challenge for 
automatic text classification is how to reduce the number of labeled documents 
that are required for building reliable text classifier. This leads to an active 
research problem, semi-supervised learning. There have been proposed a 
number of semi-supervised text classification methods, including Transductive 
SVM (TSVM) [6], Co-Training [7] and EM [8]. A comprehensive review could 
be found in [9]. By exploring information contained in unlabeled data, these 
methods obtain considerable improvement over supervised methods with 
relatively small size of training data set. However, most of these methods 
adopt the iterative approach which train an initial classifier based on the 
distribution of the labeled data. They still face difficulties when the labeled data 
set is extremely small since they will have a poor starting point and cumulate 
more errors in iterations when the extremely few labeled data are far apart 
from corresponding class centers due to the high dimensionality.  

To address the problem of sparsely labeled text classification, we present a 
clustering based two-stage text classification method with both labeled and 
unlabeled data. Experimental results on several real-world data sets validate 
the effectiveness of our proposed approach. Our contributions can be 
summarized as follows.  

— We propose a novel clustering based two-stage classification approach 
that requires minimal training data to achieve high classification accuracy.  

— In order to improve the accuracy of the self-labeled training data by 
clustering, we propose an active semi-supervised clustering method to 
cope with data sets of bad separability.  

— On the basis of clustering, we convert the challenging problem of sparsely 
labeled text classification into supervised one. Thus supervised 
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classification models and techniques suitable for text classification can be 
used to further improve the overall performance.  

— We conduct extensive experiments to validate our approach and study 
related issues.  

The rest of this paper is organized as follows. Section 2 reviews several 
existing methods. Our clustering method is given in Section 3 with some 
analysis. The detailed algorithm is then presented in Section 4. Experimental 
results are presented in Section 5. Section 6 concludes this paper. 

2. Related Work 

Clustering has been applied in many sub-domains of the problem of text 
classification, including feature compression or extraction [10], semi- 
supervised learning [11], and clustering in large-scale classification problems 
[12,13]. The following will review several related work about clustering aiding 
classification in the area of semi-supervised learning. A comprehensive review 
for text classification aided by clustering can be found in [14].  

Clustering has been used to extract information from unlabelled data in 
order to boost the classification task. There are roughly four cases of 
semi-supervised classification aided by clustering. In particularly, clustering is 
used: (1) to create a training set from the unlabelled set [15], (2) to augment an 
existing labeled set with new documents from the unlabeled data set [11], (3) 
to augment the data set with new features [8,16], and (4) to co-train a classifier 
[17,18]. More recently, simultaneous learning frameworks for clustering and 
classification have been proposed [19,20]. 

To make use of unlabeled data, one assumption which is made, explicitly or 
implicitly, by most of the semi-supervised learning algorithms is the so-called 
cluster assumption that two points are likely to have the same class label if 
there is a path connecting them passing through regions of high density only. 
That is, the decision boundary should lie in regions of low density. Based on 
the ideas of spectral clustering and random walks, a framework for 
constructing kernels which implement the cluster assumption was proposed in 
[21]. Also based on cluster assumption, [22] applied spectral clustering to 
represent the labeled and unlabeled data. By clustering unlabeled data with 
labeled data using probabilistic and fuzzy approaches, [23] proposed a 
framework to improve the performance of base classifier with unlabeled data. 
In text classification, there are often many low-density areas between positive 
and negative labeled examples because of the high dimensionality and data 
sparseness. This situation will be worsened with the decrease of the number of 
training data in each class. 

The most related work is the clustering based text classification (CBC) 
approach [11]. In CBC, firstly, semi-supervised soft k-means is used to cluster 
the labeled and unlabeled data into k clusters, where k is set to the number of 
classes in the classification task. p% most confident unlabeled examples from 
each cluster (i.e. the ones nearest to the cluster’s centroid) are added to the 
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training data set. Then TSVM is trained on the augmented training data set 
and unlabeled data set. Similarly, p% most confident unlabeled examples from 
each class (i.e. the ones with the largest margin) are added to the training data 
set. CBC iterates the step of clustering and the step of classification 
alternatively until there is no unlabeled data left. In CBC, in order to guarantee 
the labeling accuracy, the value of p should be small enough. That is, after the 
clustering step in each iteration, the training data set is augmented with very 
few examples. Therefore, the classifier in the following classification step 
should have an accepted performance with small size of training data set. This 
put a strong constraint on the selected classification models. CBC can hardly 
perform well with supervised classification models, e.g. SVM, which will be 
demonstrated later.  

The success of CBC is based on the assumption that even when some of 
the data points are wrongly classified, the most confident data points, i.e. the 
ones with largest margin under classification model and the ones nearest to 
the centroids under clustering model, are confidently classified or clustered. 
This assumption guarantees the high accuracy of the self-labeled training data 
and correspondingly the good performance of the algorithm. We separate this 
assumption into clustering assumption and classification assumption for 
convenience. However, our empirical experiments show that the assumptions 
are often violated on data sets of bad separability. Firstly, clustering 
assumption can’t be hold in this case, at least for the soft-constraint k-means 
[11]. In fact, each cluster’s centroid may locate in: 1) the domain of its 
corresponding true class, 2) the border of its true class and other classes, 3) 
the domain of other class. The probability that the last two cases occur 
increases with the degrading of data separability. In the last two cases (we call 
them cluster bias), CBC will introduce more noise into the training data set in 
its clustering step, which might make the classification assumption also be 
violated since the noise will have a big effect due to the initially very few truly 
labeled training data. Then the following iterative steps will further cumulate 
more errors.  

In sparsely labeled text classification, the extremely few training data make 
many techniques which are useful for ameliorating data separability, e.g. 
feature selection, not effective, because the training data can not characterize 
the whole data set well. When the size of training data set is extremely small, 
unsupervised learning gives better performance than supervised and 
semi-supervised learning algorithms. In this paper, we develop an active 
semi-supervised clustering based two-stage approach to address the problem 
of sparsely labeled text classification. Different from CBC, our aim is to convert 
the problem of sparsely labeled text classification into a supervised one by 
using clustering. Therefore, supervised classification models, e.g. SVM, can 
be applied, and techniques proposed for supervised learning can be used to 
further improve the classification accuracy, such as feature selection, sampling 
methods and data editing or noise filtering. Furthermore, our proposed active 
semi-supervised clustering method aims to cope with data sets with any 
separability. The goal of clustering here is to generate enough training data for 
supervised learning with high accuracy. 
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3. Active Semi-supervised Clustering 

Using clustering to aid semi-supervised classification, the key point lies in that 
the clustering results can to some extent characterize the underlying 
distribution of the whole data set. Only in this case, clustering is helpful to 
augment training data set or extract useful features to improve the 
performance of classification. Although clustering methods are more robust to 
the bias caused by the initial sparsely labeled data, empirical experiences 
show that the results of clustering might also be biased (e.g. the cluster bias of 
cases 2) and 3)), sometimes heavily, especially on data sets of bad 
separability. The soft-constrained k-means in CBC can reduce bias in the 
labeled examples by basing the constraints (the guidance of the initially 
labeled data) not on exact examples but on their centroid. But it still cannot 
cope with the bias well in training data on data sets with bad separability. 

Table 1 gives two clustering based algorithms to augment training data. 
They implement the iterative reinforcement strategy. In each iteration, a 
clustering method is used to cluster the whole data set with the guidance of 
labeled training data, and then several examples are selected according to 
some criteria and labeled with the labels of the centroids they belong to. In 
SemiCC algorithm, the clustering method is soft-constrained k-means adopted 
in CBC algorithm. The clustering method (we call it as active soft-constrained 
k-means) in SemiCCAc algorithm is proposed in order to address the 
cluster-bias problem.  

Table 1. Two Clustering Algorithms: SemiCC and SemiCCAc 

Input:  
Labeled data set Dl and unlabeled data set Du, the number of iterations 
maxIter, p 

Output: 

Augmented labeled data set 
'

lD  

Initialize: 
'

lD =Dl, 
'

uD =Du, iter=0 

 

Algorithm SemiCC: 

While iter<maxIter and Du≠Φ 
 iter=iter+1 
 Calculate initial centroids: 

'

,
,,...,1,

1
ljitj j

i

i Dxcix
n

o
j

  
, and set current centroids 

ii oo *
. in is the number of examples in 

'

lD whose label is i. 

 The labels of the centroids )()( *

ii otot  are equal to labels of 

the corresponding examples. 
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 Repeat until cluster result doesn’t change any more 

 Assign )( *

iot to each uli DDx  that are nearer to 
*

io  

than to other centroids. 
 Update current centroids: 

 uljitj j

i

i DDxcix
n

o
j

  
,,...,1,

1
,

*
, in  is the 

number of examples in ul DD   whose label is i. 

 Calculate the nearest centroids 
*

jo  for each io , if 

)()( *

ii otot  , exit the loop. 

 From each cluster, select p% examples 
'

ui Dx   which is 

nearest to 
*

io , add them to 
'

lD , and delete them from 
'

uD . 

 

Algorithm SemiCCAc: 

   While iter<maxIter and Du≠Φ 
 iter=iter+1 
 Calculate initial centroids: 

'

,
,,...,1,

1
ljitj j

i

i Dxcix
n

o
j

  
, and set current 

centroids ii oo *
. in  is the number of examples in 

'

lD  

whose label is i. 

 The labels of the centroids )()( *

ii otot   are equal to labels of 

the corresponding examples. 
 Repeat until cluster result doesn’t change any more 

 Assign )( *

iot  to each uli DDx   that are nearer to 

*

io  than to other centroids. 

 Update current centroids: 

uljitj j

i

i DDxcix
n

o
j

  
,,...,1,

1
,

*
, in  is the 

number of examples in ul DD   whose label is i. 

 Calculate the nearest centroids 
*

jo  for each io , if 

)()( *

ii otot  , exit the loop. 

 From each cluster, select p% examples 
'

ui Dx   which is 

nearest to 
*

io  and sort them with descending order of 

confidences, x1,…,xm 



Clustering based Two-Stage Text Classification Requiring Minimal Training Data 

ComSIS Vol. 9, No. 4, Special Issue, December 2012 1633 

 If the true label of x1 and xm equals to )( *

iot : 

add the m examples to 
'

lD  

delete them from 
'

uD  

         else 

             add x1 and xm with their true labels to 
'

lD  

             delete x1 and xm from 
'

uD  

   end 

 

SemiCCAc is different from SemiCC in the labeling strategy for the selected 
examples of highest confidences according to the clustering results. In 
soft-constrained k-means, it doesn’t take the found centroids’ location into 
consideration. It just labels the selected examples nearest to each centroid. 
Therefore, it will introduce much noise into the training data set with the 
presence of cluster bias. In active soft-constrained k-means, it first estimates 
the location of each centroid. Only for clusters whose centroids locate within 
their true classes, it labels all the selected examples nearest to the 
corresponding centroids with the labels of their centroids. For the clusters with 
the presence of cluster bias, it just labels two examples with their true label for 
each cluster. 

An important problem in active soft-constrained k-means is how to estimate 
the location of each cluster’s centroid. The strategy used here is to inquire the 
true labels of two examples (the nearest and the farthest examples to the 
centroid in the selected p% examples) by resorting to an oracle or expert for 
each cluster. If the two examples have the same label with that of their 
centroid, then all the p% selected examples are labeled with the label of the 
centroid. Otherwise, only the two examples are added to training data set with 
their true labels. The strategy is based on the intuition that cluster bias is more 
likely happened when the two examples have different labels with that of their 
centroid. When the two examples have the same label, but different from their 
centroid, the cluster’s centroid is most likely locate in the domain of other 
classes. When one of the two examples has the same label with that of the 
centroid, the cluster’s centroid is most likely locate in the border of the true 
class and other classes. We can filter out much noise by using this strategy. It 
is also delightful that cluster bias can be rectified in the following iterations in 
SemiCCAc by estimating the location of clusters’ centroids, which property 
guarantees the high accuracy of self-labeled training data in spite of the poor 
starting points. 
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Fig.1. Accuracy of self-labeled training data with iterations 

In figure 1, we depict the average accuracy of self-labeled training data by 
applying the two clustering algorithms to a text classification problem in 20 
runs (same2, consisting of two most similar classes in 20Newsgroups, 5 
training data for each class). From figure 1, it could be found that the accuracy 
of self-labeled training data by SemiCCAc is significantly higher than that by 
SemiCC. With the increase of p value, the accuracy degrades first, but then it 
rises with the increase of iterations.  

When maxIter=1, SemiCC degrades to the soft-constrained k-means. We 
can also see that the average accuracy in SemiCC is below 0.95 when 
maxIter=1, which indicates that soft-constrained k-means introduces noise into 
the training data set with a certain probability. This noise will hurt the following 
classifier’s learning, especially when the size of the initial training data set is 
very small. We think the phenomenon of cluster bias can partially explain why 
the performance of CBC improves slowly than those of TSVM and co-training 
with the increase of training data. With the increase of iterations, the accuracy 
of self-labeled training data by SemiCC degrades much faster than that of 
SemiCCAc. Therefore, techniques to cope with the cluster bias are very 
important for clustering based semi-supervised classification. This also tells us 
that the proposed active semi-supervised clustering method is effective for 
addressing the problem of cluster bias.   
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4. Two-Stage Classification Framework: ACTC 

In this section, we present the detail of the Active semi-supervised Clustering 
based Two-stage text Classification algorithm (ACTC). All documents are 
tokenized into terms and we construct one component for each distinct term. 

Thus each document is represented by a vector ),...,,( 21 ipii www where ijw  

is weighted by TFIDF. The cosine function is used in the clustering algorithm to 
calculate the distance from an example to the centroid. In the classification 
stage, we use a SVM classifier trained with the augmented training data to 
classify the whole data set. The detailed algorithm is presented in table 2.  

ACTC consists of two stages: clustering stage and classification stage. In 
the clustering stage, SemiCCAc is used to augment the training data set. 
Users can set the values of maxIter and p to determine how many new 
documents should be labeled by SemiCCAc. At the second stage, 
discriminative classifiers can subsequently be trained with the expanded 
labeled data set. Soft-constrained k-means is in fact a generative classifier 
[11]. According to [24], generative classifiers reach their asymptotic 
performance faster than discriminative classifiers, but usually lead to higher 
asymptotic error than discriminative classifiers. This motivates us to combine 
clustering with discriminative classifiers together to address the problem of 
sparsely labeled text classification. 

ACTC in fact converts the problem of sparsely labeled text classification into 
a supervised one, thus supervised classification models suitable for text 
classification can be used. Moreover, the techniques proposed for supervised 
learning can be used to improve the performance. For instance, it is 
unavoidable to falsely label some examples in the clustering stage, then data 
editing or noise filtering techniques are expected to improve the performance 
of ACTC. Other techniques also can be used to improve the performance, 
such as feature selection and sampling.   

Table 2. ACTC and CBCSVM 

Input:  
Labeled data set Dl and unlabeled data set Du and the number of 
iterations maxIter, p 

Output: 

The full labeled set 
'

lD = Dl+ Du 

A classifier L 
 
Algorithm ACTC: 

1. Clustering Stage 
Use SemiCCAc (repeat maxIter iterations) to augment the training 

data set and we get an augmented training data set 
'

lD  

2. Classification Stage 
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Train a SVM classifier L based on 
'

lD . And use the learned classifier 

to classify the whole data set. 
 
Algorithm CBCSVM: 
     iter=0 

1. while iter<maxIter/2 
         iter=iter+1 

1.1 Clustering step 
Use soft-constrained k-means to clustering the whole data set, 
and select p% unlabeled examples nearest to its centroid for each 

cluster and add them to 
'

lD  

1.2 Classification step 

Train a SVM classifier based on 
'

lD . 

From each class, select p% unlabeled examples with the largest 

margin, and add them to 
'

lD  

2. Train a SVM classifier L based on 
'

lD . And use the learned classifier 

to classify the whole data set. 
       

 
In order to verify the two-stage framework performs better than CBC 

algorithm in supervised learning, we substitute SVM for TSVM in CBC, named 
CBCSVM. Note that, if we use TSVM as the classifier, the performance of both 
algorithms will be expected to get improved. However, the time complexity of a 
TSVM classifier is much higher than that of a SVM classifier, because it 
repeatedly switches estimated labels of unlabeled data and tries to find the 
maximal margin hyperplane. The more unlabeled data are, the more time it 
requires. The worse of the data separability is, the more time it requires. For 
example, on same2, which consists of two most similar classes of 
20Newsgroups and 1000 examples in each class, TSVM requires several 
hours to complete when 5 training data for each class are used. SVM only 
needs about 1 second. With enough training data, the performance of SVM is 
expected to be similar with that of TSVM, but it requires much less time. This 
motivates us to propose the two-stage classification method, which converts 
the problem of sparsely labeled text classification into a supervised one.  

CBCSVM is also given in table 2 for convenience. Since CBC selects p% 
unlabeled examples both in clustering and classification steps in each 
iteration, we set the number of iterations to half of that in ACTC in order to 
make them have the same selection times. 

The difference between our approach and CBC is that, we expand the 
training data set by a self-training style clustering process and resorting to an 
oracle or expert to evaluate the clusters’ centroids. After completion of the 
training data expansion, discriminative classifiers could be trained on the 
expanded training data set. Therefore, ACTC puts less constraint on the 
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classification model, which enables us to treat the following classification stage 
as a supervised learning problem. 

5. Performance Evaluation 

5.1. Data sets 

For a consistent evaluation, we conduct our empirical experiments on two 
benchmark data sets, 20NewsGroups and Reuters-21578. 20Newsgroups is 
one famous Web-related data collection. From the original 20 Newsgroups 
data set, same2, consisting of 2 very similar newsgroups (comp.windows.x, 
comp.os.ms-windows) is used to evaluate the performance of the algorithms. 
Same2 contains 2000 instances, 1000 for each class. We use Rainbow 
software

1
 to preprocess the data (removing stop words and words whose 

document frequency are less than 3, stemming) and we get 7765 unique terms 
for same2. Then terms are weighted with their TFIDF values. 

The Reuters-21578 corpus contains Reuters news articles from 1987. We 

only show the experimental results of train1.svm in LWE
2
 since the algorithms 

have the similar performance on other Reuters data sets. Train1.svm contains 
1239 documents (two class) and 6889 unique terms. 

5.2. Evaluation Metric 

We use macro-averaging of F1 measure among all classes to evaluate the 
classification result.  

For each class ],1[ ci , let Ai be the number of documents whose real 

label is i, and Bi the number of documents whose label is predicted to be i, and 
Ci the number of correctly predicted documents in this class. The precision and 

recall of the class i are defined as iii BCP /  and iii ACR /  respectively. 

For each class, the F1 metric is defined as )/(21 RPRPF   where P 

and R are precision and recall for a particular class. F1 metric takes into 
account both precision and recall, thus it is a more comprehensive metric than 
either precision or recall when separately considered. 

The macro-averaging F1 is a measurement which evaluates the overall 
performance of the classification model. It is defined as: 

   )/(2
1

1_
1 ii

c

i ii RPRP
c

FMacro   
                      (1) 

                                                             
1 http://www.cs.cmu.edu/~mccallum/bow/ 
2 http://ews.uiuc.edu/~jinggao3/kdd08transfer 
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5.3. Experimental Results 

The SVM
light

 package
3
 is used in our experiments for the implementation of 

SVM using default configurations.  

We first compare ACTC and CBCSVM with different iterations on two data 
sets. SVM and SemiCCAc are used as the baseline in order to see the benefits 
brought by our two-stage classification framework and CBCSVM. We set 
p=0.5. We conduct the experiments 30 runs and the average results are given. 
The number of training data is 5 for each class and randomly sampled in each 
run. 

Figures 2 and 3 give the Macro_F1 performance with different iterations on 
same2 and Reuters respectively. In ACTC and CBCSVM, parameter maxIter 
determines the number of self-labeled training data. Larger value of maxIter 
means more self-labeled training data and larger size of the training data set 
for the final SVM training. That is, the size of training data set for the final SVM 
increases with the increase of maxIter. 

From figure 2, we can see that ACTC significantly outperforms the other 
algorithms with any value of maxIter and its performance improves with the 
increase of the maxIter. This indicates the following two aspects. One is that 
SVM classifier significantly benefits from the augmented training data set by 
comparing its performance with that of SVM trained on the initial training data 
set. The other is that the self-labeled training data are of high accuracy so that 
the benefit from the self-labeled training data exceeds the negative effect of 
the noise contained in the self-labeled training data. This accords with that 
shown in figure 1 in section 3. The performance of CBCSVM degrades slightly 
with the increase of maxIter. Because soft-constrained k-means cannot cope 
with cluster bias well, it introduces more noise into the self-labeled training 
data which further put negative effect on the SVM training. Such noise 
cumulates in the following iterations, which make the final SVM perform worse 
than that in ACTC. SemiCCAc outperforms SVM, which accords with the 
former conclusion that unsupervised learning gives better performance than 
supervised learning when the size of training data set is extremely small. 

                                                             
3 http://svmlight.joachims.org/  
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Fig.2. Performance with maxIter on same2 
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Fig.3. Performance with maxIter on Reuters 

From figure 3, we can see that ACTC outperforms the other algorithms 
when maxIter>20. This may lies in the fact that the self-labeled training data 
are unbalanced for each class in SemiCCAc, and that SemiCCAc may filter out 
useful examples when it copes with the cluster bias, which have relatively 
larger effect on the final SVM performance when the size of training data set is 
small. This is expected to be improved by exploring sampling technique on 
training data set, e.g. over-sampling. On Reuters data set, SemiCCAc 
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outperforms CBCSVM slightly and significantly outperforms SVM. This 
indicates that clustering gives better performance than that of SVM when the 
initial training data set is small.  

To evaluate the performance of ACTC with a large range of labeled data, we 
run the algorithm together with CBCSVM, SVM and SemiCCAc on different 
percentage of the labeled data on the above two data sets. Figures 4 and 5 
give the results. We set p=0.5 and maxIter=60. We conduct the experiments 
30 runs and the average results are given. Training data are randomly 
sampled in each run. 
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Fig.4. Performance with number of training data on same2 

ACTC performs best on the two data sets with all size of training data set. 
SVM performs worst when the size of training data is 5 for each class. Then its 
performance improves fast with the increase of training data. SVM outperforms 
CBCSVM and SemiCCAc when the size of training data set is larger than 20 
on same2 and larger than 10 on Reuters. With the increase of training data, 
the performance of ACTC, CBCSVM, and SemiCCAc grows very slowly. For 
ACTC and CBCSVM, the reason may be due to the effect of noise contained in 
the self-labeled training data. Therefore data editing or noise filtering 
techniques may be helpful to improve the performance. After noise filtering, 
feature selection and sampling may also be helpful to improve the overall 
performance. ACTC always significantly outperforms CBCSVM and 
SemiCCAc, which indicates that our two-stage classification framework is 
superior to that of CBC, and that the combination of generative model with 
discriminative model can overcome the shortcomings of both models. 
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Fig.5. Performance with size of training data set on Reuters 

In ACTC and CBCSVM, the parameter p determines the number of 
self-labeled examples in each selection process. Larger value of p indicates 
more examples are self-labeled in each selection, so fewer iterations are 
needed when the number of self-labeling examples are fixed. But more noise 
may be introduced into the training data set (please refer to figure 1).  

6. Conclusion  

This paper presents an active semi-supervised clustering based two-stage 
classification framework for sparsely labeled text classification. In order to 
address the cluster bias problem, an active semi-supervised clustering method 
is proposed. We use a self-training style clustering method to augment the 
training data set, so that we can convert the challenging problem of sparsely 
labeled text classification into a supervised one. Therefore supervised 
classification models can be used, e.g. SVM, and useful techniques for 
supervised learning can be employed to further improve the performance. The 
experiments show the superior performance of our method over SVM and 
CBC (SVM as base learner).   
  In the future, we plan to evaluate other clustering methods to address the 
cluster bias problem, e.g. affinity propagation clustering and density based 
clustering. In terms of noise control, data editing or noise filtering techniques 
will also be explored. Other directions include investigating the problems of 
example selection, confidence assessment, and resampling techniques.  
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