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Abstract. As many objects in the human ambient environment are intellectualized 

and networked, research on IoT technology have increased to improve the quality 

of human life. This paper suggests an LDA-based long distance face recognition 

algorithm to enhance the intelligent IoT interface. While the existing face 

recognition algorithm uses single distance image as training images, the proposed 

algorithm uses face images at distance extracted from 1m to 5m as training 

images. In the proposed LDA-based long distance face recognition algorithm, the 

bilinear interpolation is used to normalize the size of the face image and a 

Euclidean Distance measure is used for the similarity measure. As a result, the 

proposed face recognition algorithm is improved in its performance by 6.1% at 

short distance and 31.0% at long distance, so it is expected to be applicable for 

USN’s robot and surveillance security systems. 

Keywords: IoT, USN, surveillance, long distance face recognition. 

1. Introduction 

Until now, the Internet has been utilized as the optimal space by humans to share 

information as producers or consumers of information. In the future, not only 

information produced by humans but also everyday things will be connected to the 

Internet and will evolve so that the Internet of things can share the information of things 

via the Internet. Currently, industries, academics and governments from around the 

world are working on developing technologies and services for an intelligent network of 

things in various forms with Machine to Machine (M2M) or Internet of Things (IoT) 

[1]. Humans communicate with objects and services through IoT and objects and 

services communicate each other through IoT technology. As such, IoT interconnects 

human, objects and ambient environments including services and. It includes the 

traditional IoT services such as Smart Home/Security/Entertainment, 

Logistics/Distribution/Material Management/Security Management, Transportation/ 

Ambulance/Defense as well as various IT convergence services such as object 

recognition through location or motion and sensing information and situational 

awareness [2]. For example, when viewing from the human and service perspectives, a 
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mobile robot in a Ubiquitous Sensor Network (USN) or in a Smart Home environment 

recognizes family members and acts. Also the intelligent surveillance system continues 

to monitor the surveillance status and the acquired information may be provided to 

humans anytime and anywhere through network services. These technologies are 

implemented using actual IoT service interface and the IoT service interface plays the 

role of sensing, process/extracting/handling, storage, judgment, situational awareness, 

recognition, security, and human awareness of information [3], [4]. 

The purpose of this paper is to enhance the IoT service interface for uses human 

awareness by enhancing face recognition used in mobile robots and intelligent 

surveillance systems. Face recognition has a relatively lower recognition rate than 

fingerprint and iris recognition but because faces can be recognized from non-

contact/non-cooperative environments and long distances, research studies on long 

distance human recognition using the face are currently underway [5], [6], [7]. 

Generally, the face recognition method is highly dependent on the quality of images 

obtained from the image sensor, so face recognition performance excels in short distance 

versus long distance. However, since the existing Linear Discriminant Analysis (LDA)-

based face recognition technology works in short distance environment, if mobile robot 

or intelligent surveillance system of USN are applied literally to mobile robot or 

intelligent surveillance system, satisfactory service can’t be expected. In order to 

provide seamless IoT service, it is necessary to have long distance face recognition 

technology that can recognize the target from various distances as well as at a short 

distance. 

Therefore, this paper proposes a long distance face recognition algorithm that is 

applicable to mobile robots and intelligent surveillance systems. While the existing face 

recognition algorithm uses single distance image as training images, the proposed 

algorithm uses face images extracted from 1m to 5m as user training images. For face 

images at a distance of 1m to 5m, the size of face images extracted by distance is 

different, so it is normalized to the same size of face images using bilinear interpolation. 

In addition, Euclidean Distance measure is used for similarity measure. As a result, the 

face recognition rate of existing LDA-based face recognition was 85.8% in short 

distance and 44.0% in long distance, but the proposed face recognition method showed 

improved performance of 6.1% and 31.0%, respectively, for 91.9% in short distance and 

75.0% in long distance. This paper is organized as follows. Section 2 introduces the 

concept of IoT service, face recognition technique and interpolation. Section 3 describes 

the proposed long distance face recognition algorithm and Section 4 analyzes the 

experiment results. Finally, Section 5 concludes the paper. 

2. Background and Related Work 

2.1. Concept of Internet of Things for Service Interface  

By extending the traditional concept of the Internet, IoT is a next generation internet 

paradigm that encompasses networks of objects vs. object, and human vs. objects, which 
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various ambient objects are participating in the internet [8], [9], [10]. The definition of 

IoT can be generally divided into: Internet-based definition, Semantic- based definition 

and object-based definition. Firstly, the internet-based IoT definition is focused on 

network construction to therefore be able to connect with any objects, anywhere, and 

anyone such as the International Telecommunication Union (ITU) [11], [12]. Currently, 

the world is changing such that internet-based IoT is connecting a number of 

surrounding objects including mobile internet, Radio Frequency Identification (RFID), 

and sensor network and the objects are communicating with each other autonomously 

[13]. Secondly, the semantic-based definition is approaching IoT from the point of view 

of how to express, store, search and systemize many objects that will be included in IoT 

and the information which is produced from these objects [14], [15], [16]. Lastly, the 

RFID international standard organization, Global Standard 1 (GS1)/ Electronic Product 

Code (EPC) global defined IoT for the first time based on objects having the sole 

identifier-EPC. This made it possible to have object recognition and global location 

tracking by attaching a RFID tag with EPC to objects by reading these codes in real time 

through RFID readers installed all over the world and by storing and managing that 

information in IoT infrastructure distributed system [17]. Based on this, it is possible to: 

monitor and manage object information, which is part of IoT in real time and have 

various IoT services through a standardized interface. Recently, advances moving 

beyond simple identification studies are underway to provide various and intelligent IoT 

services through the development of an advanced interface including situation 

recognition and human recognition [3], [18], [19]. 

2.2. Algorithms of Face Recognition 

Face recognition technology is examined in various studies ranging from still image-

based face recognition in a controlled environment to video image-based face 

recognition from a crowded environment [20], [21], [22]. In this paper, we utilized 

LDA, which uses a feature extraction method using basis vector. In order to express 

two-dimensional face images, face shape and texture information are vectorized. For 

face shape information, physiographic features like the distance and ratio of face 

elements such as eye, nose and mouth are used. Texture information is expressed as 

brightness information itself in the face area. By arraying the brightness value of two 

dimensional face images in order, features are extracted by expressing one-dimensional 

vector. The feature extraction process in face recognition is to find the base vector for 

linear transition. LDA is to find the basis vector which reduces the scatter within the 

class and increases the distance between averages of each class [23], [24]. LDA use face 

images as a feature vector for face recognition by reflecting the face images to the basis 

vector.  

Table 1 briefly shows the training process of the LDA technique. Table 2 briefly 

shows the recognition process of the LDA technique. In here, the most similar feature 

vector images are used as recognition result images by measuring the similarity of 

feature vectors between recognition images obtained and training images. 
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Table 1.  Training process of LDA technique 

1. Definition of P number of training image vector 
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- C : number of classes, ni : number of images per class 

Table 2. Recognition  process of LDA technique 

1. Definition of P number of recognition image vector 
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2. Difference of each image vector and average image vector 

1

1
,

P
i i i

i

y y mean mean y
P



   
 

3. Definition of feature vector for recognition image using Wopt 
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2.3. Interpolations for Image Normalization 

For long distance face recognition, since the size of face images extracted according to 

the distance between camera and the subject is different, the size of face images to be 

verified should be normalized to fit to the size of training images. Therefore, 

interpolation is used to adjust the image size [25]. The nearest neighbor interpolation is 

the simplest method among interpolations and it refers to the pixel of nearest original 

images from the location that the output pixel is to be produced. Bilinear interpolation is 

a technique to produce the pixel to be interpolated using the adjacent four pixels. The 

interpolated pixel is determined by the sum of four pixels multiplied by a weighted 

value. At this time, weighted values are determined linearly and are inversely 
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proportional to the distance from each of the adjacent pixels. Figure 1 shows the bilinear 

interpolation using one-dimensional linear interpolation. To find the interpolated pixel I, 

bilinear interpolation is performed using the values of the adjacent four pixels (A, B, C 

and D). The bilinear interpolation provides a better image than nearest neighbor 

interpolation but it increases the computational complexity and the edge parts are not as 

smooth.  

 

Fig. 1. Bilinear interpolation 

Interpolation using a higher-order polynomial equation defines the function of 

weighted value and is a method to calculate the pixel values by adding all the values of 

neighboring pixel values of original images multiplied by weighted values. The 

representative method using a higher-order polynomial equation and includes cubic 

convolution interpolation [26]. Figure 2 shows the process of performing the two-

dimensional cubic convolution interpolation using one-dimensional cubic convolution 

interpolation. Bicubic convolution interpolation produces new interpolated pixels using 

16 pixels of original images. After four rounds of cubic convolution interpolation in the 

vertical direction as shown in Figure 2(a), four interpolated pixels (P0, P1, P2 and P3) are 

produced. Using the newly produced four interpolated pixels, when the cubic 

convolution interpolation is performed once horizontally, the final interpolated pixel I is 

produced as shown in Figure 2(b). Bicubic convolution interpolation refers to more 

pixels than bilinear interpolation so its image quality is good but it requires more 

computational complexity 

               
(a) Vertical interpolation                                (b) Horizontal interpolation 

Fig. 2. Bicubic convolution interpolation  

 



966      Moon H.M. and Pan S.B. 

 

 

3. Proposed Long Distance Face Recognition System 

Figure 3 is the flowchart of the proposed LDA-based long distance face recognition. 

Figure 3(a) shows the overall flow and Figure 3(b) presents the normalization process of 

face images being entered. The overall flow of the face recognition algorithm is the 

same as in existing face recognition algorithm. However, it has a difference in that the 

proposed algorithm uses face images at a distance of 1m to 5m as training images and 

adds a normalization process for face images based on distance. 

 

     
(a) The overall flow of proposed system          (b) The normalization process of face images 

Fig. 3. Long distance face recognition flowchart using LDA 

The training process using face images from a distance is as follows. If face images at 

a distance of 1m to 5m are entered, the average face vector of the normalized face image 

is calculated through a normalization process. After calculating the difference of average 

face vectors in each face image, then find the covariance matrix. After finding the 

eigenvector and eigenvalue from the determined covariance matrix, finally Wpca is 

generated. Wpca generated through PCA is optimized by LDA again. To find Wlda which 

is the data that the ratio of between-class scatter and within-class scatter in LDA is 

maximal. The test process of using face images from 1m to 5m distances is as follows. 

When the face image from 1m to 5m distances is entered, it is normalized through a 

normalization process. From the normalized face images, feature vectors are extracted 

through a difference of average face image vector and Wlda projection. Finally, after 

comparing the feature vectors in the test area and the training areas, the face image that 

has the most similar value is classified.  

The normalization of face image by distance is as follows. Once the face images for 

training are entered, the size of the input face images is judged. If the size of the image 

is 50×50, equalization will be conducted. However, if the size is smaller than 50×50 

then equalization will be conducted after enlarging the size to 50×50 through 

interpolation. All face images entered through this process will be normalized into a 

50×50 image size. Figure 4 is the original images at increasing distances and Figure 5 is 

the original face images extracted from person 1 according to the distance change of 1m 
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to 5m. The sizes of extracted face images are 50×50, 30×30, 20×20, 16×16 and 12×12 

from 1m to 5m, respectively. The face images extracted by distance are normalized by 

four kinds of interpolation as shown in Figure 5. 

 

     
(a) 1 m                                      (b) 2 m                                       (c) 3 m 

    
(d) 4 m                                       (e) 5 m 

Fig. 4. Examples of original images at increasing distances 

                                                 
(a) 1m                      (b) 2m              (c) 3m           (d) 4m         (e) 5m 

Fig. 5. Examples of extracted face image at increasing distances 

4. Experiment Result 

Face recognition experiment uses ETRI face DB. As shown in Table 3, an ETRI face 

DB obtained 500 face images (1m to 5m: 100 images for each) per person from 10 

different people in various lighting environments and at different distances [27]. 

Acquired face images were obtained using different distances ranging from 1m to 5m. In 

this paper based on the experimental images face images extracted from 1m to 2m were 

considered as short distance and face images extracted from 3m to 5m were considered 

as long distance. Face recognition, which is an 1:N search method rather than 1:1 

authentication, classifies by comparing results for verified images of first face images 

which are the most similar among face images stored in the database. In addition, the 

experiment was carried out under the assumption that every face is extracted from input 

images regardless of distance. Additionally, a twisting or rotation of the face was not 

considered. 
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Table 3. ETRI face database 

 Total persons : 10  

 Environment of obtained face images  

- various lighting change 

- 1m~5m distance change 

- face position change 

 Face image size  

-  1m : 50×50     2m : 30×30    3m : 20×20  4m : 16×16    5m : 12×12 

 The number of total obtained face images : 5000 images 

 Obtained face images per a person : 500 images 

Table 4. Face recognition experiment according training images 

CASE Training condition 
Training time 

(sec) 

Test time 

(sec) 

1 
Training image per person -1m         : 20 images 

Test image per person        -1m~5m  : 80 images each 
0.46 0.02 

2 
Training image per person -1m~5m  : 4 images each 

Test image per person        -1m~5m  : 80 images each 
0.45 0.02 

3 
Training image per person -1m~5m  : 10 images each 

Test image per person        -1m~5m  : 80 images each 
1.35 0.43 

4.1. Face Recognition Rate Changes according to Interpolations 

This experiment was carried out using Table 4 in order to find appropriate interpolations 

for the proposed algorithm. LDA was used as the face recognition method and 

Euclidean Distance was used for similarity measure. For normalization of the face image 

size by distance of 1m to 5m, the nearest neighbor, bilinear, bicubic convolution and 

Lanczos3 interpolations were used [28].  

Figure 6 shows the results of LDA-based face recognition rate using normalized face 

images by distance through interpolation. In the experimental condition as shown in 

CASE 1 in Table 4 in order to get training images per person, 20 images of 1m face 

image were used and 80 images of face images at distances of 1m to 5m were used for 

verification images. As a result, when Lanczos3 interpolation was used for short 

distance the face recognition was 85.6%, which was the best performance. At long 

distance, when bicubic convolution and Lanczos3 were used, it showed similar 

performance at 44% and 44.1%, respectively. Figure 7 shows the results of LDA-based 

face recognition rate using normalized face images by distance through interpolation. 

For experiment condition as shown in CASE 2 in Table 4, a total of 20 face images for 

1m to 5m distance by each 4 images were used to generate training images. As for test 

images, each of 80 face images at 1m to 5m distances was used. As a result, when 

Lanczos3 interpolation was used the face recognition was 92.9%, which showed the best 

face recognition performance. In long distance, the face recognition performance was 

excellent for 75.0% when bilinear interpolation was used. Figure 8 shows the results of 

LDA-based face recognition rate using normalized face images by distance through 

interpolation. For experiment condition as shown in CASE 3 in Table 4, a total of 50 

face images for 1m to 5m distance by each 10 images were used for training images. As 
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for test images, each of 80 face images by 1m to 5m distances was used. As a result, 

when bilinear interpolation was used the face recognition was 93.8%, which showed the 

best face recognition performance. In long distance, the face recognition performance 

was excellent for 78.54% when nearest neighbor interpolation was used. 

As a result, when the short distance face image is used as training, it is better to use 

Lanczos3 at the image normalization method in LDA-based face recognition. However, 

when using the face images at 1m to 5m distances as training, the face recognition 

performance was the best using the bilinear interpolation. When comparing CASE 1 and 

CASE 2 results, it was confirmed that it had better performance when using face images 

at 1m to 5 m distances than that of short distances. In addition, according to CASE 2 and 

CASE 3 results, as the number of training images per person increased, the recognition 

performance was improved. CASE 3 has better performance than CASE 2 but 50 pages 

of the training images per person are not used for general face recognition, so in this 

paper, the CASE 2 condition was considered. 

 

Fig. 6. Face recognition rate of CASE 1 according to interpolations 

 

 

Fig. 7. Face recognition rate of CASE 2 according to interpolations 
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Fig. 8. Face recognition rate of CASE 3 according to interpolations 

 

Fig. 9. Face recognition rate according to training images 

4.2. Face Recognition Rate Change according to the Configuration of Training 

Images 

Through this experiment, the effect on the face recognition rate of the configuration of 

the training image and the excellence of LDA-based face recognition when face images 

that are at a distance were used as training images are proved. Figure 9 shows the results 

of the configuration of training image effect on face recognition in LCA-based face 

recognition. In CASE 1, Lanczos3 interpolation was used and in CASE 2 and CASE 3 

bilinear interpolation was used for normalization of the face image size. L2 was used for 

the similarity measure. As a result, when using a single distance for training images of 

CASE 2, the performance was 85.8% at short distances and 44.0% at long distances. 

When using face images at distances of 1m to 5m, the short distance had better 

performance for 91.9% than when using single distance for training images, which was 
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75.0%. Consequentially, when the same number of training images was used, the face 

recognition rate was improved if multi-distance face images were used rather than single 

distance face images. 

 

Fig. 10. LDA-based face recognition rate according to similarity measure 

4.3. Face Recognition Rate Change according to Similarity Measure 

Through this experiment, when the face images at 1m to 5m distances were used, the 

similarity measure that is appropriate to long distance face recognition is proposed. The 

configuration of training images were like in CASE 2 and LDA was used for the face 

recognizer. Bilinear interpolation was used as image normalization method. For 

similarity measure, Manhattan Distance (L1), Euclidean Distance (L2), Cosine 

Similarity (Cos), and Mahalanobis Distance (Mah) distance scale method were used 

[29]. Figure 10 shows the face recognition rate of LDA-based face recognition 

according to similarity measure. As a result, L2 was used for short distance and it 

showed the best performance at 91.9%. In long distance, L1 and L2 showed similar 

performance at 75.1% and 75%, respectively. The overall average face recognition rate 

of 1m to 5m were 81.6%, 81.8%, 76.0% and 80.7% respectively when using L1, L2, 

Cos and Mah and the recognition rate of L2 was the best. Consequently, in LDA-based 

long distance face recognition when multi-distance images were used as training, the 

face recognition performance was the best when the Euclidean Distance (L2) similarity 

measure was used. 

5. Conclusion 

The world considers IoT as a means of securing national competitiveness and develops 

efficient interface based on technology development and IoT dissemination by policy. 
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This paper proposes a long distance face recognition algorithm, which is applicable as 

an USN or MSM service-based technology. Face recognition, which has used the 

existing single distance face images as training images, has the disadvantage of lower 

recognition rate as the distance between the surveillance camera and the user increases. 

In this paper, an LDA-based long distance face recognition algorithm appropriate to the 

environment of the surveillance camera is proposed. Face images at distance were used 

in a proposed face recognition algorithm and the low resolution images at distance were 

normalized using a bilinear interpolation. For the similarity measure, Euclidean Distance 

measure method was used. A major result of this experiment showed that the proposed 

face recognition algorithm had improved face recognition rate for 6.1% in short distance 

and for 31.0% in long distance compared to the LDA-based face recognition using 

existing short distance face images.  

In future, the proposed algorithm will be developed into a structure that is able to use 

minimization and low power processing of the proposed algorithm suitable for an object 

communication service environment. Additionally, technologies that can protect 

personal information effectively used in human recognition received on a mobile robot 

or terminal device will be developed. 
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