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Abstract. Image saliency detection is an important research topic in the field of
computer vision. With the traditional saliency detection models, the texture details
are not obvious and the edge contour is not complete. The accuracy and recall rate
of object detection are low, which are mostly based on the manual features and
prior information. With the rise of deep convolutional neural networks, saliency
detection has been rapidly developed. However, the existing saliency methods still
have some common shortcomings, and it is difficult to uniformly highlight the clear
boundary and internal region of the whole object in complex images, mainly be-
cause of the lack of sufficient and rich features. In this paper, a new frog leaping
algorithm-oriented fully convolutional neural network is proposed for dance mo-
tion object saliency detection. The VGG (Visual Geometry Group) model is im-
proved. The final full connection layer is removed, and the jump connection layer
is used for the saliency prediction, which can effectively combine the multi-scale
information from different convolution layers in the convolutional neural network.
Meanwhile, an improved frog leaping algorithm is used to optimize the selection
of initial weights during network initialization. In the process of network iteration,
the forward propagation loss of convolutional neural network is calculated, and the
anomaly weight is corrected by using the improved frog leaping algorithm. When
the network satisfies the terminal conditions, the final weight is optimized by one
frog leaping to make the network weight further optimization. In addition, the new
network can combine high-level semantic information and low-level detail informa-
tion in a data-driven framework. In order to preserve the unity of the object bound-
ary and inner region effectively, the fully connected conditional random field (CRF)
model is used to adjust the obtained saliency feature map. In this paper, the preci-
sion recall (PR) curve, F-measure, maximum F-measure, weighted F-measure and
mean absolute error (MAE) are tested on six widely used public data sets. Com-
pared with other most advanced and representative methods, the results show that
the proposed method achieves better performance and it is superior to most repre-
sentative methods. The presented method reveals that it has strong robustness for
image saliency detection with various scenes, and can make the boundary and inner
region of the saliency object more uniform and the detection results more accurate.

Keywords: Image saliency detection, dance motion, deep convolutional neural net-
work, frog leaping algorithm, fully connected conditional random field.
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1. Introduction

Saliency object detection is the most eye-catching object or region in the image [1]. The
result is usually represented by a grayscale image, and the grayscale value of each pixel in
the image indicates the probability that the pixel belongs to a saliency object. Saliency ob-
ject detection has become an important preprocessing step in many computer vision appli-
cations, including image and video compression [2], image relocation [3], video tracking
[4] and robot navigation [5], etc.

Although the detection performance of the saliency object detection method has been
significantly improved, there are still some bottlenecks to be broken through in the com-
puter vision task. Traditional saliency object detection methods focus on the low-level
features in the manually selected images, and use a variety of prior knowledge to calcu-
late saliency, such as contrast prior [6], center prior [7], background prior and object prior
[8]. However, the detection effect of these models is not satisfactory in practical problems.
For example, it is difficult to detect foreground objects when background and foreground
objects share some similar visual features (see line 1 in figure 1(c)(d)). In addition, de-
tection may fail when multiple saliency objects partially or completely overlap each other
(see line 2 of figure 1(c) (d)).

Fig. 1. Comparison with different methods. (a) input images; (b) ground truth; (c)
non-deep learning1 method; (d) non-deep learning2 method; (e) deep learning method;
(f) proposed

The convolutional neural network (CNN) based methods have successfully overcome
the performance bottleneck of traditional manual feature selection methods in many com-
puter vision tasks, such as image classification [9] and semantic segmentation [10], etc,.
Similarly, the saliency detection methods based on CNN greatly improve the detection
performance. The CNN-based models have demonstrated their advantages in feature ex-
traction and can better capture the high-level semantic information of objects in the com-
plex backgrounds, which can achieve better performance than traditional methods as
shown in figure 1(e)(f).

Generally, each object can be represented by three different feature levels, namely low
feature, intermediate feature, and high feature. Low-level features correspond to shallow
features of deep convolutional networks, such as texture, color, and edge. Intermediate
features are related to object shape and contour information, while high-level features
are related to object semantic information. Though only using high-level semantic in-
formation can improve detection performance, other features levels are also important
for detecting saliency objects. Therefore, it is a key and challenging problem to extract
and fuse effective feature information of all levels in CNN model. A standard convolu-
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tional neural network usually consists of repeated cascade convolutional layers. Deeper
convolution layers encode semantic information at the expense of spatial resolution. The
shallow convolution layer contains more detailed information about object structure but
lacks global properties.

This paper proposes a simple but effective deep convolutional neural network model
for saliency detection tasks. It can effectively combine multi-level features to capture
unique high-level semantic information and shallow detail information simultaneously in
complex images. Meanwhile, an improved frog leaping algorithm is used to optimize the
selection of initial weights during network initialization. The new deep network consists
of a feature extraction module and a feature fusion module. The feature extraction module
can not only generate effective high-level semantic features at different scales, but also
capture subtle visual contrast features between low-level and intermediate feature maps
for accurate saliency detection. The main contributions of this paper are as follows:

1. A new deep convolutional network based on fully convolutional networks (FCN) is
proposed for saliency object detection, which can effectively learn rich multi-scale
and multi-level features from complex background images. The model can learn the
global and local features of images and avoid the interference of irrelevant back-
ground information.

2. An improved frog leaping algorithm is used to optimize the selection of initial weights
during network initialization. In the process of network iteration, the forward propa-
gation loss of convolutional neural network is calculated, and the anomaly weight is
corrected by using the improved frog leaping algorithm. When the network satisfies
the terminal conditions, the final weight is optimized by one frog leaping to make the
network weight further optimization.

3. A multi-scale feature fusion mechanism is introduced. The model combines the shal-
low and deep feature maps in the deep convolutional network, which significantly
improves the detection performance and does not need to be supplemented by manu-
ally selected features.

4. According to the five commonly used evaluation indexes, the new method is tested
on DUT-OMRON, ECSSD, SED2, HKU, PASCAL-S and SOD data sets to prove the
effectiveness of the new method by quantitative and qualitative analysis.

Section 2 introduces the related works. In section 3, we give the detailed proposed
model analysis. Experiments are conducted in section 4. There is a conclusion in section
5.

2. Related Works

With the continuous progress of science and technology, how to quickly search and locate
the information that people are interested in from the massive data resources has become
an important research content in the field of computer vision [11]. Visual saliency has
been regarded as an important mechanism for processing information tasks in computer
vision. Saliency object detection obtains the areas of interest in images by simulating
visual saliency and ignores the areas of uninterest. Saliency object detection is widely
used in image matching, image retrieval, image compression, image quality assessment,
object recognition and object relocation.
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According to feature selection methods, saliency detection can be divided into two
categories: artificial feature selection and deep convolutional network-based feature ex-
traction.

2.1. Artificial Feature Selection

Traditional saliency object detection methods usually use manually selected features at the
pixel level. Most of these algorithms make computation based on local or global features,
such as color, orientation and texture. Global-based methods estimate the saliency of each
pixel or region by using global contrast and feature statistics. Li et al. [12] proposed an
automated saliency object segmentation method based on context and shape prior, which
obtained saliency images by continuously iterating update of multi-scale context informa-
tion and shape prior. Shen et al. [13] proposed a saliency object detection method based
on low-rank matrix recovery, and obtained saliency map by fusing low-level features and
high-level prior information. Yang et al. [14] proposed a graph regularization saliency de-
tection method based on convex hull center prior, and refined the primary saliency images
calculated by contrast and center prior with the graph regularization method to obtain
the final saliency images. Xie et al. [15] proposed a Bayesian saliency detection method
based on low and medium level cues, it used Bayesian methods to fuse saliency infor-
mation on medium and low level cues to obtain final saliency maps. Zhang et al. [16]
proposed a new saliency detection method using prior information such as frequency,
color and position to obtain saliency maps. Li et al. [17] proposed a saliency detection
method based on background prior and foreground seed selection, using the fusion of
background prior and foreground prior to obtain a saliency map. Piao et al. [18] proposed
a saliency detection method based on cellular automata (Single-layer cellular automata
method (SCA), Single-layer Cellular Automata Optimizing Background Map (BSCA),
Multi-layer Cellular automata (MCA)). According to the updating criteria, the saliency
value was repaired by the cellular automata mechanism to obtain the saliency map. Zhou
et al. [19] proposed a detection method based on integral fusion compactness and local
contrast, using the complementary properties of compactness and local contrast cues to
obtain saliency images. Tang et al. [20] proposed a saliency object detection method based
on weighted low-rank matrix recovery, using position, color and boundary connectivity to
generate a high-level background prior map, which was integrated into the weighted ma-
trix to obtain a saliency map. Although they are easy to implement, they lack geometric
structure cues and semantic information, so contrast-based algorithms cannot uniformly
detect complete saliency objects, nor can they effectively suppress messy backgrounds in
complex images.

2.2. Deep Convolutional Network-based Feature Extraction

The traditional saliency object detection methods mainly rely on the low-level features
of the image which are manually selected and cannot describe the deep semantic fea-
ture information. Therefore, saliency objects cannot be accurately detected in complex
images. At present, deep neural network technology is widely used in computer vision
tasks, which greatly improves the performance of models. For the saliency object de-
tection task, the data-driven model aims to obtain the semantic information of saliency
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objects directly from a set of training data with pixel-level tags in the supervised learn-
ing model. CNN-based saliency detection methods can be divided into two categories,
based on superpixel segmentation and based on FCN. The former uses the superpixel as
the basic unit to train the deep neural network to predict saliency. All the pixels located
in the same superpixel enjoy the same saliency value in the final prediction map. Wang
et al. [21] used CNN to calculate the saliency score for each pixel in the local context,
and then fine-tuned the saliency score for each object region in the global content. Li et
al. [22] predicted the saliency score of each superpixel by combining local context and
global context simultaneously in multi-context CNN. Chen et al. [23] used global and
local context information to integrate them into the backbone network based on deep con-
volutional network for saliency detection. However, these superpixel-based methods tend
to deal with local regions alone and cannot effectively capture global information about
saliency objects. In addition, they rely on the over-segmentation method, so the network
must run many times to calculate the saliency value of all the superpixels in the image,
which makes the algorithm very time-consuming. Finally, they ignore the important spa-
tial context information because they simply assign saliency values to each superpixel. In
practice, the context information of an image is very useful for saliency detection.

To overcome these shortcomings, researchers tend to use the FCN model to detect
saliency targets in a pixel-to-pixel manner.

Wang et al. [24] used end-to-end convolutional neural networks to compute visual
contrast information within an image. Liu et al. [25] designed a two-step deep network to
obtain rough global predictions by autonomously learning globally saliency cues, and then
used another network to further fine-tune the details of the prediction map by integrating
local context information. On this basis, Li et al. [26] proposed saliency detection network
with sharing features, and utilized a Traplus-regularized nonlinear regression model for
saliency adjustment. Although these deep learning-based methods have made significant
progress, the CNN-based model still can be improved, so that it can uniformly highlight
the whole saliency object and retain accurate boundary information in complex images
with messy backgrounds.

3. Proposed Saliency Object Model

The proposed saliency object detection algorithm in this paper mainly includes two steps:
1) multi-scale fully convolutional network. The weight values of the network are updated
by the modified frog leaping algorithm, and the rich features from each convolution layers
are extracted and fused. 2) Saliency update method. A fully connected conditional random
field (CRF) model is used to update the prediction results to produce more refined saliency
detection results.

3.1. Multi-scale Full Convolutional Network

In order to design a FCN network that can learn the pixel-to-pixel saliency detection task,
a multi-scale deep convolutional neural network is proposed to extract more multi-scale
and multi-level feature information that is beneficial to saliency detection. The proposed
neural network model is shown in figure 2 with three parts: weight update module, multi-
scale feature extraction module and feature fusion module.
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Fig. 2. The proposed saliency detection model

Weight update by IFL in multi-scale deep convolutional neural network Aiming at
the complexity of saliency images, the improved frog leaping (IFL) algorithm is intro-
duced into the weight initialization and weight update in convolutional neural networks
[27]. By constantly updating the position of the worst frog, the global optimal frog is
found as the initial weight of the network. In the process of network iteration, the calcu-
lated loss value each time is collected, and the network weight which produces abnormal
loss value is corrected by the IFL.

When the generated weight by the network is too poor, the network needs to spend
more time to perform gradient descent operation to correct the weight. So it is easy to
make the network fall into local optimum and affect the final result. To solve this problem,
the IFL is proposed to initialize the weight of convolutional neural network.

The traditional FL algorithm is a kind of sub-heuristic population evolutionary algo-
rithm, which has excellent global search ability and can effectively calculate the global
optimal solution. However, if we directly apply it to the weight initialization in this pa-
per, it will generate a large number of calculations, and can increase the time cost, affect
the efficiency. Therefore, an improved FL algorithm is proposed in this study. Different
from the traditional FL, we no longer divide the initial samples into several populations,
but regard all frogs as a population and directly conduct global optimization. And some
improvements in the FL rule are made. The details of weight initialization algorithm and
weight updating algorithm are shown in Algorithm 1 and Algorithm 2.

Fig. 3. Improved frog leaping algorithm

The back propagation of traditional CNN is essentially the gradient descent method,
which updates network parameters through the loss value calculated by forward prop-
agation, so it can find the optimal solution. However, the saliency image background is
complex and the targets overlap each other, so it is difficult to detect the saliency of the tar-
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Algorithm 1 Weight initialization algorithm
1: Step 1. Parameter initialization. Determine the frog population according to the Gaussian dis-

tribution formula:

f(x) =
1√
2πσ

exp(− (x− µ)2

2σ2
). (1)

Where, we set µ = 0, σ = 1.
2: Step 2. Ranking. All the frogs whose loss values are not calculated are brought into the CNN

model. n images are randomly selected from the training image library as the reference images
for forward propagation, and the loss value of each frog is calculated. Here, the loss value
calculation function is the fitness function of the FL algorithm, and the loss calculation formula
is:

loss =

b∑
k=1

(−
n∑

i=1

s∑
j=1

tij ln(pij)). (2)

Where p represents the output value of the network. t represents the real value. s represents
the dimension of the saliency object label, and b represents the number of saliency targets to
be detected at the same time. It ranks all frogs in ascending order according to their fitness
functions.

3: Step 3. Searching and updating the location. The optimal frog fb and the worst frog fw can
be obtained from Step 2. The position of the worst frog is updated by the position update
function. For frog position updating, this study adds an offset to the traditional FL formula, and
appropriately increases the random interval of rand() function. The formula is as follows:

D = (fb + fp − fw)× rand(0, 1, 2). (3)

fnew = fw +D. (4)

fpi =
rand(−1, 1)× 0.0001

exp(fb + fa) + 1
. (5)

Here, fp represents the offset, whose dimension is the same as that of each frog. fpi
represents the value on the i-th dimension of fp. fnew represents the updated frog. By adding
offset, the performance of FL can be improved effectively. Increasing the random interval makes
it easy to find the optimal solution. The leaping way mentioned in this step is mapped the to
two-dimensional coordinate as shown in figure 3:

4: Step 4. Judging whether the algorithm meets the convergence condition. If YES, stop the algo-
rithm and take the optimal frog value as the initial weight of the convolutional neural network.
Otherwise, return to Step 3.
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get. When gradient descent algorithm is used, it is easy to occur abnormal situation with
a large range of loss value, which affects the efficiency and even causes the algorithm
falling into the local optimum. In view of the above problems, the improved frog leaping
algorithm is used to correct the poor gradient of the back propagation of convolutional
neural network.

In the process of network iteration, the loss value in each forward propagation is
calculated. If the absolute value of the difference between the loss value in the i time
and i− 1 time is greater than the threshold o, that is, |li − li−1| > 0, it is considered that
the weight in the i−th forward propagation is invalid. The IFL algorithm is used to re-find
the optimal weight. After the convolutional neural network satisfies the end conditions,
the trained weight FA is obtained, and the final algorithm performs the improved FL
calculation again. The local optimization can be directly and effectively avoided by the
last improved FL optimization.

Feature extraction module The multi-scale feature extraction module outputs feature
maps with different resolutions from the sides of different convolution groups of the back-
bone network. The proposed model uses VGGNet-16 (Visual Geometry Group), which
has been pre-trained for image classification in ImageNet data set as the backbone net-
work. And it is modified to meet the requirements. It retains its 13 convolution layers and
removes the fifth pooling layer and the fully connection layer. The modified VGGNet con-
sists of five groups of convolution layers. For brevity, the third sub-layer in the fifth group
of convolution layers is represented as conv5 3, and other convolution layers in VGGNet
are also represented by this method. For the input image 256 × 256 pixels, the modified
VGGNet-16 produces five feature maps fa

1 , fa
2 , · · ·, fa

5 , the spatial resolution decreases
according to stride 2. These feature maps are generated from (Conv1 2, Conv2 2, · · ·,
Conv5 3) respectively. The feature map from Conv1 2 has the maximum spatial resolu-
tion, while the feature map fa

5 from Conv5 3 has the minimum spatial resolution.

Feature fusion module Different convolution layers usually produce different feature
representations, ranging from low-level structural features to high-level semantic features.
The shallow convolution layer contains rich details while the deep convolution layer con-
tains rich semantic information but lacks spatial context information. Feature fusion mod-
ule involves multi-scale convolution feature fusion.

For each feature graph fa
i (i ∈ 1, 2, 3, 4, 5), the feature graph f b

i is obtained by a 3×3
convolution layer and a 5× 5 convolution layer. It sets its channel number as the channel
number output by the i − th side of VGGNet-16. Then, by using a single-channel 1 × 1
convolution layer for dimension reduction, five feature graphs f c

i (i ∈ 1, 2, 3, 4, 5) with
sizes of 256×256pixels, 128×128pixels, 64×64pixels, 32×32pixels and 16×16pixels are
obtained. In order to make these feature maps f c

i have the same size as the input images,
deconvolution operation and bilinear interpolation are used to up-sample the feature maps.
The steps of the deconvolution layer in the five output layers are set to 1, 2, 4, 8 and 16
respectively. Then, these feature maps fd

i with the same resolution are spliced together.
Finally, a saliency prediction map S is generated through a 1× 1 convolution layer. In the
training stage, stochastic Gradient Descent (SGD) method is used to minimize all training
samples.
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Algorithm 2 Weight update algorithm
1: Step 1. Input a sample. Inputting the target image and the corresponding label, carry out one-hot

coding for the label.
2: Step 2. Convolution, pooling. Multi-layer convolution and pooling operations are carried out

on the input target image. After each pooling calculation, ReLU function is used to activate the
output results.

3: Step 3. Fully connection calculation. The predicted value is obtained through multi-layer fully
connection calculation. The predicted value is substituted into the Softmax() function for cal-
culation. After obtaining the result, the loss value is calculated by formula (2).

4: Step 4. Error value comparison. Judging whether the absolute value difference between the loss
value of this iteration and the previous loss value is greater than the threshold value. If YES,
return to Step 5. Otherwise, go to Step 10.

5: Step 5. Parameter initialization. Recording the weight wb of the (i− 1)− th forward propaga-
tion. Setting the frog number c.

6: Step 6. Generating frog. Different from the way of generating frogs by Gaussian distribution
mentioned above, here the frogs are mainly generated based on , and the generation formula is
as follows:

wij = wbj + 0.01× rand(−1, 1). (6)

Where, 1 ≤ i ≤ c − 1, wij represents the value in the j − th dimension of the generated
i − th frog. n is the total number of frogs. In the frog colony, there is a frog wg , which meets
the conditions: lg ≤ lb. lg and lb are the loss values of wg and wb, respectively.

7: Step 7. Ranking. A small number of training images are randomly selected as input values, and
all frogs in c are brought into the CNN model. The loss value is calculated according to formula
(2). All frogs are sorted in descending order by loss value.

8: Step 8. Searching and location update. This step is the same as step 3 in Algorithm 1.
9: Step 9. Checking the frog leaping stop conditions. Whether the algorithm meets the conver-

gence condition. If so, stop the algorithm and update the network weight with the value of the
optimal frog; otherwise, return to Step 8.

10: Step 10. Check the network stop conditions. Whether the network meets the convergence con-
dition. If Yes, stop the iteration; otherwise, go to Step 1.

11: Step 11. Optimizing the final weights. After trained the algorithm, the weights in the network
are the final weights, and the final weights are taken as the initial frog wb. The frog swarm is
generated by formula (6), and then steps 7, 8 and 9 are successively executed to finally obtain
the global optimal frog wqb, which is the final trained weight value of the algorithm.
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In order to simulate the spatial correlation of the whole image and reduce the amount
of computation, a network structure based on fully convolution is used. The fully convo-
lution operation has the ability to share the convolution features through the whole image,
thus reducing feature redundancy and making the full convolution network model simple
and effective.

3.2. Optimization of Spatial Continuity

The proposed saliency detection algorithm using multi-level features can accurately lo-
cate the saliency objects and effectively suppress the complex background. However, the
saliency prediction map of the proposed multi-scale fully convolutional network is rela-
tively rough, and the contour information of saliency objects is not well retained. In order
to improve the spatial continuity of the detection results, the proposed algorithm addition-
ally uses the fully connected CRF method [28] to update the saliency map of the network
pixel by pixel during the test phase. This method solves the problem of binary pixel label
allocation and uses the following energy function for calculation, i.e.

E(L) = −
∑
i

logP (li) +
∑
i,j

θij(li, lj). (7)

Where, i and j represent the horizontal and vertical coordinates of pixels in the image
respectively. L represents the binary labels of all pixels. P (li) is the probability of pixel
xi with label li, which indicates the possibility that pixel xi belongs to the saliency object.

Initially, P (1) = Si, P (0) = 1− Si, where Si is the saliency score at pixel xi of the
fused saliency graph S, that is, the binary potential function θij(li, lj) is defined as:

θij = µ(li, lj)[ω1exp(−
||pi − pj ||2

2σ2
α

)− (−||Ii − Ij ||2

2σ2
β

) + ω2exp(−
||pi − pj ||2

2σ2
γ

)]. (8)

In the formula, pi and Ii represent the position of pixel xi and pixel value respectively.
ω1, ω2, σα, σβ and σγ are the weights. If li ̸= lj , then µ(li, lj) = 1. θij contains two
convolution kernels. The first convolution kernel depends on pixel position p and pixel
intensity I . This convolution kernel enables adjacent pixels with similar colors to have
similar saliency fractions. The second convolution kernel is used to remove small isolated
regions.

As shown in figure 4, the fused saliency graph of the multi-scale fully convolutional
network without CRF is rough and cannot uniformly display the internal region of the
saliency object, while the saliency graph updated by CRF well retains the contour of the
saliency object and uniformly highlights the whole saliency object.

4. Experiments and Analysis

4.1. Data Set

In order to evaluate the performance of the proposed algorithm, a series of subjective and
objective experiments are carried out on six benchmark data sets. These datasets have
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Fig. 4. Comparison of saliency detection results with and without CRF

pixel-level labels, including DUT-OMRON, ECSSD (Extended Complex Scene Saliency
Dataset), SED2, HKU, PASCAL-S and SOD (Saliency objects dataset) [29]. The HKU
is a large data set with over 4000 challenging images, most of which have low contrast
and multiple saliency objects. The DUT-OMRON includes 5168 images with one or more
saliency objects and relatively complex backgrounds. ECSSD contains 1000 semantically
meaningful and complex images. PASCAL-S contains 850 real-world images selected
from a PASCAL-VOC data set with 20 object classes. SED2 is a multi-object data set that
typically contains two saliency objects per image. SOD consists of 850 images containing
one or more objects with a cluttered background. In contrast, the HKU, PASCAL-S and
SOD datasets are more challenging due to the presence of multiple saliency objects in
their images and the complex background.

4.2. Evaluation Index

In this section, five commonly evaluation indicators are used to measure the performance
of the proposed algorithm, including precision recall (PR) curve, F-measure, Max F-
measure (maxF), weighted F-measure (wF) and mean absolute error (MAE) [30].

PR curve: Precision refers to the percentage of positive samples in all data predicted to
be positive samples. Recall rate refers to the proportion of the data predicted as true sam-
ples to all positive samples. The saliency feature map is segmented with a fixed threshold
value ranging from 0 to 255. A pair of accuracy-recall fractions are calculated to form PR
curves to describe the performance of the algorithm under different conditions.

F-measure and maximum F-measure: F-measure is a comprehensive quantitative in-
dex of PR, which is calculated as,

Fβ =
(1 + β2) · P ·R
β2 · P +R

. (9)

Where, β is the balance parameter. P is precision, and R is the recall rate. In this paper,
β2 is set to 0.3 to improve the proportion of important precision. The threshold is set to
twice the average saliency of the entire image. The maxF is defined as the maximum
F-measure calculated using the PR curve.

Weighted F measure (wF). This index is a weighted version of the F measure, which
corrects the interpolation, dependence, and equal-importance defects of the F measure.
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Similar to the F measure, the weighted F measure is calculated by the weighted harmonic
average of the weighted precision Pw and the weighted recall rate Rw, i.e,

Fw =
(1 + β2) · Pw ·Rw

β2 · Pw ·Rw
. (10)

Mean Absolute Error (MAE) is used to measure the mean error, which is defined as
the absolute error of the average pixel between the truth graph and the predicted saliency
graph.

M =
1

h× w

h∑
i=1

w∑
j=1

|Sij −Gij |. (11)

Where S represents saliency graph, G represents truth graph. h and w represent the
height and width of the image.

4.3. Implementation Details

The experiment environment in this paper is: Windows7 64-bit operating system, In-
tel(R) Core(TM) i5-4210U, CPU 1.7GHz processor, Memory 4 GB, 32 RAM, MATLAB
R2017a, NVIDIA 1060T GPU.

The proposed network is implemented on the an open source framework (Caffe). More
specifically, the pre-trained VGGNet-16 network model is used and modified in the fea-
ture extraction module, and the parameters of the convolution layer are randomly initial-
ized in the feature fusion module. The entire network is fine-tuned on the MSRA-B dataset
to achieve the task of pixel-to-pixel saliency detection. MSRA-B is a public data set con-
taining 5000 test images. The resolution of all test images and truth images is adjusted to
256×256 pixels for training, and only one image is loaded each time. The learning rate is
set to 10-9. Weight attenuation is 0.0005. The momentum is 0.9. Loss weight of each side
output is 1. In addition, the weights of fusion layer are all initialized to 0.2 in the training
stage. The stochastic gradient descent is adopted for network learning.

The CRF parameters in this paper are determined by using the cross validation method
on the verification data set ECSSD. In the experiments, ω1 = 3.0, ω2 = 1.0, σα = 8.0,
σβ = 60.0, σγ = 5.0.

4.4. Comparison of Performance

The proposed algorithm in this paper is compared with 14 saliency object detection meth-
ods, including RFCN (Recurrent Fully convolutional network) [31], PAGR (Progressive
Attention Guided Recurrent Network) [32], UCF (Uncertain convolutional Features) [33],
SF (Supervision by Fusion) [34], DCL (Deep Contrast Learning) [35], MC (Multi-context
Deep Learning) [36], MTDS (Multi-Task Deep Neural Network) [26], ELD (Encoded
Low Level Distance Map and High Level Features) [37], LEGS (Local Estimation and
Global Search) [21], MDF (Multi-scale deep CNN Features) [38], KSR (Kernelized Sub-
space Ranking) [39], DRFI (Discriminative Regional Feature Integration) [40], SMD
(Structured Matrix Decomposition) [41] and RR (Regularized Random Walks ranking)
[42]. For equitable comparison, the saliency results of compared model are provided by
the authors.
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Here, RFCN, UCF, MTDS, ELD, DCL, SF, MC, LEGS, MDF and KSR are based on
deep learning.

A. Subjective comparative analysis

Fig. 5. Visual comparison results with different models on ECSSD dataset

Figure 5 shows a visual comparison of saliency images generated by different algo-
rithms on six data sets. Experimental results show that the proposed method can deal
with all kinds of complex images better, it not only can display the whole saliency object
evenly, but also can retain the contour of saliency object in various scenes. For example,
foreground objects and background low contrast (2 row, 4 row and 12 row in figure 5),
the image boundary of saliency objects (88 row and 97 row), several saliency objects (6
row and 8 row), with complex texture and structure of the saliency objects (1 row, 3 row,
8 row and 11 row), and background clutter (5 row, 6 row, 7 row, and 10 row), etc.

B. Objective comparative analysis
For quantitative evaluation, figure 6 shows the PR curves of the proposed method

and 14 representative algorithms on six benchmark data sets. It can be seen that: 1) the
saliency object detection method based on FCN is superior to other methods; 2) The new
method in this paper is competitive in ECSSD, DUT-OMRON, HKU, PASCAL-S and
SOD data sets, but slightly inferior to MTDS, DCL, UCF and PAGR algorithms.

In addition, the F and wF scores of the proposed model are compared with these
existing methods on six benchmark data sets. The results are shown in figures 7 and 8.
The results of MAE and the maxF are shown in table 1.

It can be seen that the performance of the proposed method is worse than that of UCF
on SED2, because most of the images in SED2 contain two separate small-size objects,
while the new method does not introduce corresponding modules to deal with this situa-
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Fig. 6. PR curves of saliency maps produced by different approaches on six datasets

(a) (b) (c)

(d) (e) (f)

Fig. 7. F-measure scores of saliency maps with different approaches on six datasets

(a) (b) (c)

(d) (e) (f)

Fig. 8. Weighted F-measure scores of saliency maps with different approaches on six
datasets
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Table 1. MAE and maxF scores of saliency maps with different approaches on six
datasets

Data DUT-OMRON DUT-OMRON ECSSD ECSSD HKU HKU

Index MAE maxF MAE maxF MAE maxF
RR 0.195 0.628 0.194 0.755 0.183 0.723
SMD 0.177 0.635 0.184 0.770 0.166 0.753
DRFI 0.160 0.674 0.181 0.793 0.155 0.788
LEGS 0.132 0.637 0.129 0.838 0.141 0.758
MDF 0.102 0.705 0.116 0.842 0.123 0.871
MC 0.114 0.805 0.111 0.847 0.102 0.818
DCL 0.090 0.767 0.078 0.911 0.074 0.901
ELD 0.101 0.716 0.089 0.878 0.093 0.852
MTDS 0.131 0.756 0.132 0.893 0.104 0.893
KSR 0.141 0.689 0.143 0.840 0.131 0.803
SF 0.118 0.695 0.098 0.863 0.099 0.876
UCF 0.131 0.740 0.080 0.914 0.073 0.898
PAGR 0.082 0.782 0.072 0.938 0.059 0.929
RFCN 0.088 0.744 0.076 0.793 0.065 0.894
Proposed 0.073 0.758 0.061 0.897 0.049 0.887
Data SED2 SED2 PASCAL-S PASCAL-S SOD SOD

Index MAE maxF MAE maxF MAE maxF
RR 0.184 0.795 0.237 0.663 0.270 0.657
SMD 0.169 0.831 0.217 0.699 0.245 0.690
DRFI 0.156 0.846 0.218 0.704 0.235 0.714
LEGS 0.152 0.763 0.170 0.756 0.206 0.747
MDF 0.134 0.670 0.153 0.769 0.235 0.713
MC 0.126 0.818 0.153 0.754 0.272 0.670
DCL 0.115 0.887 0.125 0.822 0.233 0.698
ELD 0.129 0.796 0.131 0.789 0.229 0.704
MTDS 0.145 0.884 0.186 0.773 0.201 0.795
KSR 0.163 0.792 0.165 0.778 0.208 0.755
SF 0.125 0.804 0.141 0.770 0.167 0.780
UCF 0.085 0.898 0.126 0.827 0.158 0.817
PAGR 0.096 0.813 0.101 0.870 0.156 0.801
RFCN 0.119 0.876 0.141 0.827 0.155 0.819
Proposed 0.091 0.857 0.098 0.823 0.123 0.834
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tion. The new method is slightly worse than PAGR algorithm on six data sets. The possible
reasons are as follows: 1) PAGR algorithm uses VGG-19 model with higher accuracy as
the backbone network; 2) The PAGR algorithm introduces the recurrent network module,
which can better detect the saliency from coarse to fine. Comprehensive analysis for the
experimental results shows that the proposed method has certain advantages in processing
complex scene images, and its performance is close to the true value.

4.5. Algorithm Analysis

A. Feature graph analysis
In the proposed multi-scale detection network, the proposed method extracts five fea-

ture graphs fd
i from the modified VGGNet-16 and fuses them in the connection layer. On

the ECSSD benchmark data set, each feature graph fd
i is compared with the fused feature

graph, and the results are shown in table 2. It can be seen from table 2 that: 1) The perfor-
mance of the feature graph fd

5 from the deepest convolution layer edge is closer to that of
the fused feature graph; 2) The saliency feature map obtained by combining multi-layer
features is better than the single feature map.

Table 2. Comparison of feature maps from different side output
Feature map maxF F wF MAE

fd
1 0.345 0.097 0.223 0.491
fd
2 0.317 0.174 0.172 0.319
fd
3 0.501 0.469 0.298 0.318
fd
4 0.427 0.302 0.235 0.243
fd
5 0.871 0.835 0.724 0.105

B. Feature map fusion analysis
In order to verify the effectiveness of the proposed combination scheme, these fea-

tures are combined in different ways and expressed as: S1 = fd
5 , S2 =

∑5
i=4 f

d
i ,

S3 =
∑5

i=3 f
d
i , S4 =

∑5
i=2 f

d
i . The training set and the used hyperparameters are con-

sistent with the model in this paper. The evaluation results on the ECSSD data set are
shown in table 3. It can be seen that the proposed method in this article obtains a better
performance.

Table 3. Comparison with different fusion ways
Method maxF F wF MAE

S1 0.876 0.814 0.758 0.081
S2 0.862 0.797 0.743 0.088
S3 0.855 0.795 0.724 0.093
S4 0.879 0.812 0.758 0.079
Proposed 0.877 0.834 0.779 0.077
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C. Effect of IFL on the detection result
IFL is used for searching the optimization weight in the network. So we test the effect

of IFL on the proposed method, the results are shown in table 4. The results show that the
IFL can greatly improve the saliency detection.

Table 4. Effect of IFL on the detection result
Data set Method maxF F wF MAE

DUT-OMPON Without IFL 0.763 0.802 0.711 0.082
DUT-OMPON With IFL 0.879 0.851 0.792 0.071
HKU Without IFL 0.792 0.784 0.697 0.079
HKU With IFL 0.881 0.845 0.785 0.068

D. Effect of CRF on the detection result
As a post-processing step, the CRF method updates the saliency map obtained from

the network to further highlight the consistency of the region inside the saliency object
and retain the accurate contour information of the saliency object.

To verify its effectiveness, maxF, F, wF and MAE scores are used to evaluate the per-
formance of the saliency method with/without CRF, and the results are shown in table 5. It
can be seen from table 5 that the accuracy of the proposed model can be further improved
by using the CRF method in the test phase. We extend this work by replacing VGGNet-16
with ResNet-101. The conv1, res2c, res3b3, res4b22 and res5c of ResNet-101 are used
as the side output, and other settings are kept unchanged. In table 5, the VGG network in
proposed method as the backbone network is denoted as V and ResNet-101 as the back-
bone network is denoted as R. As can be seen from table 5, with the same training sets, the
saliency graph generated by ResNet-101 without CRF improves the performance of the
algorithm by 2% averagely, which indicates that the overall performance of the algorithm
can be further improved by using the backbone network with better performance.

Note: V/R+CRF=VGGNet/ResNet with CRF, V/R-CRF=VGGNet/ResNet without
CRF

5. Conclusions

The existing saliency object detection methods are difficult to highlight the clear boundary
of the whole object and uniformly highlight the entire internal region in complex images.
Therefore, we propose a new frog leaping algorithm-oriented fully convolutional neu-
ral?network for motion object saliency detection. It extracts multi-scale and multi-level
features from different convolution layers in the VGG network. Meanwhile, an improved
frog leaping algorithm is used to optimize the selection of initial weights during net-
work initialization. The shallow convolution layer produces detailed information, while
the deep convolution layer produces global information. Then, the connection layer is
used to combine these rich image saliency features to generate a saliency map. In the test
phase, in order to further obtain the saliency detection results with accurate contour and
uniform internal region, it introduces the fully connected CRF for saliency update. The
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Table 5. Comparisons with/without CRF
Data set Method maxF F wF MAE

DUT-OMPON V+CRF 0.758 0.707 0.667 0.085
DUT-OMPON V-CRF 0.728 0.645 0.573 0.101
DUT-OMPON R+CRF 0.797 0.750 0.722 0.072
DUT-OMPON R-CRF 0.769 0.682 0.612 0.087
ECSSD V+CRF 0.899 0.887 0.865 0.072
ECSSD V-CRF 0.887 0.845 0.789 0.087
ECSSD R+CRF 0.906 0.859 0.797 0.081
ECSSD R-CRF 0.926 0.906 0.889 0.064
SED2 V+CRF 0.870 0.808 0.783 0.104
SED2 V-CRF 0.837 0.790 0.727 0.113
SED2 R+CRF 0.868 0.813 0.792 0.104
SED2 R-CRF 0.831 0.784 0.710 0.115
HKU V+CRF 0.901 0.879 0.855 0.060
HKU V-CRF 0.872 0.822 0.760 0.076
HKU R+CRF 0.912 0.893 0.874 0.057
HKU R-CRF 0.883 0.829 0.759 0.076
PASCAL-S V+CRF 0.825 0.783 0.743 0.099
PASCAL-S V-CRF 0.809 0.747 0.670 0.124
PASCAL-S R+CRF 0.835 0.795 0.759 0.096
PASCAL-S R-CRF 0.819 0.757 0.667 0.122
SOD V+CRF 0.844 0.796 0.773 0.135
SOD V-CRF 0.826 0.770 0.706 0.826
SOD R+CRF 0.849 0.798 0.784 0.132
SOD R-CRF 0.830 0.796 0.693 0.146
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experimental results show that the proposed method performs better than the 14 repre-
sentative methods in terms of five performance evaluation indexes on six public available
benchmark data sets. For subjective vision, the saliency image obtained by the proposed
method can better deal with various complex images, it not only can display the whole
saliency object uniformly, but also can well retain the contour of saliency object in various
scenes.

In future research, the recurrent network module and boundary detection module will
be used to improve the detection performance on small object images. And we will apply
them to practical engineering.
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