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Abstract. In the era of big data, the amount of Internet data is growing 

explosively. How to quickly obtain valuable information from massive data has 

become a challenging task. To effectively solve the problems faced by 

recommendation technology, such as data sparsity, scalability, and real-time 

recommendation, a personalized recommendation algorithm for e-commerce 

based on Hadoop is designed aiming at the problems in collaborative filtering 

recommendation algorithm. Hadoop cloud computing platform has powerful 

computing and storage capabilities, which are used to improve the collaborative 

filtering recommendation algorithm based on project, and establish a 

comprehensive evaluation system. The effectiveness of the proposed personalized 

recommendation algorithm is further verified through the analysis and comparison 

with some traditional collaborative filtering algorithms. The experimental results 

show that the e-commerce system based on cloud computing technology 

effectively improves the support of various recommendation algorithms in the 

system environment; the algorithm has good scalability and recommendation 

efficiency in the distributed cluster, and the recommendation accuracy is also 

improved, which can improve the sparsity, scalability and real-time problems in e-

commerce personalized recommendation. This study greatly improves the 

recommendation performance of e-commerce, effectively solves the shortcomings 

of the current recommendation algorithm, and further promotes the personalized 

development of e-commerce. 

Keywords: e-commerce, personalized recommendation, cloud computing, big 

data 

1. Introduction 

Under the background of big data era, the development of e-commerce is relatively 

rapid, and the trading volume in this field shows geometric growth [1]. Online shopping 

has become an indispensable part of people's life. Due to the increasing variety and 

quantity of goods on e-commerce websites, when a wide range of goods are provided, it 

provides users with more choices, and causes the problem of information overload [2]. 

In the face of massive information, personalized recommendation has become one of the 

most effective means to solve the problem of information overload, and it is a hot spot in 

the academic and e-commerce circles [3]. In this context, e-commerce recommendation 
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system comes into being. It can capture key data from rich data information, mine 

potential customers for businesses, expand sales scope, and provide commodity 

recommendation for old customers to expand user groups [4]. As the continuous 

improvement of user demand, the recommendation quality of e-commerce 

recommendation cannot meet the requirements of users and businesses. The continuous 

development and expansion of e-commerce lead to the diversified e-commerce mode. 

On the one hand, the increasing amount of product data leads to the untimely data 

processing of recommendation system, and users cannot quickly and accurately search 

for the products they want [5]; on the other hand, the user's demand becomes more and 

more diversified, so that the recommendation system cannot recommend the products 

that users are potentially interested in, and the recommendation content is not diversified 

enough [6]. With the wide use of e-commerce recommendation system in various 

websites, a large number of user’ browsing records and purchase records have been 

accumulated in the database. The huge amount of data and the complexity of data 

structure are beyond the load of ordinary single-machine programs. However, high-

performance computers are expensive, which forces the original calculation and storage 

model to be upgraded and improved [7]. How to make the recommended content 

generated by the system closer to the needs of users has been the core issue in this field. 

The emergence of cloud computing is just a good solution to this problem, and the 

cloud computing framework based on ordinary computers is more suitable for the needs 

of data processing in the era of big data. Cloud computing is a kind of distributed 

computing. In the case of increasing data volume and unstructured data and semi-

structured data, cloud computing only needs to dynamically expand data storage 

resources and data computing resources to maintain the timely response of the 

recommendation system [8]. Wang et al. (2018) used cloud computing and high 

performance computing (HPC) technology to implement large-scale RS data 

management and data for dynamic environmental monitoring, effectively solving the 

problem of data processing in remote sensing [9]; in order to solve the problems of data 

sparsity and cold start in the recommendation system, Mezni and Abdeljaoued (2018) 

proposed a cloud service recommendation system based on collaborative filtering. The 

experimental results confirmed the effectiveness of the method [10]; Mahmood et al. 

(2018) developed a service selector system based on the advantages of cloud providers' 

computer trust, and implemented a multi-agent system approach. This method can fully 

use the data processing advantages of cloud computing to provide better agent-based 

intelligent cloud solutions for end users [11]; Jiang et al. (2019) proposed a cloud 

computing slope algorithm based on the fusion of trusted data and user similarity. The 

experimental results on Amazon dataset suggest that the recommended algorithm is 

more accurate than the traditional algorithm [12]. The above studies show that cloud 

computing has strong performance in various fields, especially in data processing. 

However, there are few studies on the application of cloud computing in e-commerce 

recommendation system. 

Therefore, based on the analysis and research of collaborative filtering, content 

filtering recommendation and association rule algorithm and other key technologies, the 

specific implementation method of recommendation algorithm improvement and 

optimization based on cloud computing technology is proposed. Finally, the improved 

algorithm is empirically analyzed through the establishment of experimental 

environment. This study improves the processing capacity of personalized 
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recommendation algorithm for big data, provides users with real-time, intelligent and 

accurate recommendation information of goods or logistics services, enhances the 

shopping experience of users, improves the marketing, sales and customer relationship 

management capabilities of e-commerce websites, promotes the development of regional 

small and medium-sized logistics enterprises, relieves the pressure of inventory and 

traffic, and reduces the cost of logistics services. 

This exploration is divided into five parts. The first part is the introduction, which 

mainly puts forward the scientific problem that users are difficult to obtain key 

knowledge due to massive Internet data, makes a comparative analysis of previous 

research algorithms, and further puts forward the research content; the second part is the 

methods, which mainly introduces the problems faced by the current personalized 

recommendation algorithm, proposes data mining technology, designs e-commerce 

recommendation system based on cloud computing, and proposes data and computer 

configuration to verify the model; the third part is the results and discussion, which 

mainly introduces the comparison of recommendation efficiency of e-commerce 

recommendation algorithm based on cloud computing, the comparison of 

recommendation performance and scalability of improved e-commerce recommendation 

system; the fourth part is the discussion, which compares the personalized 

recommendation algorithm in previous studies with the method proposed in this 

exploration, and further puts forward the possibility of future application; the fifth part is 

the conclusion, which gives a detailed description of the main contributions and 

limitations of this study. 

2. Methods 

2.1. Personalized Recommendation System 

As the most important part of e-commerce personalized recommendation system, 

personalized recommendation technology largely determines the type and performance 

of e-commerce personalized recommendation system. At present, according to the 

different recommendation methods, personalized recommendation can be divided into 

collaborative filtering recommendation, recommendation based on association rules, 

recommendation based on user statistics, and combined recommendation technology. 

The traditional personalized recommendation system consists of three parts: behavior 

record, analysis module and recommendation algorithm [13]. Figure 3 shows the 

specific workflow. Among them, the behavior record module is used to collect the user's 

behavior information (browsing and rating); the model analysis module mainly uses the 

information data collected by the behavior record module to analyze, obtain the 

potential user preferences and the degree of liking, and establish the corresponding user 

preference information model; according to the recommendation model, the 

recommendation algorithm module finds the products that the user may like from the 

product set based on the user's preference information, and then recommends it to the 

user. 



1362           Yiman Zhang 

 

Provide user behavior 

information

Collecting user behavior 

information

Seek 

recommendation Generate 

recommendations

Recommendation 

model

UserBehavior record

Recommendation 

algorithm
Model analysis

 

Fig. 1. Internet of things architecture 

From the perspective of e-commerce, the recommendation system can be regarded as 

application software that can help e-commerce websites recommend commodities. 

User's behavior information data are collected, and they will be analyzed through 

statistical analysis, machine learning and other analysis methods. The commodities that 

users may be interested in are found from the product database and recommended to 

users, which can improve the sales level of e-commerce, increase user stickiness, 

promote consumption, and promote the development of e-commerce at last. 

2.2. Big Data 

Big data can be simply regarded as data with an extremely large scale. Since big data 

itself has an abstract concept, its definition has not been completely unified. First, big 

data is considered to be a dataset that takes more time to acquire, manage and process 

data with software tools than can be tolerated, but this definition is too unilateral and 

does not reflect the characteristics of big data. Then, the famous big data 3V model is 

proposed, which believes that big data has three characteristics: massive, diverse, and 

high-speed. Later, with the continuous development of the eras, it is proposed that big 

data also has the characteristics of value and authenticity [14]. 

2.3. Design of Recommendation System for E-commerce Based on Cloud 

Computing 

(1) The framework of the recommendation system for e-commerce based on cloud 

computing: the e-commerce recommendation system based on cloud computing is 

constructed in a hierarchical structure, which can be divided into four layers from top to 

bottom: application layer, recommendation engine layer, cloud computing platform 

layer, and data source layer. The four layers are independent and mutual-restricted with 
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each other. They use the interface to interact information with each other, and design the 

level interior through the modular idea, so as to ensure the performance advantages of 

high cohesion, low coupling and easy to expand in the system architecture [15]. The 

data source layer mainly stores the data information on the e-commerce website, 

including the original data from different machines in various forms. After the 

integration of these data, the recommendation system obtains the information 

characteristics of users and commodities. The data information is preprocessed by the 

cloud computing platform layer. The information stored in the data source layer has the 

characteristics of multi-source, heterogeneity, and multi-type, and these characteristics 

lead to the increase of data noise; therefore, it is necessary to preprocess and filter the 

data to remove the noise before they are used. Data preprocessing includes five 

processes: data extraction, data cleaning, data conversion, data mapping and data 

integration. Different extraction methods are used to extract the corresponding 

characteristic data. Finally, the unified structure is used to store the data. The cloud 

computing platform layer mainly uses distributed computing and distributed storage 

systems to process and calculate data, which is mainly completed by the Hadoop 

platform. Figure 2 shows the overall architecture of the distributed recommendation 

system. 
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Fig. 2. Overall architecture of distributed recommendation system 
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The recommendation engine layer is the core layer of the recommendation system. It 

uses some general algorithm interfaces in the cloud computing platform to construct a 

recommendation algorithm and recommendation strategy into a recommendation engine 

that can operate independently. According to the diversified recommendation 

requirements, a corresponding recommendation engine is designed for each different 

recommendation requirement, which solves the scalability of the recommendation 

system. The recommendation engine based on collaborative filtering technology, content 

filtering calculation and association rule is designed. 

(2) The cloud computing platform – Hadoop: it is a kind of distributed system 

infrastructure, which is supported by cheap computer cluster hardware to deal with 

massive data. Hadoop platform makes it easier for users to develop distributed 

programs; it can use cluster hardware to achieve massive data storage and high-speed 

computing, which has excellent scalability and high reliability [16]. Hadoop distributed 

file system (HDFS) and basic execution unit (MapReduce) of distributed computing 

tasks are the core components of the Hadoop platform. The HDFS is at the bottom of the 

Hadoop platform, which is mainly used to store files in all data nodes in the cluster. 

MapReduce is used to process massive data [17]. Figure 3 presents the architecture of 

the Hadoop platform. 
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Fig. 3. The architecture of the Hadoop platform 

HDFS is mainly used for the storage of data files and adopts the master/slave 

architecture, providing storage services for high-throughput, reliable and scalable large 

data files of upper layer distributed computing tasks. MapReduce is a programming 

model for parallel computing of large datasets, and it is easy to use and understand; the 

use of this programming model does not require users to understand its distributed and 

parallel programming, and the development of the program can be realized by using map 

function and reduce function [18]. MapReduce is used to process big data, which is 

realized mainly through the idea of dividing and ruling. When cloud computing 
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technology is used to design a recommendation system of e-commerce, the concurrency 

elements involved in the traditional algorithm need to be found out. These parallel tasks 

are opposite to each other, so that the distributed computing method can be used 

directly; however, for the serial tasks, they should be decomposed as much as possible; 

then, the parallel tasks are found to calculate them. Figure 4 is the processing flow of 

tasks with MapReduce. 
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Fig. 4. Flow chart of task processing based on MapReduce 

2.4. Personalized Recommendation Algorithm Based on Cloud Computing 

(1) Collaborative filtering recommendation algorithm based on cloud computing: the 

collaborative filtering recommendation algorithm can be divided into user-based 

collaborative filtering (UserCF) and an item-based collaborative filtering algorithm 

(ItemCF) [19]. The widely used recommendation algorithm in e-commerce system is 

collaborative filtering algorithm, which simulates the scene of mutual recommendation 

between people in real life, uses the user's behavior characteristics in their historical 

information data to calculate the user's similarity, and uses the similarity data to 

recommend the product information to the user. C={c1,c2,…cn} is regarded as the set of 

all users in the system, and S={s1,s2,…sn} is a set of all products. The score of user c for 

the unevaluated product s is rc,s,. Then, the score is calculated as follows.  


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
Ĉĉ
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 Ĉ  represents the similarity set of c, k is a standardization factor, and )ĉsim(c,   

represents the similarity between targeting user c and similar user  ĉ . cr  represents the 

average score of user c, and ĉr  represents the average score of the user ĉ  . 
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Fig. 5. Flow chart of system filtering recommendation algorithm improved by cloud 

computing technology 

The principle of the collaborative filtering recommendation algorithm improved by 

cloud computing is the same as that of the traditional collaborative filtering 

recommendation algorithm. However, compared with the traditional collaborative 

filtering recommendation algorithm, the performance efficiency of the algorithm is 

improved because of the enhanced ability of distributed parallel computing. 

(2) Content filtering recommendation algorithm based on cloud computing: the 

content-based recommendation (CBR) method recommends objects with similar 

attributes to users according to their selection objects, and Figure 6 shows the 

recommendation process based on content filtering. 
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Fig. 6. Recommendation flow chart based on content filtering 

Algorithm recommendation flow based on content filtering is as follows. First, 

according to the user's scoring database, the attribute features of the item are extracted, 

and the feature documents of the item are constructed. Combined with the user's 

historical information, the user's preference document is constructed, and the similarity 

between the two documents is calculated to find items similar to the user's preference 

and recommend them to the user. Both feature documents and user preference 

documents are built based on the content recommendation algorithm, and the content 

information of the item is represented by the vector space model [21]. If item i has k 

attributes, wij is used to represent the weight of the j-th attribute of item i; therefore, the 

contentProfile (i) of item i can be expressed in the following ways. 

 ikii wwwiofilecontent ,,,)(Pr 21   (4) 

The user's preference information can be obtained by decision-tree, Bayesian 

classification algorithm, neural networks, and other machine learning algorithms. The 

importance of the j-th attribute to user u is represented by wuj, and the userProfile (u) 

can be calculated by the following equation. 

 ukuu wwwiofileuser ,,,)(Pr 21   (5) 

Finally, cosine similarity is used to calculate the similarity between item i and user u 

in the item document and user preference document. The calculation method is as 

follows. 
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MR-CBR, an improved content filtering recommendation algorithm based on cloud 

computing technology, can be regarded as a mutually independent and parallelizable 

process when user's preference documents are calculated, and can be regarded as a 

MapReduce. When the similarity between two document information is calculated, it is 

also an independent and feasible calculation process and regarded as another 

MapReduce, and there is a serial relationship between the two MapReduces [22]. Figure 

7 presents the flow of the improved content filtering recommendation algorithm based 

on cloud computing. 
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Figure. 7. The flow chart of the improved content filtering recommendation algorithm 

based on cloud computing 

(3) An improved association rule recommendation algorithm based on cloud 

computing: association rules are based on mining the correlation between items from 

many data. It can analyze the transaction data of commodities, find out the commodities 

that are purchased frequently at the same time from the data, generate corresponding 

rules, and recommend for users based on the current behavior data of users [23]. The 

item set is set to I={i1,i2,…in}, the commodity transaction database is represented by D, 

and each transaction is represented by T. T is a subset of commodity items, and A is 

regarded as an item set when A is less than or equal to T. It can be considered that trade 

T contains A. The calculating method of ( )(sup BAport   ) is as follows. 
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It is difficult to extract rules due to the sparsity and high dimension of data in the 

association rule recommendation algorithm, resulting in quality instability. In addition, 

the offline building time of rule in this algorithm is relatively long. Meanwhile, the 

algorithm will increase the management difficulty with the increase in the number of 

rules. 

For the improved association rule recommendation algorithm (MR-FP) based on 

cloud computing, it is not necessary to build frequent tree for the whole transaction set 

in the construction of a frequent tree. The frequent tree of the frequent term conditions is 

constructed with each calculated node, and the corresponding conditional frequent tree 

is established. Then, the final solution of the algorithm is obtained by combining 

conditional frequent trees, and the association rules of the frequent term set are obtained. 

Finally, according to the association rules, products are recommended to users [24]. 

2.5. Construction of a Ccomprehensive Evaluation System for Distributed 

Recommendation System 

To verify the advantages and disadvantages of the distributed recommendation systems 

in three kinds of e-commerces, a comprehensive evaluation system of the corresponding 

distributed recommendation system will be established [25]. The following principles 

should be followed in indicator selection, as shown in Table 1. 

Table 1. Selection principle of comprehensive evaluation system index 

number principle selection method 

one objectiveness comprehensive and easy to quantify 

two systematicness can reflect essential features 

three independence an indicator reflects a single element 

four science 

scientific and reasonable to meet the theory of 

statistics, economics, e-commerce and other related 

disciplines 

 

Precision, efficiency, coverage, diversity, and novelty are regarded as evaluation 

indicators of the e-commerce recommendation system. When the precision of the 

recommended system is calculated, the mean absolute error (MAE) can be used as the 
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judgment method for the precision of the system score prediction. The calculation 

method is as follows. 

T
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Tiu
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 (9) 

In the above equation, rui refers to the actual score of user u for product i, and uir̂  

refers to the predicting score of user u for the product i. 

Users' preferences for recommended items can be calculated by the prediction 

precision recommended by TopN, expressed by two indicators of precision and recall, 

and fitted by F1-Score. The calculation method is as follows. 













Uu

Uu

uR

uTuR

ecision
)(

)()(

Pr  (10) 













Uu

Uu

uT

uTuR

call
)(

)()(

Re  (11) 

callecision

callecision
ScoreF

RePr

Re*Pr*2
1


  (12) 

In the above equations, R(u) refers to the user's behavior and the number of items in 

their recommendation list, and T(u) refers to the number of items the user likes. 

Efficiency refers to the time consumed by the algorithm in calculating and processing, 

and the calculation of this indicator can be measured by the time consumed by the 

algorithm operating on the computer. 

Coverage refers to the widespread degree of items recommended by e-commerce 

recommendation system to users. The calculation method is as follows. 

I

uRU
Coverage

Uu )(
  (13) 

Where U refers to the user set of the system, and R(u) refers to the list of products 

recommended to users. 

Diversity is represented by the dissimilarity of products in the recommendation list 

and the dissimilarity of the list recommended to different users. Hamming distance 

(HM) is used to express the dissimilarity of recommendation lists of different users u 

and v [26], and the calculation method is as follows. 
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In the above equations, R(u) and R(v) refer to the list of products recommended to 

users u and v. When R(u) and R(v) are identical, the value of HM is 0, and when there is 

no overlap, it is 1. When the value of HM is larger, the system diversity is higher. 

Novelty means that the recommendation system recommends some non-popular new 

products to users, and the novelty of the recommended items can be evaluated according 

to the average popularity of the recommendation list. When the average popularity of 

products in the recommendation list is smaller, the novelty of the recommendation 

system is stronger. 

The e-commerce recommendation system is built through the Hadoop platform. 

Because the number of nodes of the platform can be increased and decreased flexibly, 

the recommendation effect of the distributed recommendation system and in the single 

machine environment is compared by the acceleration ratio (R). The calculation method 

of R is as follows. 

Tc

Ts
R 

 
(15) 

Ts in the above equation represents the operating time of the recommendation system 

in a single machine environment, and Tc represents the operating time of the distributed 

recommendation system. 

3. Results and Analysis 

3.1. Comparison of Recommendation Efficiency of E-commerce 

Recommendation Algorithm Based on Cloud Computing 

The recommendation efficiency of the algorithm is compared mainly through the 

comparison of the operating speed of the algorithm. The operating time of the algorithm 

is inversely proportional to the computing ability of the algorithm. The shorter the 

operating time of the algorithm is, the stronger the computing ability of the algorithm is, 

and the higher the recommendation efficiency of the algorithm is. The recommended 

efficiency of several algorithms is compared, and the comparison results are shown in 

Figure 8. It suggests that when the amount of input data information increases, the 

running time of the algorithm under different nodes increases slowly, which shows that 

the greater the amount of information to be calculated is, the slower the calculation and 

processing speed of the algorithm are. However, the running time of the algorithm under 

7 nodes is better than that of 5 nodes, the running time of algorithm with 5 nodes is 

better than that of 3 nodes, and the running time of algorithm with 3 nodes is better than 

that of 2 nodes. It shows that the in the distributed platform, the more the nodes are, the 
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stronger the computing power of the algorithm is, and the faster the execution speed of 

the algorithm is. Therefore, the improved algorithm runs fast. The recommendation 

system has high recommendation efficiency. 
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 Fig. 8. Analysis chart of algorithm recommendation efficiency based on cloud computing 

improvement 

3.2. Recommendation Performance Comparison of E-commerce 

Recommendation System Based on Cloud Computing iImprovement 

The comprehensive evaluation system is used to analyze the performance of the e-

commerce recommendation system based on cloud computing, and the analysis results 

are shown in Figure 9. It reveals that as far as the accuracy indicator is concerned, the 

final evaluation results are accuracy rate, recall rate and the average value of F1 in five 

experiments, because the three recommendation engines of collaborative filtering, 

content filtering and association rules are all based on TopN recommendation. The F1 

values are 7.2%, 8.4% and 5.6%, respectively. It suggests that the content filtering 

recommendation engine is superior in recommendation accuracy; in terms of efficiency 

indicator, 5000 users are randomly selected for offline calculation, and the running time 

of the three is 12s, 23s and 42s, respectively, which shows that the collaborative filtering 

recommendation engine is the best in this respect; in terms of coverage indicator, the 

proportion of items recommended for all users by the three recommendation engines is 

counted. Coverage rate is 45.6%, 68.4% and 72.1%, respectively; in terms of diversity 

indicator, the recommended list of the three engines for the users at a certain time is 

selected, and the Hamming distance of the user pairs used. The diversity degree of the 

three recommendation engines is 74.6% 86.2%, and 64.5%, respectively. In terms of 

novelty indicator, the average popularity of items in the recommended list of the three 
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recommendation engines is 15.2%, 28.6% and 15.6%, respectively. The above research 

results prove that the performance of content filtering recommendation system based on 

cloud computing is the best, and the system filtering recommendation system based on 

cloud computing has the least running time and the highest efficiency. 
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Fig. 9. Comprehensive evaluation indicator results chart of different recommendation algorithms 

3.3. Scalable Performance Comparison of E-commerce Recommendation 

System Based on Cloud Computing 

The R of several recommendation systems in a single machine environment (node 

number is 1) and distributed recommendation system (node number is at least 2) is 

compared, and the comparison results are shown in Figure 10 and Figure 11. It shows 

that the acceleration ratio of the algorithm increases with the increasing number of 

cluster nodes. The change is very fast in the early stage and slow in the later stage. The 

acceleration ratio of the algorithm with 7 nodes is larger than that of the algorithm with 

5 nodes. The acceleration ratio of the algorithm with 5 nodes is larger than that of the 

algorithm with 3 nodes. The acceleration ratio of the algorithm under 3 nodes is larger 

than that of the algorithm under 1 node. It shows that in the distributed platform, the 

more the nodes are, the stronger the computing power of the algorithm is, the better the 

recommendation effect of the recommendation system is. However, the experiment 

suggests that when the number of nodes is less than 5, the acceleration ratio changes 

linearly. When the number of nodes is greater than 5, the acceleration ratio changes 

slowly with the increasing number of nodes. It reveals that simply increasing the number 

of cluster nodes cannot infinitely improve the performance of the algorithm. 
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Fig. 10. Acceleration ratio analysis chart of the recommendation algorithm under different cluster 

nodes 

Figure 10 suggests that the R of the distributed recommendation algorithm increases 

gradually with the increase of the number of nodes. It indicates that the scalability 

performance of the recommendation algorithm is better than that in the single machine 

environment. Figure 11 shows that the three distributed algorithms have obvious 

advantages over traditional algorithms in execution time. In the case of experimental 

data, with the increase of the number of clusters, the acceleration ratio of the three 

recommendation algorithms gradually increases, which shows that the distributed 

algorithm continues to run at this time. When the cluster size reaches 10, the execution 

efficiency of MR-UserCF algorithm is more than 7 times than that of single machine. In 

the best case, MR-CBR and MR-FP algorithms can reach 4 times and 3 times. However, 

due to the scale of experimental data, when the Hadoop cluster nodes are added after 

reaching the peak of acceleration ratio, the growth rate slows down with the increase of 

nodes, but the slope decreases, which indicates that the growth rate slows down with the 

increase of nodes. However, in general, the increase of the number of nodes can 

effectively guarantee the decrease of system running time. 
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Fig. 11. R analysis chart of different recommendation algorithms 

4. Discussion 

Cloud computing technology and Hadoop platform are used to improve the traditional e-

commerce recommendation algorithm. The recommendation speed of the algorithm 

significantly increases after the improvement (Figure 8). The main reason is that the 

more the nodes are in the distributed platform, the stronger the computing power of the 

algorithm is, the faster the implementation speed of the algorithm is. This is confirmed 

by the research in Zhu and Bai (2020). They took collaborative filtering 

recommendation algorithm as an example of data mining platform, and introduced the 

idea of weighted factor based on project popularity to improve the degree of 

personalized recommendation system. The improved algorithm improves the 

performance of personalized recommendation system [27]. Based on the open source 

cloud computing platform Hadoop, MapReduce parallel framework is used to process 

massive data sets. Distributed file system HDFS is adopted to store and manage super 

large files. Compared with the traditional recommendation algorithm, it has obvious 

improvement in recommendation speed, which can greatly improve the recommendation 

speed of the recommendation system and improve the user satisfaction (Figure 9). It has 

also been confirmed in the research of Tang and Cheng (2017). They constructed and 

replaced the rating matrix based on user preference characteristics. MapReduce parallel 

computing framework can improve computing efficiency and algorithm scalability [28]. 

The applicability and scalability of traditional recommendation algorithms for single 

machine computing in the face of large data sets is systematically analyzed, including 

the operation mechanism of divide and rule and the method of problem domain partition 

in MapReduce method of cloud computing. From the perspective of parallel 
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decomposition of tasks and data, the design principles of recommendation algorithm 

based on cloud computing are proposed. It is found that simply increasing the number of 

nodes in the cluster cannot improve the performance of the algorithm infinitely, and the 

increase of the number of nodes can effectively guarantee the decrease of system 

running time. This is confirmed by Cao et al. (2018). They found that in the process of 

MapReduce parallelization, the data partition matrix is stored in line segments, the 

computing load is distributed in each node of the cluster, and the time consumption and 

partition matrix consumption of moving data matrix is calculated, which can reduce the 

calculation amount in the execution process, and greatly reduce the consumption of 

storage space, but the number of nodes cannot be increased too much [29]. Hadoop 

platform is used to build e-commerce recommendation system, and improve the parallel 

computing ability of the recommendation system. Therefore, this study is consistent with 

the existing research results, which shows that the research method is effective and 

feasible. 

5. Conclusion 

 

In the environment of big data, the traditional system filtering recommendation, content 

filtering, and association rule filtering algorithms are rebuilt on the Hadoop platform 

through cloud computing technology, and the parallel processing efficiency of several 

algorithms is improved by MapReduce. A comprehensive evaluation system is 

established. Its calculation and analysis as well as R prove that several improved 

distributed recommendation algorithms based on cloud computing are more efficient 

than those in the traditional single machine environment; moreover, the performance of 

the distributed recommendation algorithm in R comparison and analysis is excellent. It 

shows that the improved distributed recommendation system based on cloud computing 

improves the support of the recommendation algorithm, reduces the operating time of 

the algorithm, and improves the recommendation efficiency of the algorithm. The 

content filtering recommendation algorithm based on cloud computing has an excellent 

performance in precision, coverage, diversity, and novelty. The collaborative filtering 

recommendation system based on cloud computing has the best operation efficiency and 

good scalability. 

The Hadoop platform is a relatively mature research platform at present. In the 

future development, the optimization and improvement of this platform is still a research 

focus, and it is hoped that more traditional algorithms can be improved through this 

platform to improve the performance of the algorithm; moreover, when cloud computing 

technology is used to improve the traditional algorithm, MapReduce improves the 

parallel processing efficiency of the algorithm; however, in coordinating the hybrid 

systems of different cloud platforms and coordinating the layout of datasets, further 

research is needed to improve the working performance of the cloud system. 
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