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Abstract. In the commercial realm, particularly for businesses targeting consumers
(B2C), the challenge of acquiring and retaining valuable potential customers is
paramount. As chip technology continues to advance at breakneck speed, in line
with Moore’s Law, various innovative Al technologies have emerged, yet this also
highlights the infamous “black-box” issue. Naturally, this has paved the way for
the rise of Explainable AI (XAI) and machine learning. In response, this study
proposes a universal explainability framework to tackle both the black-box co-
nundrum and the limitation of customer list sizes. The framework leverages the
fundamental Byte-Pair Encoding (BPE) algorithm from large language models to
tokenize natural language data, integrating the results into customer data as fea-
ture columns, thereby constructing comprehensive Persona. Crucially, domain ex-
perts are involved in the model-building process, selecting and recommending fea-
tures. These experts utilize depth-first search to identify additional, similar feature
columns, which are then used as target categories for machine learning models.
The final step involves classification tasks and prediction evaluations. The proposed
framework demonstrates its effectiveness and generalizability through validation on
public datasets, increasing the number of potential customers by 7.5 times compared
to traditional modeling approaches. In case studies, the framework outperforms cus-
tomer lists generated by experts based on past experience, yielding 2.4 times more
customers, 3.8 times higher response rates, and 9 times more total respondents.
More importantly, both the model-building process and predictive outcomes are in-
terpretable through domain knowledge, enabling businesses to transfer experience
and expertise, thus laying a solid foundation for large language models within the
industry.
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1. Introduction

In the aftermath of the COVID-19 era, technological advancements have accelerated var-
ious industries. However, the adoption of technologies such as machine learning has
progressed slowly in certain sectors [1,2] . Many scholars argue that despite the im-
provements in tools and computational capabilities over the years, the impact of these
technologies has not reached the expected levels and continues to shape our daily lives
[3,4]. Although artificial intelligence has become an indispensable part of modern life,
the use of opaque “black-box” models in highly sensitive domains—such as healthcare,
biomedicine, public policy, human life, judicial rights, finance, consumer products, and
any area related to personal privacy and life—remains particularly problematic [5].

Consequently, literature on Explainable Al (XAI) began to experience exponential
growth from 2020 onward. Research in this area spans various fields, including digital
health, law, public transportation, finance, and defense, reflecting the increasing recog-
nition of the importance of transparency and interpretability [S]. On the other hand, ma-
jor technology companies released numerous large language models (LLMs) in 2023,
which gained considerable popularity. These include OpenAI’s ChatGPT [6] and Meta
AT’s Llama [7, 8], with ChatGPT alone amassing over 180 million users [6].

In fact, large language models (LLMs) have not only introduced technological trans-
formations in domains directly related to natural language, such as customer support [9],
search engines [10, 11], and text translation [12, 13], but have also been broadly applied
across other interdisciplinary areas, including medicine, code assistance, education, and
finance [14—17]. This signifies that LLMs possess adaptability and potential for language-
related tasks across various industries and environments.

With the pulse of technological advancement, both the economy and society have
undergone significant changes, profoundly altering consumer shopping and retail capa-
bilities [18]. For businesses targeting the consumer (B2C) market, competition has be-
come increasingly fierce, making the retention of valuable and indispensable potential
customers crucial [18]. In customer relationship management, whether in automotive,
aviation, retail, or e-commerce sectors, unique methods of customer segmentation are em-
ployed. Various techniques are utilized to predict future demand peaks and adjust pricing
and marketing strategies, all with the aim of gaining a deeper understanding of consumer
behavior and habits [19].

Beyond e-commerce and retail, the financial industry is also a prominent example
of B2C commerce. Marketing campaigns are one of the primary methods for achieving
corporate objectives and are crucial for banks in attracting and retaining customers. More-
over, if a company’s marketing activities or strategies are not executed effectively, it can
face significant challenges in meeting annual targets [20], which in turn can impact over-
all business performance [21] and corporate profitability [22]. In any industry focused on
sales strategies, it is essential to gain a deeper understanding of each consumer, includ-
ing their purchasing habits and preferences [23], and to develop appropriate marketing
strategies based on their buying patterns and attributes. Marketing strategies aim to de-
liver greater value to both customers and the company at a lower cost. In the business
realm, failing to carefully consider the process through which potential consumers pur-
chase or receive products can lead to wasted resources [24]. Consequently, calculating the
return on investment (ROI) of marketing expenditures across activities and strategies such
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as physical advertising, promotional campaigns, and digital advertising is a complex yet
crucial issue for decision-makers [18].

Given the aforementioned context, decision-makers or domain experts responsible for
marketing strategies often reject the use of potential customer lists generated by models,
primarily due to concerns about cost and career development. They tend to distrust ’black-
box” models and are apprehensive about the possibility of these technologies replacing
their roles [25]. Furthermore, as many companies lack additional funds for validating the
lists produced by these models, skepticism regarding the validity of model-generated lists
persists. Consequently, experts prefer to rely on their own experience to plan marketing
activities and identify potential customers [26], choosing to preserve their job security
while potentially causing the company to lag behind technological advancements.

This study aims to address the issue of domain experts’ reluctance to accept market-
ing lists generated by models by proposing an explainability framework. In addition to
leveraging the fundamental principles of large language models (LLMs) to provide inter-
pretability to data through natural language, previous literature has also employed RFM
models to enhance users’ understanding of data [27]. Furthermore, techniques such as
LIME and SHAP can be used to supplement the interpretability of model results [28], and
the use of graph-based co-occurrence descriptions can elucidate the weights and relation-
ships between features [29], thereby improving the efficiency of information retrieval.

Moreover, involving domain experts in the construction of models to help them un-
derstand the significance of the predictive results can not only increase the number of
potential customers but also enable decision-makers and experts to connect marketing
activities with corporate value. This fosters trust in the model-generated results and alle-
viates the tension between machine learning and domain expertise [25], while also pre-
venting manipulation of marketing variables [18]. Meeting these conditions will facilitate
the integration of decision-makers’ and experts’ domain knowledge and experience into
the models [30,31], thereby enhancing the company’s value and position in the era of
large language models.

Therefore, this study develops a universal explainability framework to address issues
related to domain experts’ inability to accept model-generated lists and the limitations on
the number of items in these lists. The framework will incorporate the following function-
alities and conditions:

e The framework proposed in this study is designed to be applicable to any B2C busi-
ness within the commercial sector. It will enable companies to obtain potential cus-
tomer lists that are both understandable and interpretable, and that exceed the number
of potential customers typically identified through conventional experience and mod-
els.

e This framework must possess both reproducibility and generalizability, allowing any
industry dealing with natural language data to apply it in order to provide additional
interpretability to their data and models.

e This approach leverages the fundamental principles of large language models (LLMs),
specifically, tokenization algorithms, to provide additional and effective feature
columns to natural language data. This enhancement makes customer data more de-
scriptive, thereby improving readability for users and facilitating a clearer understand-
ing of customer purchasing behavior and habits.
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o In the steps of the explainability framework, involving domain experts in understand-
ing the operation of the framework and the model-building process not only facili-
tates the transfer of their knowledge and experience into the model but also reduces
the tension between their professional status and technological advancements.

e The predictive results of this method should surpass those generated based on past
experience in terms of list size, response rate, and overall number of respondents. Ad-
ditionally, the method should be applied in practical cases to achieve more effective,
diverse, and precise customer relationship management and marketing strategies.

2. Preliminaries

2.1. XAI and XML

As the applications of Al and ML become increasingly widespread, the methods have
also grown in complexity. Consequently, business stakeholders have become more con-
cerned about the potential drawbacks of these models, including data-specific biases [32].
To address these concerns, Lundberg et al. introduced SHapley Additive exPlanations
(SHAP) as an industry standard for interpreting machine learning models [33]. However,
such interpretability often falls short of satisfying most users, leading to the consideration
of post-hoc explanation methods, such as textual explanations, visual explanations, and
example-based explanations [34, 35].

Due to the “black box” issue inherent in artificial intelligence and machine learning,
three key elements have emerged to define XAl and XML.

e Transparency: A ML method is considered transparent if the model itself is easy to
understand and the extraction process is transparent. This encompasses model trans-
parency, design transparency, and algorithmic transparency [36].

o Interpretability: Users must be able to understand the basis on which algorithmic
decisions are made within the model. They should also be capable of explaining the
algorithmic criteria and hyperparameter variables within the model in comprehensible
terms [36].

o Explainability: The definition of this element varies [36], but it is commonly un-
derstood as the user’s ability to explain why the model made a specific decision,
understand the rationale behind a particular prediction, and even integrate domain
knowledge with the prediction to provide contextual explanations. This deeper un-
derstanding is essential for achieving true explainability [36].

With the rapid advancement of XAI and XML, their applications have become in-
creasingly widespread across various fields [37].
In the medical field: Soares et al. utilized computed tomography (CT) scans to identify
COVID-19 [38]. Morais et al., in collaboration with domain experts, examined the perfor-
mance of XAl in cancer diagnosis from the perspective of experts, offering explanations
that extend beyond the experts’ viewpoint [39].
In the field of public policy and the judicial system: Dressel and Farid highlighted the
widespread use of criminal risk assessment systems. They emphasized the necessity of
providing explanations in key decisions within these systems to maintain fairness and
avoid racial bias [40].



A BPE-Based Explainable AI Framework for Business Persona 1711

Applications based on natural language processing are also being explored in the re-
search domain. Several authors have improved user trust in applications through the use
of XAI techniques for anomaly and fraud detection [41]. Additionally, Mathews proposed
an interpretable tweet classification method based on LIME, which enhances the explain-
ability of application results, thereby increasing user engagement and trust [42].

A significant portion of applications is found in autonomous driving systems. In a fully
automated system, the driving system is expected to operate in any unknown environment
[43], which impacts trust and transparency compared to black-box systems. Therefore,
from the perspectives of public perception and trust, as well as regulatory and legal con-
siderations, XAl is critically important. Transparency, interpretability, and explainability
are essential for developing more reliable, safe, and regulation-compliant autonomous
driving systems [43].

In other domains, Murindanyi et al. utilized four tree-based machine learning methods
and four standard machine learning methods to predict customer churn at Czech banks.
By incorporating post-hoc explanation techniques such as LIME and SHAP, they achieved
satisfactory predictive results [44]. Clement et al. proposed the XAIR process for the
development of XAI, which mirrors the five steps of software development: requirements
analysis, design, development, evaluation, and deployment. This process is presented as a
comprehensive framework for other scholars to reference [45].

From the literature review presented in this section, it is evident that both XAI and
XML share many similar elements and principles. XAl or XML fundamentally relies on
three key elements: transparency, interpretability, and explainability. The application of
XAl or XML in commercial domains is relatively limited, as these fields place greater em-
phasis on domain experts’ experience. While techniques such as LIME and SHAP have
demonstrated effective explanatory capabilities in literature, they may still be deemed
insufficient by experts lacking data-related knowledge, leading to a lack of persuasion
and practical application in industry. Additionally, due to the cost sensitivity in commer-
cial sectors, extensive experimental costs and expenditures for model validation are often
unacceptable. However, if interpretability frameworks can improve the reliance on ex-
perience in commercial fields, they are likely to contribute significantly and offer future
advancements in these domains.

The issue of marketing lists being rejected by domain experts, as examined in this
study, will be addressed through an interpretability framework that meets the three key el-
ements: transparency, interpretability, and explainability. This framework will be designed
to extract natural language data from customers, transforming the extracted natural lan-
guage results into customer personas. Additionally, it will incorporate recommendations
from domain experts to form a comprehensive solution.

2.2. Persona

Many studies have indicated that constructing persona aids in better understanding user
needs, thereby facilitating personalized and precise information services [46].

Given that the early development of persona was driven by the needs of designers, scholar
Travis, who specializes in user experience research, provided the following definition of
the persona extraction process [47]:

e Primary Research: Whether the persona is determined based on real customer data
or contextual interviews.
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e Empathy: Whether the persona evokes user understanding and empathy by incorpo-
rating elements such as names, photographs, or product-related descriptions.

e Realism: Whether the persona appears authentic to experts in the field or frontline
personnel who interact directly with customers.

o Singularity: Whether each persona is unique in its composition and distinct from
other characters.personnel who interact directly with customers.

e Objectives: Whether the persona includes product-related goals and provides key
descriptions that articulate these objectives.

e Quantity: Whether the number of personas meets the team’s requirements, is suffi-
cient for the team to remember their characteristics, and designates one persona as
the primary character.

o Applicability: Whether the team can practically apply the persona in decision-making
processes.

The seven elements outlined above play a crucial role in the effective implementation
of persona techniques. They offer sufficient flexibility and adaptability, enabling practi-
tioners to creatively explore and develop various applications of personas in practice [48].

To fulfill various objectives, personas are widely applied in software design [49], ad-

vertising [50], and technology products [46]. However, the ultimate aim remains that these
personas should effectively inform and guide planning and decision-making processes
[51].
Although the definition of personas is relatively broad, a review of the literature reveals
that most scholars agree that personas are inherently goal-oriented. Practitioners must
have a clear understanding of the purpose behind persona extraction and whether the
resulting personas fulfill the initially defined objectives. Moreover, the process of devel-
oping personas should ensure that the seven essential elements are met, thereby ensuring
that the personas align with expectations.

In practical applications, beyond obtaining personas through pre-classified data com-
bined with statistical and regression methods, many scholars also employ clustering and
supervised learning techniques for persona extraction. Some even derive personas from
predictive outcomes. However, these approaches often fall short of achieving the initially
set objectives [49, 50].

The explainability framework proposed in this study differs from traditional meth-
ods of persona extraction in the literature. It utilizes BPE to extract customers’ natural
language data, directly generating personas that enable experts and decision-makers to
describe their behaviors and characteristics. These personas will meet the criteria of the
seven key elements, ensuring not only realism and uniqueness but also alignment with the
intended objectives. Additionally, BPE enhances the model’s transparency, interpretabil-
ity, and explainability.

2.3. The BPE

When discussing Byte Pair Encoding (BPE), it is common to reference the increasingly
popular large language models (LLMs) in recent years. These models, characterized by
an extensive number of parameters, are designed to understand and process natural lan-
guage by modeling the semantics and probabilities of text sequences within vast datasets.
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Through pre-training tasks, such as Masked Language Modeling or autoregressive predic-
tion, large language models learn to comprehend and generate natural language effectively
[52].

A well-designed pretrained transformer language model requires the implementation
of various subword tokenization methods [53], among which the most renowned is BPE
[54].BPE, proposed in 1994, is a straightforward data compression technique that employs
a single unused byte to iteratively replace the most frequent pair of bytes in a sequence
[54].

The following are the steps involved in BPE:

Step 1: we initialize the symbol vocabulary using the character vocabulary and represent
each word as a sequence of characters, appending a special end-of-word symbol to the
end of each word. This symbol aids in restoring the original state after translation.

Step 2: we begin iteratively calculating the frequency of all symbol pairs, where a symbol
pair is a combination of each character in the vocabulary. The most frequent symbol pair
is then replaced with a new symbol. For instance, if the most frequent pair is A and B, it
will be replaced by a new symbol AB. In the subsequent iteration, A and B are ignored,
and the frequency is calculated using AB in combination with other characters.

Step 3: each occurrence of a new symbol represents a merging operation. In other words,
each merging operation generates a new symbol, which also signifies an n-gram of char-
acters.

From the above steps and explanation, it is evident that an increase in the number of

merging operations results in a larger symbol vocabulary and a corresponding increase in
the granularity of the characters [55].
The BPE method merges the most frequent pairs of symbols in the entire text. Although
it may appear as though BPE is performing a form of word concatenation, this is actually
due to the high frequency of certain pairs. These high-frequency pairs persist and thus
appear as concatenated sequences. Consequently, the most frequent pairs in the text will
become prevalent in the final vocabulary. This characteristic of BPE is also why it can be
effectively applied to various languages.

After understanding the operation and fundamental principles of BPE, one might con-

sider why, for English text tokenization, spaces are not used for segmentation. From a
human perspective, using spaces for tokenization seems to be the most intuitive approach.
However, employing spaces or punctuation marks for segmentation results in an exces-
sively large vocabulary. Any variation of a word would be included in the vocabulary, and
if a word has multiple forms, the vocabulary size can grow exponentially. Such a large
vocabulary necessitates an enormous matrix for input and output layers, increasing both
memory and computational complexity [56].
Consequently, various tokenization algorithms avoid using spaces or punctuation for seg-
mentation. This is why the BPE algorithm includes an end-of-word symbol in its im-
plementation, a practice that also contributed to GPT-2 achieving optimal performance
during its initial training [57].

In summary, BPE is a tokenization method, also referred to as a segmentation algo-
rithm, and serves as a preprocessing technique for natural language data. It can also be
applied to address the Out-Of-Vocabulary (OOV) problem [55] in natural language pro-
cessing. Tokenization involves the mechanism of segmenting or dividing sentences and
words into their smallest possible units [58].
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The application domains of BPE include various fields. In the realm of language trans-

lation, BPE is characterized by its adaptability to different languages [59]. Additionally,
numerous practical use cases of BPE have been documented: in the field of network di-
agnosis and detection [55], the medical and healthcare sector [60], experiments involving
symbolic music for music generation and composer classification [61], and addressing the
linguistic complexity on social media platforms [62].
This study proposes an interpretability framework for the business domain. The frame-
work employs an improved version of BPE to enhance data feature dimensions, trans-
forming tokenization results into feature fields to form Personas. By incorporating domain
experts’ recommendations on target fields, the framework utilizes Depth-First Search
(DFS) to expand feature fields.

24. The DFS

DFS is a technique that has been extensively applied as a solution method for problems
in combinatorial theory and Al [63]. The search process of DFS is closely related to
graph theory, necessitating the introduction of certain graph-related definitions. These
definitions are derived from Harary’s research [64].

Let G be a graph, such that G = (V, E), where V is the set of nodes and E is the set of
edges. The set I consists of unordered pairs of nodes, each representing an edge. When
manually drawing a graph, nodes are typically represented by circles, and the connections
between these circles correspond to the edges.

Suppose we aim to search through the graph G. Initially, none of the nodes in G have
been explored. We begin at an arbitrary vertex and select an edge to follow, traversing it to
reach a new node, and continue this process. At each step, we choose an unexplored edge
leading from the current node and traverse it. Once an edge has been traversed, it will not
be explored again. This process continues until all edges in G have been traversed exactly
once. This procedure constitutes the search [65].

The detailed steps of the DFS algorithm are presented below. Please refer to Figure 1
for illustration.

In summary, DFES is a graph traversal method that begins at an arbitrary vertex and
explores as far as possible along each path before backtracking to visit any unvisited
vertices when no further progression is possible [66].

From the perspective of text classification and Information Retrieval (IR), the concept
of weighting is also applied. Blanco and Lioma proposed a graph-theoretic approach ap-
plied within the IR field, where text is modeled as a graph with edges representing the re-
lationships between words. These relationships are then assigned corresponding weights.
This method has been shown to perform on par with standard techniques in IR [29]. To
address Word Sense Disambiguation (WSD), Rahmani et al. developed an unsupervised
co-occurrence graph based on a corpus, which does not rely on the inherent structure
and properties of the language. In other words, ambiguous words are assigned additional
weights, altering the contextual structure [67].

DEFS is also applied in practical cases. Du et al. proposed an algorithm that com-
bines deep convolutional neural networks with DFS to address the problem of identifying
power outage locations. In their approach, convolutional networks are used as a safety as-
sessment tool, followed by DFS to find suitable interruption path locations. This method
not only improves accuracy but also performs thousands of times faster than traditional
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Fig. 1. The steps of the DFS algorithm

methods [68]. Mei and Giil introduced a new approach for detecting crack patterns in
foundational design. After enhancing the CNN model, DFS is used for post-processing to
remove isolated pixels and improve accuracy [69].

In summary, DFS is a graph-based search method that involves exploring data from
one vertex to another, delving deeper into subsequent vertices, and backtracking to un-
visited vertices to traverse the entire graph. Therefore, in the field of IR, many scholars
use graphs to represent statements by altering edge weights. This approach not only pro-
vides models with enhanced features but also improves context and addresses issues with
specialized vocabulary. In various practical cases, the characteristics of DFS combined
with models enable the identification of diverse root causes and assist expert systems in
effectively proposing solutions.

This study proposes a generalizable interpretability framework for application in the
commercial domain. The framework enhances feature dimensions using BPE and, in con-
junction with features provided by domain experts, employs DFS to identify similar fea-
ture fields. Features are represented in a graph, with edge weights based on co-occurrence
to illustrate the relationships between features. The results of the DFS, combined with
expert recommendations, are treated as categorical answers for a Light Gradient Boosting
Machine (LightGBM). Finally, the framework performs a classification task to predict a
list of potential customers highly similar to the expert recommendations.

2.5. Light Gradient Boosting Machine, Light GBM

LightGBM is an algorithmic framework based on Gradient Boosting Decision Tree (GBDT)
[70]. This algorithm employs a leaf-wise tree growth strategy, designed for maximum ef-
ficiency, offering faster training speeds and minimal memory usage when handling large
datasets [71].

During the model training process, decision trees are employed to generate base clas-
sifiers, and the weight parameters for each classifier are calculated iteratively. The final
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model is then constructed by integrating all the base classifiers and their corresponding
weights. This can be expressed by the following equation, where f,,,(X) represents the
base classifiers and 0,, denotes the weight parameters for each classifier, as shown in
Equation (1) [72].

Jm(X) = 01f1(X) + 02 fo(X) + -+ + O fru (X) (D)

LightGBM offers superior predictive performance and memory efficiency compared to
other classification algorithms [73]. LightGBM is highly effective in handling class imbal-
ance issues and demonstrates strong performance in such scenarios [74]. It significantly
enhances the predictive accuracy of Intrusion Detection Systems (IDS) and is notably
efficient in flow classification tasks [75]. Moreover, when addressing class imbalance
issues, methods such as Synthetic Minority Oversampling Technique (SMOTE) can be
employed to adjust the sample distribution, yielding excellent results [76]. In the business
domain, numerous studies have demonstrated that LightGBM outperforms other algo-
rithms in terms of precision and F1 scores [77]. Additionally, applications of LightGBM
often incorporate the RFM model to include customer purchasing behavior as additional
features or utilize RFM combined with clustering algorithms to categorize customers be-
fore making predictions [23]. Regardless of the specific application, LightGBM consis-
tently delivers outstanding classification performance. Although the study employs the
SMOTE technique to address class imbalance, its application to extremely large-scale
datasets—such as the case study involving 185 million transaction records—may hinder
model generalization due to computational inefficiency and the potential introduction of
noisy synthetic samples.

The interpretability framework proposed in this study involves several key compo-
nents: enhancing feature dimensions through Byte Pair Encoding (BPE), incorporating
expert recommendations, and utilizing Deep Feature Synthesis (DFS) to derive similar
features. The final classification task is performed using LightGBM, with precision, re-
call, and F1 score serving as the evaluation metrics for users. Given that class imbalance is
a common issue in business applications, the SMOTE technique is employed to adjust the
sample distribution. Additionally, to enhance feature representation and interpretability in
persona, the RFM model’s monetary value is incorporated into the feature set, providing
new interpretative dimensions. There are also some alternative approaches:

o Stratified Sampling and Cost-Sensitive Learning: During data preprocessing, over-
sampling the minority class or incorporating class weights during model training
(e.g., using the scale_pos_weight parameter) can help mitigate imbalance more
efficiently.

e Ensemble Methods: Combining undersampling techniques (e.g., RandomUnderSam-
pler) with boosting algorithms (e.g., RUSBoost) can reduce redundancy in the major-
ity class while preserving performance.

e Application of Focal Loss: Introducing dynamic weights into the loss function can
down-weight the contribution of well-classified (majority class) samples and empha-
size learning from hard (minority class) examples.
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3. Research Methodology

To propose an interpretable framework to address the issues of customer lists being un-
acceptable and limited in number in the business domain, the framework will utilize the
characteristics of natural language to extract customer labels. These labels will not only
possess industry knowledge and interpretability but also serve as personas. By augment-
ing the data features with these labels and incorporating them into model training, we aim
to obtain predictive results for classification tasks.

The method proposed in this study consists of three main steps:

The first step is to identify the objectives and obtain relevant raw data, which represents
customer-related feature data.

The second step involves the framework proposed in this study, which first preprocesses
the data using Byte-Pair-Encoding (BPE). This process extracts fact tags (F-tags) from the
raw data and adds them as feature fields. Experts then define target tags (T-tags) based on
the objectives, domain knowledge, and fact tags. Subsequently, Depth-First Search (DFS)
is employed to identify tag combinations based on the target tags, and experts determine
derivative tags (D-tags) from these results. Finally, the derivative tags are used as the basis
for actual class labels, making them the target variables in the model.

The third step involves model prediction and value evaluation. By assessing the model’s
accuracy, recall, and F1 score, the next steps are determined. If the metrics do not meet
the standards, model parameters, DFS parameters, or tags are adjusted, and the model
is retrained. If the standards are met, special customers are excluded, and the resulting
list is evaluated against the objectives identified in the first step. If the list does not meet
the objectives, the process returns to the third step and repeats until the objectives are
satisfied.

This section sequentially introduces the implementation details of the proposed frame-
work, named Tag-Framework: Section 3.1 discusses the definition and acquisition of la-
bels and experts. Section 3.2 explains the adjustments made to Byte-Pair Encoding (BPE)
to find more root results and analyzes its complexity. Section 3.3 provides detailed expla-
nations and examples of the adjustments made to Depth-First Search (DFS) to find tag
combinations similar to the target tags. Section 3.4 analyzes the improvements to DFS in
terms of time and space complexity. Section 3.5 describes the evaluation metrics for the
model and the process of value evaluation.

3.1. Definition and Acquisition of Labels and Experts

Labels will vary depending on their source: first, apart from being cleaned and prepro-
cessed according to the characteristics of the data, all data must undergo BPE preprocess-
ing. Moreover, the generation of labels relies on the involvement of experts, specifically
domain experts. According to the research and definition by Wong et al., domain experts
typically lack training in data analysis, visualization, and statistics [78]. Such experts may
include sociologists who analyze social phenomena in their work, sales professionals fa-
miliar with certain types of products or marketing strategies, or individuals who have
deliberately practiced in areas like chess, music, healthcare, or education [79]. These ex-
perts possess advanced knowledge, business rules, and processes within their respective
fields, serving as the primary source of information for the team [80], but they usually
have limited awareness of technical aspects such as visualization or technology [78].
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The domain experts in this study were selected based on a case study approach, in-
volving three credit card marketing project managers (PMs) and three managers from the
investment products department, each with over eight years of experience in the finan-
cial industry. These experts participated in the experiment, model development, and label
selection.

Fact Tag (F-tag): Derived from the original data through BPE processing, unsuitable
tags and function words are excluded. The results are then matched with extracted fields
using regular expressions (regex). If a match is found, the corresponding subword is re-
tained as a fact tag. The fact tag will serve as a feature field in the original data, with the
field’s value determined by the data characteristics or as a binary 0/1 value.

Target Tag (T-tag): Determined by experts from the F-tags based on domain knowl-
edge or target characteristics, the T-tag can consist of one or more fact tags. Experts select
the T-tag from precise feature fields; otherwise, the selected value may not correspond to
any existing feature, and the features are determined through experience from the data to
meet the definition of an interpretable model.

Derivative Tag (D-tag): Using the T-tag as the root node, DFS is employed to iden-
tify tag combinations that are similar to the T-tag. DFS includes two parameters: depth
(pairiey) and similarity ratio (pairproportion ). Differences in parameters and simple ex-
amples are detailed in Section 3.3. Upon discussion with experts, the tag combination can
then be finalized as the derivative tag. Assuming DFS as the Approx function, the tag set
and corresponding formulas are represented as shown in Equations (2) and (3).

2jtag g -Ftag (2)

Dyag = Approx(Tiag, Fiag) 3)

According to the formulas, the Ti,, is a subset of the Fi,;, while the Dy, is derived
from tag combinations identified by DFS that are close to the T},, with the final decision
made by experts. In simple terms, the Fi,, is generated by BPE, the Ty, is selected from
the Fi,, and determined by experts, and the Di,, is derived from various tag combinations
found by DFS, with the final decision also made by experts, as illustrated in Figure 2.

3.2. Adjustment and Complexity Analysis of BPE

One of the objectives of this framework is to enable preprocessing of any natural lan-
guage data to ensure its generalizability. Therefore, based on the conclusions drawn from
the literature review, the BPE tokenization algorithm was selected for adjustment. Using
alternative methods, such as splitting by punctuation or whitespace, would reduce gener-
alizability, limiting applicability to other languages and potentially exceeding hardware
constraints. Since BPE is not the most frequent tokenization method, even terms that ap-
pear only once in the dataset would be transformed into feature columns in subsequent
steps, which would significantly impact memory usage [57]. Furthermore, when a term
that occurs only once in the dataset becomes a feature column, it leads to a situation where
only one record holds a value while all others are 0.

Another reason for adopting BPE in this study’s framework is its application in the
commercial sector. In addition to general consumer electronics and household products,
many financial product names lack spaces and punctuation rules, and most are phrases
consisting of single sentences, such as: “Green Power Global ESG Green Power ETF
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After BPE, fact tags are generated by excluding
irrelevant terms.

ay

T-tae Target tags are selected from the fact tags and

determined by domain experts.

1. DFS 15 conducted with the target tag as the

root node, provided it meets the variable critena,
2. The DFS traversal yields multiple tag
| D-tag combinations.
\ 3. From these various tag combinations, domain
experts decide on the derivative tags that align
with the target.

Fig. 2. Label Relationship Diagram

Fund”,“US Treasury 20-Year U.S. Government Bond 20+ Year Fund”,“Japan Leveraged
2x Tokyo Stock Exchange Daily Fund (Currency Hedged)”,“Super Enjoy Life Variable
Annuity Insurance”,“Triple True Medical Hospitalization Insurance (Outward Type)”,“BNP
Paribas 12-Month Non-Principal-Protected Structured Note”,“Franklin Templeton AI New
Technology Fund N (Accumulation) (USD) (Back-End Load)”, and “BlackRock Emerg-
ing Markets Bond Fund (Stable Distribution) (Monthly Distribution) (AUD Hedged)”. If
traditional tokenization methods were used, it would either require a customized dictio-
nary or fail to generate reasonable morphemes, which would hinder their conversion into
customer labels or feature columns. However, the characteristics of BPE can effectively
resolve this issue.

The original BPE algorithm employs 2-gram characters to obtain the most frequent
words. To ensure generalizability across languages such as Chinese and English, as well
as specialized terminology in various industries, the byte size was modified to iterate over
the data in forms of 2, 4, 6, and 8 grams. After extracting the most frequent words using
2-gram characters, the process continues with 4-gram, 6-gram, and 8-gram iterations to
capture a wide range of morphemes. This approach ensures that the proposed framework
can successfully extract morphemes from datasets in any natural language. The pseu-
docode is illustrated in Figure 3.

This code is divided into three phases, which will be explained in detail below, along
with an analysis of their time and space complexities. Data Processing Phase: This phase
includes converting full-width characters to half-width, removing non-essential symbols,
and converting all text to lowercase to ensure data consistency. Since each character must
be processed individually, the time complexity of this process is proportional to the length
of the input data, denoted as O(n).
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Fig. 3. Extraction of Fact Labels and BPE Pseudocode

Word Frequency Construction Phase: In this phase, the algorithm traverses the entire text
to create a table mapping each unique word to its corresponding frequency. If the text
contains m unique words, the time complexity of this process is O(m). At the end of this
phase, additional space is required to store both the processed text and the word frequency
table, resulting in a space complexity of O(m + n).

Iteration and Merging Phase: The core of BPE lies in repeatedly iterating and merg-
ing the most frequently occurring pairs of characters until either the iteration limit k is
reached or no more character pairs can be merged. During each iteration, the algorithm
calculates the frequency of all possible character pairs and selects the most frequent pair
for merging. In the worst-case scenario, each iteration involves a comprehensive search
through all the words, resulting in a time complexity of approximately O(m?) per itera-
tion. Therefore, the total time complexity is O(k - m?). During this phase, the frequency
of each character pair is recorded. Assuming the maximum number of character pairs is
p, the space complexity for this phase is O(p).

In summary, the overall time complexity of the BPE algorithm designed in this study
can be expressed as O(n + m + k - m?), while the space complexity can be expressed
as O(n + m + p). However, in practical applications, adjustments and optimizations will
be made based on the characteristics and structure of the data, so the actual runtime and
space usage are expected to be lower than the worst-case scenario.
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3.3. Adjustments to DFS and Example Explanation

One of the objectives of this framework is to address the issue of a limited number of
potential customers. If targets are provided by experts and predictions are based on these
targets, the number of individuals on these lists cannot be further increased. Furthermore,
due to a lack of interpretability, the list may be rejected by experts or even result in a
number lower than what experts would propose based on their experience. Therefore, this
study employs DFS to expand the features selected by experts, allowing for the acquisition
of features similar to the targets and thereby increasing the number of individuals provided
by the model’s predictions. DFS was originally designed to traverse an entire graph or tree
until all discovered nodes are visited, as detailed in Section 2.4. However, the purpose of
employing DFS in this framework is to identify label combinations that approximate T-tag
in order to expand target features. Therefore, it is necessary to determine an appropriate
approximation ratio through industry knowledge or expert consultations. If the parameters
do not meet the specified conditions, the search will not continue further.

Therefore, this study designs two parameters for DFS: depth (pair;.,) and similarity
ratio (pairyroportion), to flexibly identify labels that meet the requirements. Based on
Equation (3), the formula (4) representing this design is as follows:

Dtag = ]%FS(Ftag; pairlena pa‘irproportion) (4)
tag

The DFS function will use the initially set T-tag as the root node and search for fact
labels that meet the criteria based on the variables pair;,, and pairp,oportion- Here, a
larger value for pair;.,, indicates a greater depth extending downward from the root node,
resulting in more nodes. Conversely, a larger value for pairy, oportion Signifies a higher
degree of association between the root node and subsequent nodes, leading to a higher
proportion of co-occurrence. If paire, is set to 3 and pairy,eportion s set to 0.7, then
the weight of the edge between the root node and the next node must be greater than 0.7,
and the number of nodes below the root node must be at least 3 for it to be considered a
candidate for further search. Finally, all candidate nodes are traversed, and only after this
traversal are they added to the label combination list. This process continues until there
are no more candidate nodes. A schematic representation is shown in Figure 4.

As shown in Figure 4, we first assess whether the weight score between the root node
and the next node exceeds pairy,oportion. Subsequently, we evaluate whether the total
number of nodes in the graph, including the root node, is at least pair;.,,. Only if the root
node meets both conditions will it be included in the list of candidate nodes. Therefore,
the edge weight is 0.2, which does not satisfy condition 1, so this node is ignored in sce-
nario 1; the edge weight is 0.8, satisfying condition 1, and the total number of nodes is 3,
which meets condition 2, so this node is added to the list of candidate nodes in scenario
2; the edge weight is 0.8, satisfying condition 1, and the total number of nodes is 4, which
meets condition 2, so this node is added to the list of candidate nodes in scenario 3.
Furthermore, if the value of pairyroportion 15 set closer to 1, the association between the
root node and the next node will be higher. Similarly, a larger value for patr;.,, indicates
a greater number of nodes. Therefore, when both DFS parameters are set to larger values,
the conditions for satisfying nodes become more stringent, resulting in fewer label com-
binations.

Conversely, if both parameters are set to smaller values, the number of label combinations
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Conditions: L: pairgepermon: 0.7
2. pairyy: 3

£ = 8

Node 1 |

(a) Scenario 1 (b) Scenario 2 (¢) Scenario 3

Fig. 4. DFS Search Schematic

will be significantly higher. The actual settings should be determined based on the desired
objectives and discussions with experts regarding these variables.

The association between nodes can be confirmed through the weight scores (edge
scores) between nodes and the set pairproportion. This weight score is calculated based
on the values of fact labels and co-occurrence (the frequency with which two features
appear together). The calculation is explained as follows.

This score is derived from summing the value of a label with the values of other
columns where it appears simultaneously. This approach reflects the correlation between
the occurrence of labels together [71]. In other words, if one P-tag frequently co-occurs
with another P-tag across multiple records, the score on the edge between these two P-
tags will be higher.

After all scores are calculated, normalization will be performed. Since we are primarily
interested in the relationship between the highest score and other scores to confirm the
association between labels, each label’s score is divided by the highest score. This process
ensures that all edge weight scores fall within the range of 0 to 1. A score closer to 1
indicates a higher degree of correlation between the two labels.

In summary, after performing a descending order sort, the edge weights can reveal the
co-occurrence between each pair of labels. Additionally, the top 10 most common P-tags
and labels with O co-occurrence, as well as records with a root node score of 0, will be
excluded. An example is provided in Table 1.

Using Table 1 as an example, we calculate the co-occurrence weight between the fact
label A (node A, root node) and other labels (nodes). We then proceed to traverse the data.

e In the first row, the score for A is 0.5. The corresponding values for B, C, and D are
0.2, 0, and 0.1, respectively. Since the label C has a corresponding value of 0, its co-
occurrence with A is also 0, and thus it does not contribute to the weight. The scores
for labels B and D will be updated accordingly, with B’s score increasing to 0.7 (0.5
+ 0.2) and D’s score increasing to 0.6 (0.5 + 0.1).
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Table 1. Example Table for Weight Calculation
F-tag
No. A B CD

1 0502000.1
2 00030400
3 06010203

e In the second row, the score for A is O and the root node is 0, so this record can be
ignored.

o In the third row, the score for A is 0.6. The corresponding values for B, C, and D are
0.1, 0.2, and 0.3, respectively. Therefore, the scores for labels B, C, and D will all
increase: B’s score will be 0.7 (0.6 + 0.1), C’s score will be 0.8 (0.6 + 0.2), and D’s
score will be 0.9 (0.6 + 0.3).

e Following the calculation of the final scores, the sum of the scores obtained by all
labels results in the final scores for label A with respect to the other labels: B: 1.4, C:
0.8, and D: 1.5.

e After normalization and descending order sorting, the sequence of labels D, B, and C
is determined, with the highest score being 1.5. By dividing all label scores by 1.5, the
final co-occurrence scores of labels D, B, and C with label A are obtained as 1, 0.93,
and 0.53, respectively. The results indicate that label D has the highest co-occurrence
with A, followed by B, while label C has the lowest co-occurrence.

e Therefore, we can create a graph with A as the root node, connected to nodes D, B,
and C. The corresponding edge scores are 1, 0.93, and 0.53, respectively, as illustrated
in Figure 5.

| 053

Fig. 5. Graph Generated with A as the Root Node

3.4. Complexity Analysis of DFS

The D-tag code is divided into two phases. The following sections will explain the code
and analyze its time and space complexities. Please refer to Figure 6 for details.
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Class Dtag
Method __init__(dataFrame)
self.dataframe = dataFrame
self.columns = list of dataFrame's columns
self.linkNodeReport = empty dictionary

Method findMajorityColumns(number=10)
count non-zero values for each column in dataFrame
sort columns by count in descending order, take top number
return set of top column names

Method linkNode(rootName, majoritySet=empty set)
get scores for rootHame
create matrix excluding rootHame column
initialize scores array with zeros, length = number of columns in matrix

for each row in matrix
if root score is non-zero
find indices of non-zero values in row
update scores array with non-zerc scores & root score

sort columns in matrix by scores in descending order
update scores array to match sorted order
record in linkNodeReport: sorted columns and scores, excluding majoritySet and zeros

Fig. 6. Pseudocode for Deriving Labels

Phase One: Column Identification
In this phase, the entire dataset is traversed, examining each row and column to compute
the count of non-zero values and perform sorting for each column. If n represents the
number of rows (samples) and m denotes the number of columns (features), the time
complexity for this method is O(n * m). The time complexity for the sorting operation is
O(nx*logy,). Since mxn is significantly larger than m*log,,, the overall time complexity
for the first phase will be dominated by O(n * m). Phase Two: Node Connection

In this phase, calculating the weight scores for each node requires traversing the entire
dataset, resulting in a time complexity of O(n * m). Additionally, sorting the nodes has
a time complexity of O(m * log, ). Therefore, the total time complexity for the second
phase is O(n *x m + m * log,, ).

In both phases described above, the space complexity is determined by the number
of columns in the data and the scores and sorted nodes for each column, resulting in a
space complexity of O(m). Overall, the time complexity for processing data with the D-
tag class is primarily determined by the traversal of the data. As the number of samples
and features in the dataset increases, the computational load will also increase, leading to
a time complexity of O(n * m).

Refer to Figure 7 for the analysis of the time and space complexities of label searching
and DFS pseudocode. The time complexity of DFS is typically expressed as O(V + E),
where V' represents the number of nodes and E represents the number of edges. In this
study, the DFS code is adapted based on the D-tag, so in the worst-case scenario, if each
node is connected to every other node, the number of edges approaches V2. Consequently,
the time complexity is close to O(V?). Regarding space complexity, the primary consid-
erations are the storage of the node set during traversal and temporary nodes. Therefore,
in the worst-case scenario, where all nodes’ visit states and paths need to be stored, the
space complexity is O(V).
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Class DtagSearch inherits Dtag
Method __init__(dataFrame, majoritySet, ptagRoot)

super()._ init_ (dataFrame)
self.majoritySet = majoritySet
self.ptagoot = ptagRoot
initialize adjacencyDict and adjacencyDictRaw as empty dictiomaries
for each root in ptagRoot, link node with root and majoritySet
prepare adjacencyDict and adjacencyDictRaw for DFS

Method runDFS(pairLength, pairProportion)
Define inner method DFS(node, adjacencyDict, visited, tempPair)
if node not in adjacencyDict
if tempPair length >= pairlength, record tempPair
return
for each connectedNode in adjacencyDict[node]
if connection strength > pairProportion
if connectediode not in tempPair, check length and uniqueness, then record
if connectedNode not visited, mark as visited and recurse with DFS

for each root in ptagRoot
initialize pairfeature as empty list
call DFS with root, adjacencyDict, set with root, and list with root
record DFS results for root in dfsDtagResult

Fig. 7. Pseudocode for Deriving Labels and DFS Search

3.5. Model Metrics and Value Evaluation

When evaluating a model, various metrics are used to compare performance, and specific
evaluation criteria are applied to datasets with class imbalance issues, as relying solely
on accuracy can be misleading [81]. Typically, a confusion matrix is employed to provide
statistical data on true and false results [82], as illustrated by the relationships in the
following table.

Table 2. Confusion Matrix for Binary Classification

Actual Class
True (1) False (0)

Positive (1) TP FP
Negative (0) FN TN

Predicted Class

Saito et al. have designed various model evaluation metrics [82]. Commonly used metrics
include:

e Precision: Focuses on evaluating the predicted positive results.

TP

TP+ FP )

e Recall, TP Rate, Sensitivity: Concerns the results when the actual class is 1.

TP

TP+ FN ©
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e F1 Score: Considers all aspects of the confusion matrix simultaneously.

2xTP 9w precision x recall
2xTP+FP+FN precision + recall

N

The results of the three metrics are considered better the closer they are to 1 and
worse the closer they are to 0. Vujovi¢’s research indicates that scores greater than 0.93
are classified as excellent, scores above 0.8 as good, and scores above 0.6 as satisfactory
[81]. Given that this study places a higher emphasis on the overall performance of the
model, the F1 score is used as the primary evaluation metric. Only models with an F1
score greater than 0.8 are considered for value assessment.

In the value assessment, to simulate the customer lists generated by domain experts
based on past experience, the target labels are used to create a benchmark model. The
predictions from this model are treated as the customer lists produced by experts, and are
compared with those generated by the explainable framework to evaluate the differences.

4. Experimental Results and Analysis

This study aims to propose an explainable framework to address the marketing list issue
in the business domain.

4.1. Identify Objectives and Acquire Relevant Data

To ensure that the test data closely reflects the marketing list issue in case studies, the se-
lected dataset must meet the following criteria: the dataset should include fields with natu-
ral language, with enough detail to allow domain experts to interpret the characteristics of
the data. For example, customer purchase records should contain descriptive statements
such as product descriptions, product names, or transaction-related information, and the
data should be relevant to the customers. Under these conditions, the dataset aligns with
the definition of model explainability [§3—-86]. Consequently, the Amazon Sales public
dataset is chosen for the experiment, which consists of 16 feature fields per record.

Table 3. Description of the Public Dataset(1)

Dataset Name Feature Count Number of Records Source

Amazon Sales 16 1465 [87]

— product_id: String - Product ID, each product has a unique identifier
— product_name: String - Product Name, including detailed content

— category: String - Product Category

— discounted_price: Numeric - Price after Discount

— actual_price: Numeric - Actual Price

— discount_percentage: Numeric - Discount Percentage

— rating: Numeric - Product Rating Score
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— rating_count: Numeric - Number of User Ratings

— about _product: String - Product Description

— user_id: String - User ID of the Reviewer

— user_name: String - Name of the Reviewer

— review_id: String - User Review ID

— review_title: String - Review Title

— review_content: String - Review Content

— img_link: String - Product Image URL

— product_link: String - Product Official Website URL

4.2. [Explainable Framework

F-tag The public dataset serves as the raw data for this experiment. After data cleaning
and conversion between full-width and half-width characters, the product _name and
about_product fields were selected as the target columns for BPE. This process re-
sulted in the extraction of 723 and 293 subwords, respectively. Due to space constraints,
only a portion of the subwords is displayed; see Tables 4 and 5 for detailed information.

Table 4. Subwords for the product _name Field

Column Name  Number of Subwords Sample Subwords Method of Generation

accessor
accessories
adapter
apple/dell
apple/dell/lenovo
black-heart
black/char
product_name 723 black/chartre BPE
black2v9
blackxcd-
capicity
cappuccin
carecase
certified ...

After obtaining the subwords and conducting data cleaning to exclude unnecessary
and duplicate subwords, the comparison between the product _name and about _product
fields using regular expressions yielded a total of 177 F-tags, as shown in Table 6. The
fact labels do not necessarily represent complete words, as the final labels are determined
by the frequency of characters in the vocabulary.

The F-tags are treated as feature columns and added to each data entry, resulting in
the original dataset having 177 additional columns, making a total of 193 columns after
including the fact labels. The F-tag values are expressed as 0/1, where 1 indicates that the
record contains the feature associated with the tag, and O indicates its absence. This means
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Table 5. Subwords for the about _product Field

Column Name Number of Subwords Sample Subwords Method of Generation

anti-rust
anti-wrink
anti-wrinkle-
appropri
assistant
attachment
authenti
about_product 293 availability BPE
backlight
bluetooth
bn59-013
borosilic
breaking
cameramem
centimet ...

that a record with a value of 1 indicates that the customer’s purchase includes a product
description or name that possesses the corresponding tag characteristics. See Figure 8 for
illustration.

Table 6. Table for Public Dataset of F-tab
Label Category Number of Labels Partial Results of F-tag Generation Method

['technolog’, *experienc’,
’manufacture’, ‘temperat’,
’addition’, ’connectiv’,

"material’, *features’, Based on the roots generated from
Fota 177 ’transmis’, ‘recharge’, ... , Tables 4 and 5, data cleaning and
J "notebook’, ’straight’, regular expression matching were

"thorough’, "attachment’, conducted to obtain.
’guidelin’, ’instruction’,

"upholster’, ’sandwich’,

‘resistance’, ’component’]

T-tag and label combinations In experiments conducted on public datasets, this
study incorporated the recommendations of domain experts—credit card marketing prod-
uct managers (PM). Three experts collaboratively discussed and selected a target label
set from 177 factual labels, resulting in the following labels: sensitivity, lightweight, and
durability. The experts expressed the desire to identify label combinations from the public
datasets that are similar to sensitivity, lightweight, and durability.

Based on the design of the Depth-First Search (DFS) algorithm, we treat the T-tag as the
root node to locate the corresponding D-tags. Through trial and error and expert discus-
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Original Columns: total 16 columns | Additional F-tag: total 177 columns
Product id | ... | ... | Product link | notebook | straight | ... | component
BO7JW9HA4II | ... | ... 0 1 0

Fig. 8. The public dataset with the addition of F-tag columns

sions, the parameters for the depth-first search, namely paire,, and pairy,oportion, Were
set to 3 and 0.4, respectively. The DFS results identified multiple label combinations for
the three target labels, specifically (74 sets, 74 sets, and 35 sets). For detailed results, refer
to Table 7.

The label combinations represent factual labels that co-occur with the target labels, al-
lowing experts to identify which labels are related to their experience-based target labels.
Through these label combinations, experts can better understand the relationships be-
tween the target labels and other relevant labels.

D-tag Based on the DFS results from the previous step, multiple label combinations
were generated. These results need to be discussed with experts, who will determine two
derived label sets based on their experience, the characteristics of the data, and the scope
of interpretability. The two sets identified are: (convenient, warranty) and (function, pro-
tection).

The selection of derived labels must effectively convey the meaning of the target labels.
Therefore, the derived labels (convenient, warranty) and (function, protection) were cho-
sen to correspond to the target labels (sensitivity, lightweight, durability).

The aforementioned D-tags are treated as the actual categories for the model and are as-
signed to each data point. If the data contains the specified combinations, it is labeled as
1; otherwise, it is labeled as 0, as shown in Figure 9. After labeling the data, it is possi-
ble to determine which customers purchased products featuring (convenient, warranty) or
(function, protection), or whether the product descriptions include items with (convenient,
warranty) or (function, protection).

After labeling, separate models were developed for each derived label combination. As a
result, with the two derived label sets, two models were generated: one to predict potential
customers for (convenient, warranty) and another for (function, protection).

Total 193 columns
Product id ... | Function Protection convenient warranty label
BO7JWOH4JT | ... 1 1 0 0 1
0 0 0
BO72NCNOM4 | ... 1 1 1

Fig. 9. The public dataset with the addition of F-tag columns
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Table 7. Partial results table of DFS label combinations

T-tag Number of combinations Partial results of label combinations

Generation method

[[’sensitiv’, ’experienc’, ’experience’],
[’sensitiv’, *features’, warranty’], ...,
[’sensitiv’, *features’, *warranty’,
’devices.’, "charging’, ’compatibl’,
“experience’].,. .., [’sensitiv’, ’function’,
sensitivity 74 ’devices.’], [’sensitiv’, function’,
“protection’], [’sensitiv’, *function’,
*features’], [’sensitiv’, function’,
’convenient’], [’sensitiv’, *function’,
’compatibl’], [’sensitiv’, *function’,
’capacity’]]
[['lightweight’, ’compatibl’, *devices.’],
['lightweight’, ’compatibl’, *devices.’,
*charging’],[’lightweight’, ’compatibl’,
’devices.’, *charging’, "transfer’],
['lightweight’, ’compatibl’, *devices.’,
’charging’, *warranty’], [’lightweight’,
’compatibl’, ’devices.’, "charging’,
’warranty’, manufactur’],[’lightweight’,
’compatibl’, ’devices.’, "charging’,
’warranty’, *manufacture’], ..., [‘lightweight’,
’function’, *devices.’], [’lightweight’,
*function’, *protection’], ['lightweight’,
*function’, *features’], [lightweight’,
’function’, ’convenient’], [’lightweight’,
*function’, compatibl’], ['lightweight’,
*function’, *capacity’]]
[[’durability’, ’charging’, ’devices.’],
[’durability’, *charging’, ’devices.’,
’compatibl’], [’durability’, ’charging’,
"devices.’, ’compatibl’, ’smartphon’],
[’durability’, *charging’, ’devices.’,
’compatibl’, *warranty’].. .., [’durability’,
"charging’, ’devices.’, transmission’],
[’durability’, *charging’, *devices.’,
“transmis’] ,[’durability’, *charging’,
’warranty’], [’durability’, *charging’,
’connector’],[’durability’, ’charging’,
’smartphon’]]

lightweight 74

durability 35

DFS

DFS

DFS
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4.3. Model Prediction and Value Assessment

The experiments conducted on the public dataset were implemented using Python 3.10.5
in Visual Studio Code, on a MacBook Pro 2023 with an M2 chip and 32GB of RAM.
Missing values in the dataset were handled by imputing the mean. For BPE processing,
the fields (product_name, about_product) were converted to half-width charac-
ters and lowercase English letters, and full-width spaces were replaced with half-width
spaces. Following Sections 4.1 and 4.2, the objective of this section is to predict poten-
tial customers for products that possess two sets of derived labels. The machine learning
model utilized is LightGBM, as described by Aditya et al. in the literature review [20].
This model not only offers excellent data adaptability but also provides accurate and stan-
dardized hyperparameter settings. Hyperparameter adjustments were made based on the
parameters and data characteristics discussed by Gupta et al. [88]. Table 8 details the
hyperparameter settings for the model.

Table 8. Model Hyperparameter Settings Table

Model Type  Parameter Category  Setting Value

num_leaves 60
max-depth 8
extra_trees True
LightGBM
2 random_state 42
sampling_strategy 0.8
train,val 0.75, 0.25

Based on the settings in the above table, the model’s prediction results and scores are
shown in Table 9. For the first set of derived labels (convenient, warranty), the precision
is greater than 0.8; for the second set (function, protection), the precision reaches 0.99.
Both sets of D-tags meet the model standards outlined in Step 3 (precision, recall, and F1
score all exceeding 0.8). Therefore, the list of predicted customers can be subjected to a
value assessment, excluding clients who are refused or blacklisted by the company. The
final step is to verify whether the list aligns with the domain experts’ objectives, thereby
producing a final, interpretable list of potential customers.

Table 9. Model Prediction Scores Table

D-tag Evaluation Category Score
precision 0.833
(convenient, warranty) recall 0.833
F1 score 0.833

precision 0.999
(function, protection) recall 0.833
F1 score 0.909
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In the value assessment, to simulate the customer list proposed by experts based on
past experience, modeling based on the target labels was used as a benchmark for com-
parison. Since there were no individuals meeting all three criteria (sensitivity, lightweight,
durability), three combinations were used for data labeling: (sensitivity, lightweight),
(sensitivity, durability), and (lightweight, durability). These combinations served as the
actual categories for the model. Predictions were made using the same parameter settings,
and the results are presented in the table below.

Table 10. Model Prediction Scores Based on Past Experience Table

Actual Category Evaluation Category Score
precision 0.999
(sensitiv, lightweight, durability) recall 0.666
F1 score 0.800

Next, we compared the number of individuals on the lists, as detailed in Table 11. At
an F1 score threshold greater than 0.8, the model predictions based on the explainability
framework identified 17 potential customers, while the directly modeled numbers based
on past experience identified only 2. This result indicates that the explainability frame-
work predicts 8.5 times more potential buyers than the past experience model. It also
highlights that the targets selected based on past experience may result in no customers
meeting the criteria, which contributes to modeling challenges and low explainability,
exemplifying the so-called cold start problem.

Table 11. Value Assessment Table
F1 Score Threshold > 0.8  Explainability Framework Past Experience

Predicted Number of Buyers 11 (Number of Individuals) 2 (Number of Individuals)
Difference 5.5x 1x

In summary, the results of the small-sample experiments on the public dataset validate
the effectiveness of the framework. It is evident that the parameters of DFS significantly
impact the number of model predictions. Additionally, the choice of label combinations
can be affected by whether the DFS parameters are set too low or too high. Further-
more, the derived labels determined by domain experts based on these label combinations
can substantially influence the prediction results, potentially leading to class imbalance.
Therefore, it is advisable to apply SMOTE to augment and adjust the sample as needed.

4.4. Interpretability and persona

In the interpretability section, the modeling results for derived labels are analyzed using
LIME for local explanations and SHAP for global explanations. First, the explanation plot
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for (convenient, warranty) is presented in Figure 10, followed by the explanation plot for
(function, protection) as shown in Figure 11.
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Fig. 10. LIME and SHAP Explanation(1)
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Fig. 11. LIME and SHAP Explanation(2)

Figure 10 shows the LIME explanation on the left. In the LIME plot, the Y-axis is
sorted by the features with the greatest impact on the prediction, while the X-axis repre-
sents each feature’s contribution to the prediction. A negative direction (in red) indicates
a lower likelihood of predicting class 1, while a positive direction (in green) suggests a
higher likelihood of predicting class 1. Therefore, when the values of ’convenient,’ *war-
ranty,” and "purchase’ are less than or equal to O, they exhibit a strong negative contribu-
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tion (-0.6), influencing the model to not predict class 1. Conversely, if these values are
greater than 0, they show a strong positive contribution. ’Function,” ’pressure,” and *man-
ufactur’ have positive contributions, which slightly push the prediction toward class 1.
The right side of Figure 10 presents the SHAP explanation. In the SHAP plot, the Y-axis
ranks the features by importance, with the most important ones listed at the top. Blue
corresponds to class 0, and red corresponds to class 1. If a feature significantly affects
both classes, the corresponding row will display both colors. Therefore, ’convenient’ and
warranty’ naturally have a significant impact on the model’s output, while *purchase’
also exhibits a certain level of influence. Additionally, ’'manufactur’ and ’smarphon’ show
moderate SHAP values, indicating a smaller but still notable effect on the model’s predic-
tions.

On the other hand, the label co-occurrence provided by this framework allows for the cal-
culation of co-occurrence scores in the prediction list based on (convenient, warranty), as
shown in Table 12.

Table 12. Co-occurrence Scores for D-tags(1)

D-tag F-tag  Co-occurrence Score
warranty 1.000
manufactur 0.372
convenient 0.344
manufacture 0.313
provided 0.288
features 0.242
devices. 0.226
(convenient, warranty) charging 0.217
compatibl 0.170
protection 0.161
experienc 0.155
experience 0.155
function 0.145
addition 0.136
installation 0.133

The table above lists the top 15 ground truth labels based on co-occurrence ranking.
From the table, it can be observed that, in addition to the labels ’convenient’ and ’war-
ranty’ themselves, the label most closely related to them is *manufactur, which has the
highest co-occurrence score. This is followed by *provided’ and ’features,” among others.
These results help reveal the relationships between labels and can be used to validate the
reasonableness of the model’s feature explanations in Figure 10. Similarly, in the LIME
explanation on the left side of Figure 11, it can be seen that when the values of *function’
and ’protection’ are less than 0, they provide a sufficiently negative contribution, leading
the model to predict against class 1. In the right-side plot, 'function’ and ’protection’ ex-
hibit the highest average SHAP value (5.8), meaning the model can determine whether
a customer is a potential target based solely on these derived labels. Furthermore, Table
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13 shows that the co-occurrence of ’function’ and ’protection’ is quite high, while the
co-occurrence of other labels drops below 0.34, which fully explains the feature ranking
results provided by SHAP.

Table 13. Co-occurrence Scores for D-tags(2)

D-tag F-tag  Co-occurrence Score
function 1.000
protection 0.872
warranty 0.345
experienc 0.303
experience 0.303
charging 0.297
devices. 0.250
(function, protection) compatibl 0.228
features 0.228
technology 0.218
technolog 0.218
functional 0.207
smartphon 0.202
performanc 0.202
convenient 0.180

In the persona analysis, this study randomly selected one instance from the model
prediction results for each of the two sets of derived labels and listed the non-zero ground
truth labels, as shown in the table below. These results were then analyzed by domain
experts.

Table 14. Persona and F-tags(1)
D-tag F-tag  Value

experienc 1

purchase 1

complete 1

resistant 1

(convenient, warranty) c.ornforFabl !
’ lightweight 1

playback. 1

experience 1

convenient 1

warranty 1

Table 14 indicates that the purchaser values experience in product descriptions and
actively makes purchases. They typically prefer products with attributes such as resis-
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tance, lightweight, playback capability, convenience, and warranty. Experts suggest that
in the prediction list of derived labels associated with (convenient, warranty), the per-
sona corresponds to a tech-savvy professional. Such individuals usually prioritize unique
experiences and lightweight products, and they value high-performance gadgets, which
aligns with a high relevance to playback and experience. Alternatively, they might be ac-
tive lifestyle enthusiasts who emphasize comfort, convenience, and durability, indicating
that they may engage in outdoor activities or travel and require items that are both durable
and portable.

Table 15. Persona and F-tags(2)
D-tag F-tag  Value

connector 1

function 1

computer 1

transfer 1

(function, protection) interfer 1
compatibl 1

protection. 1

convenient 1

conductor 1

Table 15 reveals that the purchaser values connectors and functionality in product de-
scriptions and desires features such as computers, transfer capabilities, and protection.
Experts suggest that in the prediction list of derived labels associated with (function, pro-
tection), the persona corresponds to IT professionals, including engineers, remote work-
ers, or technical specialists. Given their emphasis on computer-related labels and their
concern for convenience and transfer functions, these characteristics align well with this
type of persona. In summary, to ensure that the model’s prediction results are sufficiently
interpretable, it is necessary to adopt various expert recommendations based on the char-
acteristics and domain knowledge of different datasets. Integrating the RFM model to
assign values to ground truth labels can provide experts with additional analytical space
in persona. Additionally, using DFS with optimal parameters to explore label combina-
tions and expand the feature scope is essential for the model to identify a larger and more
reasonable number of potential customers. In summary, the above steps can be categorized
into three major phases: identifying objectives and obtaining relevant data, implementing
the interpretability framework, and conducting model prediction and value assessment.
The interpretability framework itself comprises three labeling processes: ground truth la-
bels, target labels, and derived labels. The following discussion will explain the general
validation process based on these steps.

4.5. Generalizability Validation

Due to the rarity of test sets that fit specific case scenarios, publicly available datasets
such as Google Play Store Apps [89] and Amazon Products Sales Dataset 2023 [90] are
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not suitable. These datasets either lack user IDs or have product names or descriptions
that have already become class labels, making it impossible to enhance interpretability
through BPE. However, the effectiveness and feasibility of the framework have been val-
idated through small sample experiments in the preceding sections. To assess the frame-
work’s generalizability and reproducibility, this study has selected other similar datasets
for experimentation. Define Objectives and Acquire Relevant Data In summary, for the
generalizability validation, the UCI Online Retail dataset [91], hereafter referred to as
Public Dataset 2, was used. Each record in this dataset contains 6 feature columns, with a
total of 541,909 online transaction records, as listed below:

Table 16. Description of the Public Dataset(2)

Dataset Name Feature Count Number of Records Source

UCI Online Retail 6 541909 [91]

— Description: String - Product Name

— Quantity: Value - quantity purchased for the record
— InvoiceDate: String - purchase date for the record
— unit_price: Value - unit price of the product

— CustomerID: Value - user ID

— Country: String -user’s country of residence

Interpretability Framework

F-tag The selected dataset utilizes the Description column for BPE processing, resulting
in 442 word stems. After excluding duplicates and non-applicable stems, a comparison
between the stems and the values in the Description column using regular expressions
produced 194 ground truth labels. Due to space constraints, only a subset of these stems
is displayed in the table below.

After obtaining the ground truth labels, as listed in Table 18, they were incorporated
into the dataset as feature columns. Consequently, 194 new columns were added to the
dataset, resulting in a total of 200 feature columns.

To represent the purchasing characteristics of customers, the M (Monetary Value) com-
ponent from the RFM model was used as the value for the ground truth labels. The cal-
culation for the monetary value is as follows: (Total purchase amount by the customer
for the products corresponding to the label) / (Number of purchases of that product) / 2.
This represents the average spending per product by the customer over a two-year period.
Subsequently, the data was merged based on CustomerID, retaining only the CustomerID
and ground truth label columns, resulting in a total of 195 columns.

In summary, for consumer A, if there is only one record in the data matching the label
”popcor,” the total amount for that record is divided by 2 to determine the value of “’pop-
cor” for customer A. If consumer B has two purchase records in the data that match the
label, the amounts for these two records are summed, divided by the number of records,
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Table 17. Partial Word Stems from the Description Column

Field Name Number of Stems Partial Stem Results Generation Method

Description

442

artific
butterfi
butterfli
butterfly/

campho

windmil
wirele
yellow
yellow/

yuleti

BPE

Table 18. Public Dataset of F-tag Table 2: Label

Lable Categories Number of Labels

Partial F-tag Results

Generation Method

F-tag

194

[’childre’, ’strawb’, ’butter’,
’scandina’, “babush’, ’victori
’dinosa’, *garden’, ’sketch’,
popcor’, ... ,

’revolu’, ’toilet’, ’square’,
“artific’, *glass’, *cabinet’,
’candle’]

s

Based on the word

stems generated from
Table 12, cleaning

and regular expression
matching were performed
to obtain
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and then divided by 2 to determine the value of the label glass” for customer B. The
consolidated results will form a new dataset.
Based on the combination of the RFM model and the ground truth labels, we can de-
termine the average spending amount of each customer on products corresponding to the
label over a two-year period. This information helps to understand the average purchasing
power of each customer in online shopping.

T-tags and combinations of labels The T-tags were determined by domain experts—a
credit card marketing project manager—based on the objectives of the task, using the
ground truth labels. After discussion among three experts, the target labels were decided
to be (‘childre’, ‘candle’, ‘decorati’, ‘chocolate’). The experts expressed the aim of identi-
fying label combinations in the public dataset that are similar to those related to children,
candles, decorations, and chocolate.

Next, the parameters pair;e, and pairp,oportion for the DFS were set. To verify the re-
producibility of the framework, these parameters were set to 3 and 0.4, respectively. This
configuration means that the label combinations should include at least three nodes and
that the co-occurrence between the root node and the subsequent node should be above
0.4. The DFS search results for the target labels were (147 combinations, 147 combina-
tions, 136 combinations, 147 combinations), as detailed in Table 19.

D-tag Based on the experts’ experience, data characteristics, and the scope of inter-
pretability, two sets of derived labels were selected from the label combinations: (christ,
colour) and (garden, flower). The selection of D-tags must be able to convey the mean-
ing of the target labels. Therefore, the derived labels (Christmas, colorful) and (garden,
flowers) were chosen to correspond to the target labels (children, candles, chocolate, dec-
orations).

The D-tags mentioned above will be treated as the actual categories for the model
and assigned to each record in the dataset. If a record contains one of the specified com-
binations, it will be marked as 1; otherwise, it will be marked as 0. After labeling the
data, it will be possible to identify which customers purchased products related to either
(Christmas, colorful) or (garden, flowers).

Model Prediction and Value Assessment The experimental environment for Public Dataset
2 was the same as that used for Public Dataset 1. Missing values in the dataset were
imputed with the mean values. The BPE processing for the column (Description) was
standardized to lowercase and half-width characters, with full-width spaces converted to
half-width spaces and extra spaces removed.

After completing steps one and two, the task objective is to predict potential customers
for products that possess either of the two sets of derived labels. To ensure the stability
of the experiment, the machine learning model used is LightGBM, with hyperparameters
configured as outlined in Table 8. Using the settings from Table 8, the model prediction
results and scores are obtained as shown in Table 20. For the first set of derived labels
(Christmas, colorful), the precision of the predictions reaches 0.98; for the second set
of derived labels (garden, flowers), the precision is 0.97. Both sets of derived tags meet
the model standards from step three (with precision, recall, and F1 score all exceeding
0.8). Consequently, the customer lists predicted by the model can be subjected to value
assessment.
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Table 19. DFS Label Combination Results(2)

T-tag Number of Combinations Partial Label Combination Results Generation Method

[..., [childre’, "colour’, ’glass.1’,
*christ’, ’decorati’, ’candle.1’,
’candle’, *black’], [’childre’,
’colour’, ’glass.1’, “christ’,
’decorati’, ’candle.1’, ’candle’,
’black’, ’cakestand’], ...,
[’childre’, ’colour’, *glass.1’,
*christ’, ’decorati’, *drawer’],
[’childre’, ’colour’, "glass.1’,
’garden’]...,]
[..., ['candle’, ’candle.1’,
"colour’, ’glass.1’, ’butter’],
candle 147 [’candle’, ’candle.1’, ’colour’, DFS
"glass.1’, "drawer’], [’candle’,
’candle.1’, *colour’, ’christ’],....]]
[[’decorati’, ’christ’, *colour’],
[’decorati’, ’christ’, ’colour’,
"glass.1’], ['decorati’, *christ’,
’colour’, ’glass.1’, “silver’], ...,
[’decorati’, ’christ’, *drawer’],
[’decorati’, *christ’, ’butterf’],
[’decorati’, christ’, ’lanter’],
[’decorati’, *christ’, *butterfly’]]
[[’chocolate’, *colour’, *glass.1’,
*christ’, ’decorati’, ’candle.1’,
’candle’, *black’, *garden’],
[’chocolate’, *colour’, *glass.1’,
*christ’, ’decorati’, ’candle.1’,
*candle’, *black’, *garden’,
cakestand’], ..., [’chocolate’,
’colour’, ’glass.1’, “christ’,
’drawer’], [’chocolate’, ’colour’,
*glass.1’, “christ’, “butterf’].. . . ]

childre 147 DFS

decorati 136 DFS

chocolate 147 DFS

Table 20. Model Prediction Scores Table 2

D-tag Evaluation Categories Score
precision 0.983
(christ, colour) recall 0.8093
F1 score 0.887
precision 0.978
(garden, flower) recall 0.866

F1 score 0.919
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In the value assessment, the T-tags (‘childre’, ‘candle’, ‘decorati’, ‘chocolate’) are
used as a benchmark based on the experts’ past experience for comparison. The T-tags
are treated as the actual categories, and the same parameter settings are employed for
modeling. The prediction scores are listed in the table below.

Table 21. Prediction Scores Table 2 Based on Historical Experience

Actual categories Evaluation Categories Score
precision 0.955
(‘childre’, ‘candle’, ‘decorati’‘, ‘chocolate’) recall 0.773
F1 score 0.85

At an F1 score level greater than 0.8, a comparison of the number of potential cus-
tomers was conducted. The interpretability framework identified 512 potential buyers,
while the number predicted based on historical experience modeling was 68. The results
indicate that the number of potential customers predicted by the interpretability frame-
work is 7.5 times that of the historical experience modeling, as detailed in the table below.

Table 22. Value Assessment(2)

F1 Score >0.8 Interpretability Framework  Historical Experience
Predicted Number of Buyers 512 (Number of Individuals) 68 (Number of Individuals)
Difference 7.5x 1x

Interpretability and Persona In the interpretability section, the modeling results for the
derived labels were analyzed using LIME for local explanations and SHAP for global
explanations. First, the explanation diagram for (Christmas, colorful) is shown in Figure
12. Following that, the explanation diagram for (garden, flowers) is presented in Figure
13.

In Figure 12, the left side shows the LIME explanation. In the LIME diagram, when
the value of “colour” is less than or equal to 0, it has a strong negative contribution (-0.4),
influencing the model not to predict class 1. Conversely, if the value is greater than 0, it
has a strong positive contribution. Additionally, when christ” exceeds 7.07 and “scan-
dina” exceeds 0.49, they provide positive contributions, pushing the prediction towards
class 1. Even “silver” values between 0 and 4.1 have a positive contribution towards class
1. On the right side of Figure 4-6, the SHAP explanation is presented. The SHAP dia-
gram indicates that “colour” and “christ” have significant impacts on the model’s output,
while “’scandina,” silver,” and even ’garden” and “decorati” also exhibit certain degrees
of influence. On the other hand, the co-occurrence scores in the prediction list were cal-
culated based on the label pairs (Christmas, colorful) as provided by this framework, as
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Fig. 13. Public Dataset 2: LIME and SHAP Explanation Diagrams 2

shown in Table 23. The table indicates that, aside from the labels themselves, the label
most strongly associated with (Christmas, colorful) is “flower,” followed by “cakestand,”
which also ranks high in co-occurrence. Conversely, ”garden” and “’silver” exhibit lower
levels of co-occurrence, which slightly diverges from the explanation results in Figure 12.

In Figure 13, the LIME explanation on the left indicates that when the values of
“flower,” ”garden,” and “’polishe” are less than or equal to 0, they have a sufficient negative
contribution, causing the model to not predict class 1. Conversely, when ’dotcom” is less
than or equal to 0, it has a positive likelihood of predicting class 1. On the right side of the
figure, the SHAP explanation shows that "flower” and “garden” have the highest average
SHAP values (5), while ”butter” and “’toilet” also have a notable impact on the model in
this classification. Additionally, Table 24 shows that, aside from “flower” itself, ’christ”
and the derived labels appear together quite frequently, followed by the “garden” label.
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Table 23. Based on D-tags, Co-occurrence Value(3)

D-tag F-tag Co-occurrence Scores

christ 1.000

colour 0.672

flower 0.374

cakestand 0.274

black 0.221

glass_1 0.179

garden 0.164

(christ, colour) drawer 0.158
silver 0.123

cabinet 0.112
candle 0.1096
candle_1 0.1096

botani 0.1092

decorati 0.1035

alphab 0.1035

The co-occurrence scores for ’black,” ”colour,” ”darwer,” and “cakestand” with the de-
rived labels are all greater than 0.4, indicating a high level of co-occurrence. This finding
slightly diverges from the feature explanation results in Figure 13, but it still provides ex-
perts with greater interpretability and comprehensibility of the model’s prediction results.

In the persona section, this study randomly selected one instance from the model
prediction results for each of the two sets of derived labels and listed the factual labels
with RFM values greater than 0, as shown in the table below. These were then analyzed
by domain experts.

From Table 25, it can be seen that the purchaser places significant importance on the
descriptive features of the product, such as “decorati” and ’silver,” and even prefers de-
scriptions that include feathe.” The first three features have high consumption amounts
and frequencies over the past two years, with scores exceeding 5.9. Additionally, the pur-
chaser values specific themes (’charlot”) and stripe elements. Experts suggest that, for the
derived labels corresponding to (Christmas, colorful), the persona is likely that of a home
decoration enthusiast. This individual enjoys beautifying and decorating items and may be
a homemaker, interior designer, or a working professional who values ritualistic elements,
potentially even an admirer of Scandinavian style (scandina, scandinavi, scandi).

From Table 26, it is evident that the purchaser has a strong preference for products
described with ”doughn” in the product descriptions. The consumption frequency and
amount over the past two years for this label are significantly higher, reaching a ratio of
12.5, far surpassing the second most frequent label, "flower.” Other related labels include
“breakf” (breakfast), “citron” (lemongrass), and “thermo” (temperature control) products.
Experts suggest that, for the derived labels corresponding to (flower, garden), the persona
is likely that of a home baking and breakfast enthusiast. The labels indicate that the cus-
tomer enjoys baking and preparing breakfast, and could also be a baker selling homemade
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Table 24. Based on D-tags, Co-occurrence Value(4)

D-tag F-tag  Co-occurrence Scores
flower 1.000
christ 0.840
garden 0.791
black 0.587
colour 0.579
drawer 0.461
cakestand 0.445
(flower, garden) botani 0.355
cabinet 0.329
glass_1 0.273
candle 0.251
candle_1 0.251
butter 0.246
butterf 0.239
stripe 0.223

Table 25. Persona and F-tags(3)

D-tag F-tag RFM value

decorati 7.5

silver 6.36

feathe 5.9

charlot 4.25

. stripe 4.12

(christ, colour) colour 375

christ 3.26

scandina 1.25

scandinavi 1.25

scandi 1.25

Table 26. Persona and F-tags(4)

D-tag F-tag RFM value

doughn  12.50

flower 4.20

garden 4.19

breakf 4.08

citron 3.97
citronel 3.97
thermo 2.97
candle 2.86
candle_1 2.86
black 1.77

(flower, garden)
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goods. Additionally, the customer might be a nature lover or a retiree, having ample time
for floral arrangements and baking activities.

In summary, the experimental results with the UCI Online Retail dataset (Public
Dataset 2) demonstrate the generalizability and reproducibility of the explainability frame-
work. It is also observed that when the content of the target labels is more relevant, the
label combinations become highly correlated, resulting in numerous similar label combi-
nations within the nodes.

When the target labels are (‘childre’, ‘candle’, ‘decorati’, ‘chocolate’), domain experts
interpret the relevance from a natural language perspective, noting that candles and deco-
rations are related, chocolate and children are related, and chocolate color is also related to
decorations. This aligns with the setting of target labels being interrelated. Consequently,
the derived labels that were determined—(Christmas, colorful) or (garden, flowers)—are
also relevant. Decorations are associated with candles and Christmas, as well as being
colorful and even with flowers. Children are related to both Christmas and gardens. Many
garden decorations fall within the category of decorations, indicating that despite differ-
ent label combinations, they remain highly related. This is evident from Tables 22 and
23, where the co-occurrence rankings of the two sets of derived labels both reflect the
presence of the other set of derived labels.

Additionally, the experimental results indicate that directly modeling using the expert-
provided target labels can lead to issues such as a small number of customers and a lack
of explanatory power, potentially even causing cold start problems. However, by employ-
ing the described method, which utilizes DFS to identify co-occurrence and reasonably
extend the most relevant features, it is possible to broaden the scope of similar targets and
increase the number of potential customers in the model. Moreover, assigning values to
factual labels through the RFM model and computing the co-occurrence of labels based
on derived labels can effectively enhance the interpretability of the model’s potential cus-
tomer list for experts. This approach increases trust in the model’s results and facilitates
the analysis of personas.

In summary, by integrating domain knowledge with natural language understanding,
experts can provide additional explanations for the labels in the prediction results and
reassess whether their target settings are aligned with the outcomes. After verifying the
generalizability and reproducibility of the framework, Section 4.6 applies the same steps
for case validation.

4.6. Case validation

After validating the effectiveness and generalizability of the interpretability framework
using publicly available datasets, this study further applies the interpretability framework
to cases in the financial industry where marketing lists have been rejected.

Identify objectives and obtain relevant data For this study’s case, marketing lists,
transaction data, and customer datasets provided by one of the top three financial holding
companies in Taiwan were used, as detailed in Table 27. After data integration and con-
sultation with domain experts, a total of 185,199,048 transaction records were obtained,
with each record containing four feature columns, as listed below.

— customer_id: String - Customer Code for Each Transaction
— monetary: Numeric - Transaction Amount for Each Entry
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Table 27. Dataset Description Table

Dataset Name Number of Features Number of Records Data Period Purpose
Transaction Data 4 185,199,048 2021/8-2023/8 Obtain F-tags
Customer Information 4 7,314,643 2023/1-2023/8 Training and Prediction
Marketing Lists N/A N/A N/A Define Target Labels

— date: String - Year and Month of Each Transaction
— remark: String - Transaction Notes

Interpretability Framework

F-tag After processing the transaction notes field using Byte Pair Encoding (BPE), a
total of 1,465 word stems were generated. Following the removal of duplicates, non-
descriptive, and irrelevant stems, regular expression matching was conducted, resulting in
319 ground truth labels. Due to restrictions imposed by financial regulations and personal
data protection laws [92, 93], only a portion of the ground truth labels can be provided, as
detailed in Table 28.

Table 28. Partial F-tags Table for the Case Dataset

Label Category Number of Labels Partial Results of F-tags Generation Method
[’Stocks’, *Allowance’, Based on the word stems
"Taipei City’, ’Steak’, generated by BPE,

F-tag 319 ’Streaming Media Platform’, data cleaning and regular
’Dividend’, "Holiday Cash Flow’, expression matching
..., Policy Loans’, "Funds’, were performed to
’Credit Card’, ...] obtain

In the customer information dataset, after data integration, a total of 7,314,643 records
were obtained. Thus, as of the end of August 2023, there were 7,314,643 customers.
This dataset contains four feature columns, consistent with those in the transaction data.
The next step involves incorporating the 319 ground truth labels generated by Byte Pair
Encoding (BPE) as additional feature columns into the customer dataset, resulting in a
total of 323 feature columns.

To represent each customer’s spending level, the F-tag values in the case study are
expressed using the RFM model’s expenditure amount, calculated as (Total Transaction
Amount) / (Total Number of Transactions). The total number of transactions is calculated
as the sum of the occurrences of transactions corresponding to the label within the cus-
tomer’s two-year transaction history, indicating the total number of transactions involving
that label over the two years. The total transaction amount is computed using the mone-
tary’ field from the transaction data, reflecting the total amount of transactions associated
with the label over the two-year period, expressed in ten thousand units.
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According to the RFM description provided above. When calculating the fund label
field for Customer A, the relevant transaction records associated with the fund label in the
transaction data are used. The total transaction amount, expressed in ten thousand units,
is then divided by the total number of transactions, and the resulting value is entered into
Customer A’s fund label field. Similarly, when calculating the credit card label field for
Customer B, the relevant transaction records associated with the credit card label in the
transaction data are used. The total transaction amount, expressed in ten thousand units,
is divided by the total number of transactions, and the resulting value is entered into
Customer B’s credit card label field.

Through the application of the RFM model as described above, the F-tag values provide
insights into the relationship between the total transaction amount and the number of
transactions associated with each label for the customer up to the end of August 2023.

T-tag and combinations of labels The marketing list dataset was pre-screened by domain
experts, specifically the investment products department manager, to define the target T-
tags. Based on the F-tags derived from the transaction data, and following discussions
among the three experts, a total of eight T-tags were determined, including but not limited
to: (Dividend, Year-End Bonus, Holiday, Retirement Pension, etc.). The remaining four
target labels are related to the descriptions of investment products and internal product
sensitivity, and therefore, not all T-tags can be disclosed.

With the target labels established, this case study sets the DFS parameters pair;e, and
PAIT proportion t0 3 and 0.6, respectively, to identify similar label combinations with the
target label as the root node. The aim was to find combinations where there are at least 3
nodes and the co-occurrence between labels exceeds 0.6. The DFS search results, sorted
by the number of combinations, are as follows: (119 combinations, 16 combinations, 108
combinations, 3 combinations, 133 combinations, 59 combinations, 60 combinations, 43
combinations). To avoid violations of financial regulations and personal data protection
laws [93], and to prevent the illegal misuse of personal information, the specific label
combinations cannot be disclosed.

D-tag Following a discussion among three experts, including the investment products
department manager, it was decided that there are 11 derived label combinations. Since
the D-tags involve aspects such as the characteristics of investment products, customer re-
sponse rates, consumer habits, subscription outcomes, and company sensitivity, disclosing
these could potentially lead to the inadvertent exposure of specific customer characteris-
tics and legal issues. To prevent misunderstandings related to the use of personal data and
any illegal intentions [93], the D-tags cannot be disclosed.

Model Prediction and Value Assessment The experiments for this case study were

implemented using Python 3.6 and PySpark 1.4 in the Cloudera Data Science Workbench.
The hardware used consisted of an Intel Xeon 64-bit processor with 16 cores and 128GB
of RAM.
As described in Sections 4.3 and 4.5, the LightGBM model was used with D-tags treated
as the actual class for training. The prediction task involved identifying investment prod-
uct purchasers between September 1, 2023, and October 31, 2023. The results are detailed
in the table below, with an average precision of 0.941, a recall of 0.899, and an F1 score
of 0.938 for the 11 D-tags.
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Table 29. Model Prediction Scores

D-tag Evaluation categories Score

Average precision  0.941
11 D-tag sets ~ Averagerecall ~ 0.899
Average F1 score  0.938

Since all three evaluation metrics exceed the threshold of 0.8 set within the inter-
pretability framework, the process moves on to the next step of value assessment. This
study uses A/B testing to validate actual effectiveness. A list of potential customers for
the same investment products identified by domain experts based on past experience is
used as the benchmark (Group A), consisting of 91,018 individuals. The proposed frame-
work predicts 226,998 potential buyers (Group B), which is 2.493 times higher than the
expert-provided list.

Digital advertisements for investment products were targeted to the customer lists
provided by each group (A and B) through an advertising deployment system. Under
identical advertising copy, this study tracked and compiled data only for customers within
one month after the advertisement was deployed. Due to the challenges in objectively
defining transaction tracking and effectiveness of investment products, data on customer
repurchase rates or cost-effectiveness could not be obtained for comparison. Therefore,
only customer response rates and the number of respondents were compared.

The test results indicate that the customer response rate is 3.8 times higher than that of
the list provided by industry experts, and the total number of responses is 9 times greater,
as detailed in Table 30.

Table 30. Value Assessment Table-3

Under an F1 Score Greater Than 0.8  Interpretability Framework Previous Experience
Predicted Number of Purchasers 226,998 (Number of individuals) 91,018 (Number of individuals)
Difference 2.493x 1x

Customer Response Rate
Within One Month of 3.8x 1x
Advertisement Deployment

Number of Responses
Within One Month of 9x 1x
Advertisement Deployment

Interpretability and Persona Due to regulatory constraints, it is not possible to
display LIME and SHAP model visualizations. However, by utilizing an explainability
framework and anonymizing the data, some co-occurrence labels can still be presented.
The order of the labels does not reflect their actual ranking, and identifiable labels have
been omitted, as shown in the table below.
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Table 31. Table-5 of Co-occurrence Scores for D-tags

D-tag F-tag Co-occurrence Score
technology industry 0.719
regular installment plans 0.644
(ETF A, ETF B, ETF C) group dining 0.355
Shin Kong Mitsukoshi 0.181
afternoon tea 0.140

The table presents a randomly selected de-identified label from 11 derived label sets
for co-occurrence analysis. It reveals that among the labels associated with the three ETFs,
aside from the strong correlation with their own labels, the ”technology industry” fact la-
bel exhibits a particularly high level of co-occurrence. Additionally, terms such as “regular
installment plans” frequently appear in the descriptions of these products, attracting a di-
verse range of customers. In the persona analysis, Table 32 indicates that the purchaser

Table 32. Persona and F-tags (5)

D-tag F-tag RFM value
rent 9.50
afternoon tea 8.27
(ETF A,ETFB,ETFC)  group dining 6.83
technology industry ~ 4.29
steak 2.21

frequently has the label “rent” noted in their account records, and they tend to spend a sig-
nificant amount on afternoon tea and group dining. This individual is also likely employed
in the technology industry. Experts suggest that the profile aligns closely with that of an
engineer working in a science park. Alternatively, it could describe a financially savvy
individual, possibly a landlord, who specializes in managing rental properties. This per-
son predominantly invests in technology-related portfolios, which may explain the high
frequency and expenditure on afternoon tea and group dining.

The validation results not only significantly increased customer response rates, re-
sponse volume, and the number of targeted individuals but also enabled domain experts
to interpret the results through personas derived from the data. This enhances data trans-
parency and model interpretability, allowing experts to better understand the predictive
outcomes and reducing skepticism toward the model. These findings further demonstrate
the practical feasibility of the explainability framework and its potential for increased
profitability.
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5. Conclusions and Discussion

This study addresses cases where the customer lists generated by the model were deemed
unacceptable. Specifically, it focuses on issues such as the inability to explain the lists,
the features of the lists failing to persuade domain experts and decision-makers, and the
limitations on the number of individuals in the lists based on past experience. To address
these challenges, this research proposes an explainability framework as a solution.

The framework integrates BPE and a three-tier labeling system to enhance the inter-
pretability of the model’s results. Fact labels expand the feature dimensions of customer
data, enabling users to perceive the functional dimensions of the data through natural lan-
guage [94]. Industry experts can select target labels from the fact labels and determine
derived labels for the model’s actual categories based on label combinations identified by
DFS. This allows domain experts to fully understand that the customer lists predicted by
the model are generated from natural language features, and further explanations can be
provided through personas. This approach fully satisfies the transparency, comprehensi-
bility, and interpretability requirements of XML [36]. Moreover, the relationship between
derived and target labels can be further elaborated to provide contextual explanations,
aligning with the definition of XAI [37].

This study develops a general explainability framework to address challenges in the
business domain, where industry experts or decision-makers may reject model-generated
potential customer lists, and where the number of marketing list recipients is limited by
past experience. The experimental results show that:

1. By labeling data with natural language, this framework enhances data interpretabil-
ity for any user and produces comprehensible potential customer lists. It effectively
increases response rates and the number of recipients on the lists, offering a higher
chance of generating greater corporate profits.

2. Although designed for the business domain, the framework is repeatable and gen-
eralizable, applicable to any dataset involving natural language. It can be adopted
to enhance both the feature dimensions and readability of data, helping users better
understand its behavior and characteristics.

3. Grounded in the experience of domain experts and decision-makers, this framework
successfully transfers prior knowledge and domain expertise into the model. In the
future, experts can confidently leverage technological advancements, and managers
can more easily monitor changes in customer consumption patterns and habits.

The proposed framework can be further extended to improve its adaptability across
industries and alignment with cutting-edge technologies through the following directions:

e Multimodal Data Fusion: In retail scenarios, integrating product images (e.g., cloth-
ing design sketches) with textual reviews via vision-language models such as CLIP
can generate cross-modal tags, thereby enriching user profiling.

e Federated Learning: In privacy-sensitive domains such as finance and healthcare, dis-
tributed model training enables collaborative modeling (e.g., credit risk assessment
across banks) while preserving user data privacy by avoiding raw data exchange.

e Replacing DFS with Graph Neural Networks (GNN5s): Instead of heuristic DFS-based
search, the label co-occurrence structure can be directly modeled using GNNs. Graph
Attention Networks (GAT), in particular, can capture complex inter-label relation-
ships (as discussed in Section 4.6.4), offering a more expressive alternative.
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e Improving Interpretability with Large Language Models (LLMs): Prompt engineer-
ing techniques can leverage models like GPT-4 to automatically generate semantic
explanations for tags (e.g., defining the business meaning of “durability”), thereby
reducing reliance on domain experts.

While the proposed framework demonstrates strong performance, several limitations
should be acknowledged:

e Dependence on Data Quality: The framework’s effectiveness relies heavily on the
completeness and accuracy of natural language fields (e.g., product descriptions).
High levels of noise—such as spelling errors or ambiguous expressions—may lead to
suboptimal tag generation by BPE. For example, as shown in Table 4, subwords like
“cappuccin” require manual correction to align with intended semantics.

o Expert Involvement Overhead: The DFS-generated tag combinations require manual
filtering by domain experts. As illustrated in Section 4.2.3, only 2 out of 74 candidate
D-tag combinations were selected for downstream use, which limits the framework’s
automation in knowledge-scarce scenarios.

e Computational Bottlenecks: Both BPE and DFS may incur substantial memory and
time costs when applied to large-scale datasets, such as the 185 million transac-
tion records used in the case study. Distributed computing frameworks (e.g., Apache
Spark) or approximate algorithms may be necessary to improve scalability.

e Limited Adaptability to Dynamic Data: The current framework does not account for
data distribution shifts over time (e.g., evolving consumer preferences). Future work
should explore online learning mechanisms to periodically update the tag taxonomy
and maintain robustness under dynamic conditions.
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