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Abstract. Software defect prediction research relies on data that must be collected
from otherwise separate repositories. To achieve greater generalization of the re-
sults, standardized protocols for data collection and validation are necessary. This
paper presents an exhaustive survey of techniques and approaches used in the data
collection process. It identifies some of the issues that must be addressed to mini-
mize dataset bias and also provides a number of measures that can help researchers
to compare their data collection approaches and evaluate their data quality. More-
over, we present a data collection procedure that uses a bug-code linking technique
based on regular expression. The detailed comparison and root cause analysis of
inconsistencies with a number of popular data collection approaches and their pub-
licly available datasets, reveals that our procedure achieves the most favorable re-
sults. Finally, we implement our data collection procedure in a data collection tool
we name the Bug-Code (BuCo) Analyzer.

Keywords: software defect prediction, data collection issues, dataset bias, bug-code
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1. Introduction

The first step of any empirical research is data collection. Empirical research is highly
dependent on the quality of the data used. Low-quality data are not a good source for
the construction of new theories. The threats to the generality of the conclusions drawn
from such data are predominantly posed by bias. That is why there are guidelines for data
collection in various research areas. The area of software defect prediction (SDP) lacks
such a set of guidelines for collection and validation of data. Instead, there are some often
used practices that were never thoroughly compared against a set of rules nor against each
other. The goal of our research is a systematically defined data collection procedure for
SDP studies. So far, we have addressed and evaluated the issues that may become a sig-
nificant source of bias if left open to interpretation [26] and we have developed a tool for
automated data collection [25]. In this paper, we aim to make the data collection guide-
lines complete by proposing how to perform a systematic comparison of data collection
procedures. Then we use it for an empirical study to compare our own data collection
procedure with existing practices and to study the effectiveness of linking techniques in
different contexts.
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SDP deals with finding a predictive model that would identify areas of source code
that are most prone to defects. Such a recommendation system require a data collection
mechanism and a recommendation engine to collect development data, to analyze the
data model and to generate recommendations [32]. The majority of studies suffers from
the generalization of results and unknown sources of bias that are not properly addressed
[17]. SDP research relies strongly on data from several software development reposito-
ries. Linking the data across disparate sources from the software life cycle and matching
all records related to the same software entity offers a powerful resource for the study of
software behavior. Data linking has also been recognized as a powerful tool for gaining
new knowledge and developing new theories in many other disciplines, such as health
[21], national statistics [15], business, bioinformatics, and climate change. However, the
quality of the collected data is influenced by the quality of the reporting system. If the
reporting has no standardized methodologies, the quality of collected data will be deteri-
orated. The data collection procedures should be verifiable, repeatable and accurate [4],
[17]. Numerous efforts have been devoted to identifying sound techniques, procedures
and useful tools that could be used for such purposes. Some examples include the ef-
forts put toward constructing traceability requirements [1], bug-code linking [38], [30],
and bug localization [23], [40]. However, none of the existing approaches seams to have
achieved satisfactory accuracy and bias seams to be the dominant problem [42]. Further-
more, many repositories suffer from data quality issues, such as outliers, missing values,
redundant or irrelevant attributes and instances, overlapping classes, contradictory sam-
ples, data shifting, imbalance of classes or unreliable replicability [37], [33]. Hence, the
SDP community must develop a systematic approach to assess the reproducibility of em-
pirical studies based on the datasets retrieved from development repositories [16].

The quality of the linked data has been addressed in other research fields as is reviewed
in [9] and it depends on data linking approach. If there is no standard for data linking in
SDP studies, datasets may suffer from bias and the generalisation of results cannot be
achieved. Thus, we examine the data collection procedures used in the field of SDP re-
search, investigate their weaknesses, and reveal hidden issues. Using supporting tools and
datasets, we quantitatively evaluate the effectiveness of already available techniques and
develop our own. Our contribution to the research community will be to identify concrete
issues that must be discussed when applying a particular linking technique, to address
threats to its validity and the generalization of its results, and a set of guidelines how to
systematically evaluate its performance in comparison to already existing ones. In this
paper we distinguish two terms in data collection: linking technique that is a matching
technique to connect the pieces of information from separate repositories, and data col-
lection procedure that includes a particular linking technique and a set of decisions that
define which data are going to be collected. The output of a linking technique are bug file
pairs and the output of a SDP data collection procedure are SDP datasets that consist of
files described with software metrics and number of associated bugs in a given release of
a software product.

Our research questions are as follows:

RQ1 How strongly is linking effectiveness influenced by development context and why?
RQ2 Which linking technique identifies the highest number of correct links?

We use the term development context as a general description of specificities behind
a development process. It comprises not only the structure of the repository, but also the
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specifics of the development process, the habits of the developers and the procedures and
rules they follow. The habits of developers within a community are typically more similar
than the habits of developers across multiple communities because they are governed by
strict naming conventions, rules and procedures that are not part of general development
practice. For example, the Eclipse community has its own naming conventions and in-
formal rules that may have significant influence on the data quality it produces and the
linking techniques that can be applied. How to establish context is a difficult task and a
general challenge [32]. In our analysis, each dataset is regarded as a separate development
context.

The contributions of this paper are the presentation of an exploratory study with the
goal of identifying all issues present in data collection, the performance of a comparison
experiment among bug-code linking techniques, the performance of a comparison exper-
iment between the proposed data collection approach and other popular datasets and the
development of a tool for the automatic replication of the entire data collection process
for a wider range of projects. The remainder of this paper is organized as follows: Section
2 presents the related work in the field of data collection for the SDP research, focus-
ing on various linking techniques, approaches and reporting quality; Section 3 describes
the details of our empirical study; Section 4 presents the results of the quantitative as-
sessments and root cause analysis of our experiment, answers the research questions and
discusses the threats to validity; and Section 5 summarizes the paper with a discussion
and conclusion.

2. Background

2.1. Linking techniques

In related work a various approaches to bug-code linking are explored that we mention
below. The simplest one, the deterministic approach, is about joining data from diverse
repositories based on a unique entity identifier that is available in all repositories [5]. For
example, the Bug ID is typically used as a unique identifier to connect the bugs from a
bug repository with the related source code changes in a source code management reposi-
tory. These source code changes, i.e., commits, are briefly explained in commit messages,
which is where the Bug ID is sought. We use this technique in our experiment and refer to
it as the Simple Search approach. However, such a unique entity identifier is not always
present. In the example of bug-fix connections, for most source code repositories, it is not
mandatory to state the Bug ID in the commit message. Thus, we are unable to discover
all bug-fix links using the Simple Search technique. The explicit inclusion of the Bug ID
in the commit message is highly dependent on the culture and habits of the open-source
development community and the maturity of the organization. This is a crucial issue that
can easily lead to biased data, and it is the focus of this paper. The positive correlation
between project members’ experience (which may also be related to the maturity of the
organization) and the presence of linkage information was confirmed in [6]. Thus, the
deterministic approach can provide good linking results only if the entity identifiers or
linkage keys are of high quality, meaning that they are precise, stable over time, avail-
able and robust with regard to errors. Moreover, the usage of different linkage keys, as
presented in [5] for the linking of data in the health domain, may result in differing data
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quality. In this paper, one of the analyses investigates the effect of using different linkage
keys in the same repository. Another analysis investigates the effect of using the most
commonly used linkage key across the most often used repositories in SDP research.

The probabilistic linking approach is based on the existing common attributes in the
repositories. For example, links are confirmed only if their common attributes predomi-
nantly agree, and they are not confirmed if these attributes predominantly disagree [13].
This approach has been applied to create SDP datasets in several studies. An algorithm
based on regular expressions that matches the file names present in both the bug tracking
and source code management repositories is proposed in [14].

The SZZ approach, proposed by Śliwerski, Zimmermann and Zeller in [38], is an-
other example of a probabilistic linking approach used in the SDP research community.
It uses multiple keywords together with the Bug ID and assigns a syntactic weight to all
commits and a semantic confidence weight to all links. The syntactic weight is incre-
mented for commit messages that contain Bug ID, and any of the following keywords:
”fix”, ”bug”, ”defects” and ”patch” OR no other words aside from numbers. The seman-
tic weight is incremented for all previously found bug-commit links that satisfy any of
the following conditions: The bug is resolved as fixed, a short description of the bug is
contained in the commit message, the author of the commit message was assigned to the
bug (we use this technique in our experiments and call it Authorship Correspondence),
and at least one file changed in the commit is associated with the bug. The threshold for
valid links was determined based on a manual inspection. Links that satisfy more than 1
semantic criterion OR that satisfy 1 semantic AND at least 1 syntactic criterion are re-
garded as valid. This approach is the best thus far described in the SDP research literature
and is broadly used in many other studies (e.g., [19], [18], [20], [7], [28], [20].

The use of the time attribute in matching algorithm was proposed in [2]. This ap-
proach combines the use of regular expressions and the search for certain keywords with
a check of the time difference between bug reporting and fix committing activities. Bet-
ter performance than that of the SZZ approach was reported for the application of this
method to the same Eclipse dataset, where a linking rate of 43.7% was achieved instead
of 24.3%. D’Ambros et al. [10], [11] used the same pattern-matching approach as in the
SZZ approach and introduced a linking verification criterion that excludes any link with
a bug report date that is after the commit date. We use this technique in our experiments
and call it Time Correlation.

A complex linking approach that combines the techniques of (1) Simple Search, (2)
Authorship Correspondence, (3) Time Correlation and (4) text similarity between bug re-
ports and change logs was implemented in the ReLink tool [41]. We also use this same
tool in our experiments. Finally, the Fellegi-Sunter approach [39], performs matching
based on nine attributes: last comment author, last comment time-stamp, 2nd-to-last com-
ment author, 2nd-to-last comment time-stamp, fixed author, fixed time-stamp, product,
component, and title. The performance of this algorithm and its ability to successfully re-
cover links were demonstrated on the Apache and WikiMedia repositories. In [29] is pre-
sented a six-layer link detection approach based on textual similarity, which they called
the multi-layered approach (MLink). The six layers can be described as follows: (1) a
pattern-based detector similar to that of the SZZ approach, (2) a filtering layer that re-
moves any link with committing time that do not lie between the bug opening and bug
closing dates, (3) a patch-based detector that isolates code fragments within the text of a
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bug report and searches within the commit log, (4) a name-based detector that searches for
names of entities and system components that are common to the bug report and the com-
mit log, (5) a text-based detector similar to the ReLink tool and (6) an association-based
detector that attempts to link bugs and commits that do not share any text similarity.

Our tool for automated data collection [25] offers all the aforementioned linking tech-
niques. Furthermore, we developed another technique that is based on regular expressions
so we call it the BuCo Regex technique. It is an improved Simple search technique which
predefines the surrounding characters of a Bug ID in a commit message and it achieved
very favorable results in our first analyses [27].

2.2. Datasets

Benchmarking datasets are needed to give researchers a basis for comparison. Several
attempts have been made in that direction. Bachmann et al. [3] explored the missing links
between bug tracking and source code management repositories. They manually collected
a dataset from the Apache project, with the assistance of an expert developer, and termed
it ”the ground truth” (we also refer to this dataset in the same manner for the remainder
of the paper). Unfortunately, that dataset was not made public. The same benchmarking
dataset was adopted, further enlarged and used in [41] and [29]. A different approach to
the creation of a benchmark dataset was taken in [8]. These authors criticized the approach
of the a posteriori manual establishment of links by a person who was not the actual
developer of all of the commits. Their approach instead consists of using a JIRA bug
tracking system that provides the developers with an add-on to connect the bug with
the commit at the time the changes to the source code are made. Using that valuable
information, they constructed datasets for 10 Apache projects and made them publicly
available. We used one such dataset in our comparison of the ReLink tool with more
simple techniques in [27]. We also use that dataset in our present experiments and refer
to it as the Benchmark throughout the remainder of this paper.

In related studies, efforts are rarely made to identify and properly address the bias in
the existing SDP research. The studies that have addressed the existence of bias have con-
sidered its impact only through the linking rate or only on a single dataset. The community
still lacks a universal approach to address this issue. One interesting approach is proposed
in [24]. This approach is based on the artificial insertion of false instances into the training
sample to evaluate the resistance of a particular technique to bias. Alternatively, according
to [31], the bias could be effectively minimized by simply gathering larger samples. How-
ever, it may be difficult to determine and achieve the sample size needed to overcome the
bias effect. In the linking research community, it is well known that the quality of a tech-
nique varies depending on the nature of the datasets and the techniques that are applied
to these datasets [34]. Therefore, if we wish to produce comparable results and evaluate
the performances of various linking techniques, we must perform our experiments using
the same datasets. Moreover, these datasets should be freely available to other researchers
and practitioners in the field. Finally, the techniques used should be repeatable for ease
of comparison. For all these reasons, the objectives of this study are to investigate the
repeatability of SDP linking techniques, assess their performances on common datasets
and start to build a comparison network for bias evaluation.
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2.3. SDP Data Collection Procedure

Besides the linking technique, there are several issues that need to be addressed in the SDP
data collection procedure. Our previous research identified several issues that are inherent
to the nature of many open-source repositories and that could present a significant source
of bias for bug-code linking if left open to interpretation [26]:

– Bug repositories contain various bug statuses that are indicated as closed (resolved,
verified) or merely opened (unconfirmed, confirmed, in progress) and closed ones are
relevant to SDP

– Bug repositories contain various resolution levels for bugs that are fixed and relevant
to SDP and for bugs that could not have been fixed (invalid, wontfix, duplicate, works-
for-me).

– Bug repositories usually contain various severity levels for bugs that cause loss of
functionality (minor, normal, major, critical, blocker) and are relevant to SDP, bugs
that do not cause loss of functionality (trivial) and even enhancement requests.

– There is no strict naming convention for release designations that allows for the
straightforward identification of connections between bug tracking and source code
management repositories.

– Large projects may be divided into several partitions within the top-level source code
management repository.

– The relationship between bugs and files may be many-to-many rather than one-to-one
for the following reasons:
– A single Bug ID may be present in more than one commit
– A single commit may contain changes to more than one file
– A single file may be changed in commits linked to more than one bug

– Duplicated file-bug links may occur for files changed in multiple commits that are
linked to one bug and they need to be counted distinctly.

– Bug IDs with fewer digits may be incorrectly identified in Bug IDs with a larger
number of digits and the linking technique should comprise this fact.

There are also several issues that need to be defined to avoid bias in the SDP data
collection procedure:

– The granularity level must be determined prior to beginning data collection, be-
cause it affects the spectrum of possible software metrics we are able to collect. The
file level is the dominant choice and the file-based nature of most source code man-
agement repositories is the usual motivation [12].

– Besides the number of bugs, the files in the SDP dataset are described through a
number of software metrics. There are 3 major categories of software metrics used
in SDP research. The product metrics are the dominant choice [20], [22], [36] and the
development metrics are sometimes added to them [7], [20], [22]. The deployment
and usage metrics are the least used ones [22], [30].

– There are two repository search order approaches to the data collection. The typical
order is to examine the source code repository first [43], [20], [10]. The popular SZZ
approach also uses this order [38]. The other course of action is to first collect all
bugs from bug tracking repository and then search for them in the commit messages.
Schröter et al. [35] are the only authors to have compared these two approaches. They
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achieved a bug identification rate of approximately 50% using the first approach and
found an additional 20% using the second. Although obviously important, this seems
to be an underestimated and often unaddressed issue.

3. Empirical Study

In this section, we define our empirical study strategy following the steps for constructing
a verifiable, repeatable and accurate data collection plan given by Basili and Weiss [4].

3.1. Variables and Measurement Instruments

The typical evaluation measures used in linking comparisons are the linking rate and
various metrics based on the confusion matrix [9], [8], [41]. We also define the Linking
Rate (LR) as the ratio of linked to fixed bugs. The confusion matrix is typically used in the
classification domain, and it represents all possible outcomes of correctly and incorrectly
assigning instances into two classes. In our case, the instances are bug-code links, and
the two classes are the presence (1) or absence (0) of links. True Positive (TP) links are
those that we correctly establish. False Positive (FP) links are incorrectly established links.
The links we miss are False Negatives (FNs). Missing links are a known issue in open-
source community repositories [41], [8], and they are reflected in the LR. The linking
techniques we use should maximize TPs, avoid FPs and minimize FNs. The category of
True Negative (TN) links is more difficult to comprehend because these links represent
all links that do not exist and are also not established. None of the linking techniques
we have encountered make any attempt to address TN links. With the exception of the
Benchmark datasets, the actual links are unknown a priori and require extensive manual
investigation to discover them. For this reason, we calculate these metrics and the ones
that are derived from them (precision, recall and F-measure) only for Benchmark dataset
and for the first release of JDT project. Accuracy, the most standard measure, requres TN
to be calculated, so it is not calculated because of afore mentioned reasons. On the other
hand, we merely comment the influence of various linking techniques on their values for
the remaining datasets, after we perform manual inspections. To assess the experiments
and evaluate their results for the remaining datasets, instead of confusion-matrix-based
measures, we define the metrics presented in Table 1. The second column of Table 1
provides brief descriptions, and the third column summarizes the purpose of each metric.
Further details regarding metrics usage are provided in this section.

Several researchers have performed data collection procedures and made their data
available. There are two types of datasets: those that record only the total number of bugs
per file and those that reveal all underlying links. Our empirical study will use both types
of datasets to evaluate our data collection procedure. The SZZ datasets (Eclipse 2.0, 2.1,
3.0) and the D’Ambros dataset (Eclipse JDT Core 3.4) give only the total number of bugs
per file. Therefore, we collect the data for the same releases of the Eclipse projects to
compare with the popular SZZ procedure. The Nfi and Nbi metrics serve to ensure that
comparisons are being performed on the same input data, if possible. The comparison is
then performed in terms of Nfo and Sbo. However, these metrics do not reveal whether
the two procedures found the same bug-code links and that is why we perform additional
analysis. We calculate the number of files with equal number of associated links, i.e.
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Table 1. Evaluation metrics.

Metric Description Purpose
(Nfi) Number of files in the input of analysis Comparison of
(Nbi) Number of bugs in the input of the analysis input data
(Nlo) Number of identified links
(Nco) Number of linked commits Comparison of
(Nbo) Number of linked bugs linking output
(LR = Nbo/Nbi) Linking rate
(Nfo) Number of linked files Comparison of
(Sbo) Sum of all linked bugs in all the files final datasets

For comparing the final dataset obtained by two different linking techniques
(Equal Nbo) Number of files with equal number of bugs Finer comparison
(Greater Nbo) Number of files with greater number of bugs of final datasets
(Lower Nbo) Number of files with lower number of bugs

For manually comparing the output links obtained by two different linking techniques
(Equal Nlo) Number of equally established links
(Incorrect Nlo) Number of established incorrect links Finer comparison
(Correct Nlo) Number of established correct links of linking output
(Questionable Nlo) Number of established links for

which the correctness is unsure
(Precision) Correctly established links / All established links Finer comparison
(Recall) Correctly established links / All actual links using standardized
(F-measure) Harmonic mean between Precision and Recall evaluation metrics

number of bugs (Equal Nbo), and for files with unequal number of associated links, we
calculate the number of files for which our technique links more bugs (Greater Nbo) and
the number of files for which our technique links fewer bugs (LowerNbo). We distinguish
these two categories because we wish to reveal which technique yields the better LR. After
having found the files with equal and unequal number of bugs, we plan to manually select
a number of randomly selected files with (Equal Nbo), (Greater Nbo) and (Lower Nbo),
analyze all the commits that are linked to these files and try to find regularities which
reveal the reasons for unequal number of linked bugs.

To be able to fairly judge the appropriateness of a particular linking technique, one
should obtain a benchmark dataset with all links already identified. ”The ground truth”
dataset for the Apache HTTPD project was developed in [3], but unfortunately, it was not
made public. However, several studies have performed comparisons against this dataset.
The ReLink tool was applied to the same input by Wu et al. [41] and these authors made
their Apache HTTPD3 dataset available. Using the same input, we also indirectly com-
pare our results with ”the ground truth.” Another approach to constructing ground truth
datasets was taken by Bissyande et al. [8]. They constructed their Benchmark dataset for
the Apache OpenNLP4 project by collecting data from already-linked repositories. We
use their dataset as well. Because the ReLink and Benchmark datasets provide all bug-
code links, we are able to perform comparisons at a finer level of detail. The LR serves as
a basis for comparing the effectiveness of various linking techniques in different contexts.

3 https://code.google.com/p/bugcenter/wiki/ReLink
4 http://momentum.labri.fr/bugLinking/
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Table 2. Experiment objects.

Dataset
Name Project Contains

SZZ Eclipse 2.0, 2.1, 3.0 pre-release and post-release bugs per file
D’Ambros Eclipse JDT Core 3.4 total number of bugs per class
ReLink Apache HTTPD list of bug-commit links established by the tool
Benchmark Apache OpenNLP list of bug-commit links extracted from JIRA

Tools
Name Input Linking Technique

ReLink Bugs, SVN Simple search and NLP based prediction
Simple Bug ID Search

BuCo Bugzilla Time Correlation
Analyzer GIT Authorship Correspondence

Regular Expression Bug ID Search

The Nlo and Nco metrics are used to achieve more detailed comparisons of the linking
techniques we examine. To reveal the intersection between two linking techniques, we
calculate the number of equally established links (Equal Nlo). For the links that the two
techniques do not identify in common, we manually assess their correctness and calcu-
late (Incorrect Nlo) and (Correct Nlo). For links that are not identified in common for
which we cannot say for certain whether the link actually exists, we calculate (Question-
able Nlo). Since Benchmark datasets reveal which links should have been made, we also
calculate the precision, recall and F-measure for ReLink and for BuCo Analyzer.

We perform a similar comparison between ReLink and BuCo Analyzer on JDT 2.0
dataset. We manually compare all the links they yielded and calculate the number of
(Equal Nlo), (Incorrect Nlo), (Correct Nlo), and (Questionable Nlo). Making the as-
sumption that the union of all links discovered by these two techniques is equal to total
number of TP, we calculate their precision, recall and F-measure.

3.2. Objects

Our analyses are applied to several projects from two open-source communities: the
Eclipse and Apache communities. We use these projects because considerable effort has
already been directed toward empirical research of their repositories and because we need
a common basis for the comparisons of the linking techniques and the data collection
approaches. The datasets, the tools and the linking techniques we used are presented in
Table 2.

Many studies that rely on Eclipse datasets actually reuse the datasets provided by
SZZ5 or D’Ambros6. The datasets provided by SZZ are the first three releases of the
Eclipse project, whereas D’Ambros provided a dataset for the Eclipse JDT Core 3.4 ver-
sion. This is an intermediate version, and our technique should not be evaluated solely
based on its effectiveness on that version. Eclipse has had 13 releases, and it may be in-
teresting to study the consistency of a technique’s effectiveness across all of them. The

5 https://www.st.cs.uni-saarland.de/softevo/bug-data/eclipse/
6 http://bug.inf.usi.ch
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Table 3. Raw data statistics and context.

JDT PDE BIRT HTTPD OpenNLP
Releases 13 13 9 1 1
Files 18,752 6,829 8,104 3,744 1,784
Bugs 198,206 42,582 65,173 673 100
Domain Development Development Business Web NLP - Language

Tools Environment Intelligence Server Processing

Table 4. The description of anaylsis methods used in the experiment

Experiments and Quantitative Assessment
Goal: assess the linking bias produced by linking techqniques and datasets
Approach: apply the linking techniques and datasets presented in table 2
Input: the datasets presented in table 2
Output: the bias of each approach with respect LR and Nlo, Nco, Nfo, Nbo

Detailed Quantitative Root Cause Analysis
Goal: manually identify the causes of inconsistencies between the linking results

Final Dataset Comparison
Approach: comparison of the Nbo obtained by BuCo and by SZZ and D’Ambros
Input: randomly selected 100 files and all commits linked with these files
Output: the number of files with equal and unequal numbers of bugs
Linking Comparison
Approach: compare the Nco obtained by BuCo and by ReLink and Benchmark
Input: all the links made by each technique
Output: the Nlo that are equally and unequally established links

dataset statistics and project domains are summarized in Table 3. For the Eclipse projects,
this table presents the number of major releases we analyze, the total number of .java
files, the total number of bugs in the input of the analysis (reported and fixed) and the
total number of files in the input of analysis for all analyzed projects. Later, we remove all
files that are not related to the actual project functionality. Every file that contains ”.test”
or ”.example”7 in its file path is omitted from the final datasets. SZZ and D’Ambros used
the same approach. For the Apache projects, the table presents the total number of .c and
.h files and bugs given by [41] and [8]. Files with ”test” or ”example” in the name and
a certain number of other files for which we did not find any distinguishing features are
removed from the sample.

For the purposes of systematic data collection from open-source projects for SDP, we
developed the Bug-Code (BuCo) Analyzer tool that is described in details in [25] and we
used it for the purpose of this study. The tool offers the possibility of selecting among the
above mentioned linking techniques, including an interface for the ReLink tool.

In our study, we employ several analysis methods presented in Table 4, with the ob-
jective of developing accurate algorithms for linking techniques and reducing empirical
study bias.

7 http : //wiki.eclipse.org/Naming Conventions
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4. Results

In this section, we present our results and discuss the answers to the research questions
stated in Section 1.

4.1. Experiments and Quantitative Assessment

The experiment and quantitative assessment are divided into three studies and are ex-
plained below.
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Fig. 1. Linking rate for six linking techniques applied to JDT, PDE and BIRT respectively.
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Table 5. Comparison of linking techniques The first column indicates release in the analysis and
the number of bugs collected from the Bugzilla repository (Nbi). The following columns represent
the linking techniques (Time stands for Time Correlation, Author stands for Authorship Correspon-
dence, T & A stands for combination of both Time Correlation and Authorship Correspondence),
the number of linked bugs (Nbo) and the LR (Nbo/Nbi) each technique yields. The mean value
(µ) and the standard deviation (σ) of LR for the whole project are presented for each technique.

JDT Simple Enhancement BuCo ReLink
Rls. Nbi Search Time Autor T & A Regex Tool

1 4276 84.5% 32.3% 18.5% 14.3% 48.4% 49.3%
2 1875 73.1% 30.9% 22.9% 16.9% 64.4% 65.3%
3 3385 73.9% 27.5% 20.4% 11.3% 70.9% 71.5%
4 2653 81.6% 25.0% 25.4% 13.5% 80.6% 81.5%
5 1879 85.0% 23.6% 30.5% 13.5% 84.9% 85.8%
6 1341 88.7% 28.7% 35.8% 16.0% 88.7% 89.8%
7 989 90.0% 30.5% 42.2% 19.0% 90.0% 91.5%
8 595 91.8% 45.4% 65.0% 30.9% 91.8% 92.8%
9 492 88.6% 44.1% 75.2% 37.4% 88.6% 90.2%
10 549 72.7% 34.2% 64.8% 30.4% 72.7% 73.8%
11 329 87.5% 54.7% 66.0% 41.0% 87.5% 90.9%
12 41 87.8% 65.9% 73.2% 56.1% 87.8% 90.2%
13 348 89.7% 73.0% 51.1% 43.1% 89.7% 90.8%

µ 84.2% 39.7% 45.5% 26.4% 80.5% 81.4%
σ 6.8% 16.0% 21.3% 14.4% 12.9% 12.9%

PDE Simple Enhancement BuCo BIRT Simple Enhancement BuCo
Rls. Nbi Search Time Autor T & A Regex Nbi Search Time Autor T & A Regex

1 561 47.2% 18.4% 16.2% 13.9% 22.3% 2034 44.0% 30.5% 18.1% 12.1% 43.6%
2 427 38.9% 24.6% 17.8% 16.2% 27.4% 596 53.5% 36.7% 19.6% 13.9% 52.7%
3 1041 38.6% 27.2% 10.0% 9.2% 33.6% 2630 61.9% 36.3% 17.7% 10.1% 60.5%
4 769 52.8% 35.5% 4.4% 3.6% 51.6% 1761 68.5% 21.9% 19.9% 7.8% 68.2%
5 546 69.4% 57.5% 9.5% 8.1% 69.2% 807 80.5% 43.2% 24.2% 12.3% 80.4%
6 727 85.3% 52.0% 28.7% 25.3% 85.3% 172 69.8% 62.8% 13.4% 11.0% 69.8%
7 963 80.9% 54.4% 22.8% 15.6% 80.9% 25 32.0% 20.0% 8.0% 4.0% 32.0%
8 879 86.9% 69.4% 44.4% 35.8% 86.9% 28 17.9% 7.1% 7.1% 3.6% 17.9%
9 454 86.1% 62.1% 50.2% 32.4% 86.1% 51 31.4% 13.7% 9.8% 3.9% 31.4%
10 204 85.3% 49.5% 55.9% 31.4% 85.3%
11 62 77.4% 48.4% 51.6% 32.3% 77.4%
12 65 70.8% 40.0% 49.2% 26.2% 70.8%
13 131 95.4% 61.8% 75.6% 48.9% 95.4%

µ 70.4% 46.2% 33.6% 23.0% 67.1% µ 51.1% 30.3% 15.3% 8.7% 50.7%
σ 19.6% 15.9% 22.2% 13.1% 25.0% σ 21.1% 16.9% 6.0% 4.0% 20.9%

Comparison of Linking Techniques An examination of the results presented in Table 5
and graphically analyzed in Figure 1 yields the following observations:

OBS1: The ReLink tool links a similar but consistently higher number of bugs
as BuCo Regex. The difference is low, approximately 1%, but present in all 13 examined
releases of JDT. We believe that the advanced techniques implemented for the recovery
of missing links are responsible for the difference. This assumption is further analyzed in
the detailed root cause analysis.
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OBS2: The Time Correlation and Authorship Correspondence techniques are
stricter in their linking behavior (establish fewer links than other techniques). The
Time Correlation and Authorship Correspondence techniques rely upon linking pieces of
information from bugs and commits that are neither formally defined nor strictly guided
by the community development process. They are merely recognized as potential links by
researchers, and they may carry significant bias. Compared with BuCo Regex, the Time
Correlation linking rate is lower by factors of 1.2-3.6 for JDT, 1.1-1.7 for PDE and 1.1-3.2
for BIRT; the Authorship Correspondence linking rate is lower by factors 1.1-3.4 for JDT,
1.2-11.6 for PDE and 2.4-5.2 for BIRT; and the combined usage of Time Correlation and
Authorship Correspondence yields linking rates that are lower by factors of 1.5-6.3 for
JDT, 1.6-14.1 for PDE and 3.6-8.7 for BIRT. Thus, these two techniques yield many FN
links and therefore should not be used to establish links; instead, they should only be used
to check questionable links.

OBS3: The BuCo Regex and Simple Search techniques link equal numbers of
bugs after a few releases. Regardless of the very different numbers of bugs in certain
releases, after the 5th release in the case of the PDE and BIRT projects and after the 6th
release in the case of the JDT project, these two techniques link equal numbers of bugs.
Unlike Simple Search, BuCo Regex defines the surrounding characters of a Bug ID and
thus achieves more accurate bug linking for Bug ID numbers with fewer digits that may be
incorrectly identified as a part of a Bug ID with more digits or any other number present
in a commit message. When the Bug ID number reaches a sufficiently high number of
digits (in the later releases of a project), these two techniques perform equally well.

OBS4: The linking rate rises for later releases. We believe that developers require
a learning period to become accustomed to the community development process and that
they evolve together with the project. Over time, they become more consistent in report-
ing bug fixing activities in their commit messages. For BuCo Regex and ReLink, the
techniques that outperform the other techniques in terms of FP links, the LRs increase
from below approximately 50% to above 90% for JDT, from 22% to above 80% for PDE
and from 43% to 80% for BIRT. This observation leads us to conclude that later releases
are less prone to developer bias, causing the lack of data quality to be less severe.

OBS5: The linking rate exhibits similar behavior for projects with similar devel-
opment context. The linking rates exhibit similar behavior for the JDT and PDE projects
but less similar behavior for the BIRT project. The linking rates for the later releases of
the JDT and PDE projects are above 80% and reach as high as 95%. By contrast, the link-
ing rate for the BIRT project rises above 80% for only one release and even drops below
33% in later releases. The separate development process used for this project, which is
evident in the number and designations of their releases, may be the cause of this differ-
ence. This observation proves that different contexts may be present even within the same
community and may influence the linking bias.

Comparison of Data Collection Contexts Table 6 presents the comparison results. The
Nfi,Nfo and Sbo metrics are calculated for source code files only (.c and .h for C++ and
.java for the Java programming language). We ensured the comparison of the same files, as
is evident from the equal values ofNfi. The only exception is the Apache HTTPD project,
for which ReLink used the SVN repository and we use the GIT repository, which lacks a
certain period of source code history records. Because the SZZ dataset provides only the
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Table 6. Comparison of data collection contexts: The columns represent the files in the input of
analysis (Nfi), the bugs in the input of the analysis (Nbi), the identified links (Nlo), the linked
files (Nfo), the linked bugs (Nbo) and the sum of all linked bugs in all the files (Sbo).

Input Collection Output
Source Nfi Nbi Approach Nlo Nco Nfo Sbo

2406 unknown SZZ unknown unknown 1188 3860
JDT 2.0 2406 4276 BuCo Regex 1809 1733 1111 3794

2406 4276 ReLink 1838 1739 1122 3924
2748 unknown SZZ unknown unknown 1008 2506

JDT 2.1 2748 1875 BuCo Regex 1085 1066 875 2142
2748 1875 ReLink 1095 1068 817 2134
3292 unknown SZZ unknown unknown 1271 3498

JDT 3.0 3292 3385 BuCo Regex 2212 2116 1289 4423
3292 3385 ReLink 2231 2114 1300 4465

PDE 2.0 567 unknown SZZ unknown unknown 25 34
567 561 BuCo Regex 119 112 113 246

PDE 2.1 765 unknown SZZ unknown unknown 22 42
765 427 BuCo Regex 123 122 119 229

PDE 3.0 1041 unknown SZZ unknown unknown 42 77
1041 1041 BuCo Regex 330 329 282 584
997 unknown D’Ambros unknown unknown 206 374

JDT Core 997 989 BuCo Regex 855 839 316 719
3.4 997 989 ReLink 883 861 317 820

1784 100 Benchmark 127 125 100 131
OpenNLP 1784 100 BuCo Regex 128 126 100 131

1784 100 ReLink 115 113 80 102
HTTPD 2243 673 BuCo Regex 703 664 138 624

3744 673 ReLink 1014 957 280 857

number of bugs per file, we do not know exactly which bugs are linked. Because of the
different repository search order, beginning with the source code management repository,
we are unable to reconstruct their input list of bugs. For this reason, we marked their
values of Nbi, Nlo and Nco as unknown. The output number of files Nfo is the number
of files that contain at least one bug, and the output sum of bugs Sbo is the total number
of all bugs in all files. That number must not be misunderstood as the linking rate because
one bug may be linked to more than one file.

An examination of the results presented in Table 6 yields the following observation:
OBS6: The performance of a linking technique depends on the context. The BuCo

Regex technique links a far greater number of files and bugs than does the SZZ approach
for the PDE project. The difference is between 77% and 85% for the PDE project. How-
ever, it produces fewer links for the first 2 JDT releases and more links for the third
JDT release. These differences are not severe, ranging from 1% to 6.5% (SZZ) or 33%
(D’Ambros). The ReLink tool links more files and bugs than BuCo Regex for nearly every
analyzed release. The exception is the Apache OpenNLP project, where it yields approxi-
mately 20% lower values ofNfo and Sbo. The influence of context on the effectiveness of
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Table 7. Final dataset comparison: The comparison is done between SZZ datasets and BuCo Regex
for JDT and PDE, and between D’Ambros dataset and BuCo Regex for JDT Core.

Project Total Files Equal Nbo Greater Nbo Lower Nbo
JDT 2.0 2406 1740 (72.3%) 341 (14.2%) 325 (13.5%)
JDT 2.1 2748 1383 (50.3%) 605 (22.0%) 760 (27.7%)
JDT 3.0 3292 1442 (43.8%) 970 (29.5%) 880 (26.7%)
PDE 2.0 575 482 (83.3%) 90 (15.7%) 3 (0.5%)
PDE 2.1 765 666 (87.1%) 97 (12.7%) 1 (0.1%)
PDE 3.0 874 621 (71.1%) 253 (28.9%) 0 (0.0%)
JDT Core 3.4 997 621 (62.3%) 253 (25.3%) 123 (12.3%)

a linking technique is visible in three layers: the open-source community (evident in the
links missed by ReLink only for Apache HTTPD), the project (evident from the opposite
results achieved by SZZ and BuCo Regex for JDT and PDE) and the release (evident from
the opposite results achieved by SZZ and BuCo Regex within the JDT project). Therefore,
we perform further analyses to elucidate the issues that may give rise to these differences.

4.2. Detailed Qualitative Root Cause Analysis

The detailed qualitative root cause analysis begins with the search for intersections among
different linking techniques. When comparing with the SZZ approach, we do not have ac-
cess to their intermediate linking results; we know only the final number of links per file.
This comparison is referred to as a Final dataset comparison, and it is based onNfo, Sbo,
Equal Nbo, Greater Nbo and Lower Nbo, as defined in previous section. When compar-
ing with ReLink and Benchmark, we have access to all linking results; this comparison is
termed a Linking comparison, and it is based on Nfo, Sbo, and Nlo. However, the sole
comparison of these numbers cannot reveal the causes of any inconsistencies. Therefore, a
manual investigation of a subset of consistent and inconsistent results is performed by the
main author of this paper. To reveal the cause of inconsistencies and check the correctness
of the intersecting results, all links are manually investigated. For Final dataset compari-
son, we search for root causes of inconsistencies and calculate the number of files affected
by each of them. For Linking comparison, we search for correctness of established links
and calculate EqualNlo, CorrectNlo, IncorrectNlo and QuestionableNlo, as defined
in previous section.

Final Dataset Comparison The first analysis consists of identifying the files with equal
and unequal numbers of bugs between the BuCo and SZZ approaches and between the
BuCo and D’Ambros approaches. The results are presented in Table 7. The rows contain
the following pieces of information: the release of the analyzed projects, the total number
of files in the output (Nfo), the number of files with equal numbers of bugs (Equal Nbo),
the number of files for which BuCo linked more bugs (Greater Nbo) and the number
of files for which BuCo linked fewer bugs (Lower Nbo). For the files with equal and
unequal numbers of bugs, we also provide the percentage as a ratio with respect to the
total number of files.
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The root cause analysis of the inconsistencies presented in Table 7 continues with a
manual investigation. We randomly select a subset of 100 files from the datasets reported
by SZZ and D’Ambros, search the source code history for all changes made to these files
and compare the commits with those linked by BuCo. This subset of files consists of an
equal 50:50 ratio of files with equal numbers of bugs and unequal numbers bugs and a
60:40 ratio of files from the JDT and PDE projects. We find evidence of 3 discrepancies
in the data collection techniques that caused different Nbo values per file to be obtained,
which are presented in Table 8. After the project name in the first column, the following
columns present the number of files analyzed (Files Analyzed), the number of files with no
difference in the numbers of bugs linked and for which we discovered no inconsistencies
(Equal Nbo) and the number of files for which different numbers of bugs were linked
because of 3 types of differences: DIFF1 (∆t > 6 months), DIFF2 (Key word missing)
and DIFF3 (Other project). Detailed descriptions of these differences are provided below.

DIFF1: (∆t > 6 months) The SZZ data collection approach includes only bugs that
are reported more than 6 months before or after the release date of the release under
examination. This difference manifests in several ways. For example, the Bug ID 6839
was reported in December 2001, more than 6 months away from the release date of JDT
2.0. Our approach linked this bug to a commit with the message ”Fix for 6839” from
January 2002, two days after the bug had been closed. The SZZ approach decided not to
establish that link and therefore found one fewer bug in one file. A more severe difference
is observed for the Bug IDs 28622, 28559 and 28682. These bugs were all reported in
December 2002, less than 6 months away from the release date of JDT 2.0. However,
these bugs were reported for the JDT 2.1 release instead. The commits with messages
”Fixes for 28559, 28622 and 28682” and ”Fix for 28682” are linked to these bugs and
give rise to a twofold difference: for release 2.0, 3 more files are linked and the sum of
bugs is higher by 7 bugs, whereas for release 2.1, 3 fewer files are linked and the sum of
bugs is lower by 7 bugs.

DIFF2: (Key word missing) The SZZ data collection approach includes links only to
commits that contain keywords, such as ”bug” or ”fix”, or a character ”#” in front of a Bug
ID within the commit message [43]. The ClassFileStruct.java file8 provides an example
for which this difference in approach is relevant; for this file, the SZZ method found 0
bugs, and our method identified 2 pre-release bugs. Both of these bugs were found in
the commit message ”Update for 10979 and 10697.” There are two pieces of evidence
in favor of linking this commit: the time elapsed between the closing of the bug and the
committing of the change is less than 1 day, and the bug assignee for Bug ID 10679,
Olivier Thomannis, is the author of this commit. Because of the lack of keywords, such as
”bug,” or ”fix”, or the character ”#,” the SZZ technique also decided not to link the Bug
ID 10697 with the commit message ”Update for 10697.” The fact that these two commits
are ignored means that the number of files linked to bugs by the SZZ approach is lower
by 7 files, and the sum of bugs is lower by 13 bugs.

DIFF3: (Other project) The SZZ data collection approach occasionally includes
bugs that are reported for other Eclipse projects within the Bugzilla repository that are dif-
ferent from the project under examination. The ASTNode.java file9provides an example
of this difference. For this file, the SZZ approach found 9 pre-release and 1 post-release

8 org/eclipse/jdt/internal/compiler/classfmt/ClassFileStruct.java
9 org/eclipse/jdt/core/dom/ASTNode.java
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Table 8. Root cause analysis of final dataset comparison: The first column presents the source of
the subset, the second column gives the number of files in the subset (50% of equal number of bugs
and 50% of unequal number of bugs) and the remaining columns give the amount of files affected
by each difference.

Project Files ∆ t > 6 months Key word missing Other project
JDT 60 16 (26.6%) 9 (15.0%) 3 (5.0%)
PDE 40 13 (32.5%) 8 (20.0%) 1 (2.5%)
Total 100 29 (29.0%) 17 (17.0%) 4 (4.0%)

bugs, whereas our approach identified 8 pre-release and 1 post-release bugs. Analyzing
the entire GIT repository for changes made to that file reveals only two additional po-
tential links. These are commits with the following messages: ”Fix for 10495” and ”Add
useful toString methods for ASTNodes (bug 11076).” Because the Bug ID 10495 is of
trivial severity and is thus not included in the data collection process by either technique,
the inclusion of the Bug ID 11076 makes the difference; however, this is a bug reported
for the Platform project, not the JDT project. Such differences result in an increase in the
sum of bugs and the number of files linked to bugs identified by the SZZ approach. The
commit presented here causes 6 files to be linked to bugs.

An examination of the results presented in Tables 7 and 8 yields the following obser-
vations:

OBS7: Linking effectiveness may be influenced by overly strictly defined link-
ing procedure. One of recommendations made by Basilli and Weis is to make the data
collection forms should provide certain degree of flexibility. The strict limiting factors of
the 6-month time frame and the insistence on the presence of keywords are the predom-
inant reasons for the different linking results. The 6-month period limitation imposed by
SZZ and D’Ambros is the major cause of bias between BuCo and their data collection
approach. This limitation impacts 29 of the analyzed files and is therefore responsible for
58% of the files with different numbers of bugs (Nbo). The lack of certain keywords in
the commit message is a secondary cause of bias, impacting 17 of the analyzed files and
responsible for 34% of the files with different Nbo values. The least significant source
of bias is the fact that their approach also included bugs associated with other projects.
However, this source of bias is not entirely insignificant because it impacts 4 of the ana-
lyzed files and is therefore responsible for 8% of the files with differentNbo values. All of
these sources of bias influence the linking rate: in certain cases, they lead to the omission
of obvious links, whereas in other cases, they cause the creation of links to bugs from
different releases or different projects.

OBS8: The linking techniques do not yield consistently different outputs across
different contexts . This observation is to OBS6 but confirmed in a different metric,
this one related to the number of bugs per file. The intersection of the results is greater
than 70% for all PDE releases and drops to below 45% for the JDT project. The trend of
the change in the level of intersection is different for the two projects as well. The level
of intersection drops from 72.3% to 43.9% for later JDT releases, whereas for the PDE
project, it initially rises from 83.8% to 87.1% and then drops to 71.1%. We also observe
various trends in the categories of files with unequal numbers of bugs. The number of files
with lower Nbo rises from 13.5% to 27.7% and then drops slightly to 26.7% over time
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Table 9. Linking comparison: The total number of links Nlo and the quantity of links in each of
the manually validated categories is presented for each technique.

Project JDT 2.0 OpenNLP
Linking approach Relink BuCo Regex Relink BuCo Regex

Nlo 2979 2830 115 128
Equal Nlo 2793 93.8% 2793 98.7% 115 90.6% 127 100.0%

Incorrect Nlo 61 2.0% 3 0.1% 0 0.0% 1 0.8%
Correct Nlo 12 0.4% 34 1.2% 0 0.0% 11 8.6%

Questionable Nlo 114 3.8% 0 0.0% 0 0.0% 0 0.0%
Precision 94.13% - 97.87% 99.89% 100% 99.22%

Recall 98.80% 99.58% 90.55% 100%
F-measure 96.44% - 98.34% 99.74% 95.16% 99,61%

for the JDT releases. By contrast, it remains approximately 0% for all releases of PDE.
The number of files with greater Nbo is constantly rising from 14.2% to 29.5% over time
for the JDT project, and for the PDE releases, it initially drops from 15.7% to 12.7% and
then rises to 28.9%. It is clearly impossible to observe any trends from the sole release
analyzed by D’Ambros. However, for the 3 subsequent JDT releases analyzed by SZZ,
both categories of files with unequal numbers of bugs change at similar rates. For the 3
PDE releases, we observe no change in the category of Lower Nbo, but we observe a
sudden jump in the category of Greater Nbo after the second release. Therefore, again
we observe the influence of context in two layers: the project and different releases of the
same project.

Linking Comparison The second analysis consists of determining the numbers of equally
and unequally linked commits between BuCo and ReLink for the JDT 2.0 project and
among BuCo, ReLink and Benchmark for the OpenNLP project. For unequally linked
commits, we distinguish the number of correctly and incorrectly established links. The
correctness of the links is evaluated through the following parameters: the presence of the
Bug ID in the commit message, the authorship correspondence between the bug assignee
and the commit author and the time correlation between bug closing and commit submis-
sion. Because the Bug ID is the parameter of dominant relevance, we also label commits
without any Bug ID in the commit message as questionable links. Such commits are sub-
sequently evaluated through the remaining two parameters. The results are presented in
Table 9. The rows present the following pieces of information: the release of the analyzed
projects, the linking approach, the total number of links (Nlo), the number of commits
equally linked by ReLink and BuCo Regex (Equal Nlo), the number of incorrect links
(Incorrect Nlo), the number of correct links (Correct Nlo) and the number of question-
able links (QuestionableNlo). For each commit category, we also provide the percentage
with respect to the total number of commits (Nlo). We also calculate precision, recall and
F-measure as it was explained in Section 3.1 and in Table 1. The precision for ReLink
in JDT 2.0 project has a range of values, from the worst case scenario in which all the
Questionable Nlo are considered as FP, to the best case where they all are marked as TP.

An examination of the results presented in Table 7 and a further manual investigation
of all links yield the following observation:
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OBS9: The use of prediction based linking technique may be outperformed by
a simpler technique based on regular expression. Although over 93% of the links are
established by both tools, the specific behaviors of these techniques can lead to the estab-
lishment of some incorrect links or the omission of some obvious links. It remains unclear
why the ReLink tool failed to find 45 (1.6%) of the links correctly identified by the BuCo
tool. Among the 12 (0.4%) correct links missed by our method, 8 were duplicated entries
that represented changes in the same Java class files, 3 were duplicated entries that were
stored in different repositories and 1 was a correctly predicted typographical error. The
commit message ”Fixed bug 207141: Inexact Matches dialog check box isn’t properly
positioned [search]” was linked to the Bug ID 20741 by ReLink. The Bug ID 207141 in-
dicated in the commit message was a bug from the BIRT project reported in 2007, and the
commit itself occurred in 2002 on the same day that Bug ID 20741 was closed. However,
the ReLink linking technique that allows for Bug IDs with typographical errors in com-
mit messages typically creates obviously incorrect links. There are 61 (2%) such incorrect
links for which the difference between the Bug ID and the number in the commit message
involves more than 1 digit and the number in the commit message is equal to another,
already linked bug. For example, the commit ”bug 9456” was already correctly linked to
the Bug ID 9456, but ReLink also linked it to the Bug ID 9591, which was still unlinked.
The reason for the incorrect links created by BuCo was always a low Bug ID number. All
3 of the incorrect links created by our method included the Bug ID as part of a Java class
name. These bug identifiers had only 4 digits, and our BuCo Regex technique is prone to
making incorrect links for Bug IDs that are such low numbers. Such behavior of ReLink
and BuCo Regex techniques resulted in better precision, recall and F-measure obtained
by BuCo. The only exception is the recall for OpenNLP, for which ReLink made no FP
links and BuCo made 1 FP link.

OBS10: The linking rate may lead to misleading conclusions regarding the link-
ing effectiveness. The higher linking rate and the higherNfo and Sbo values achieved by
ReLink, which we note in OBS4, do not necessarily indicate that the technique is more
effective than the BuCo Regex technique. Manual investigation reveals that 99.2% of the
links created by BuCo were correct, whereas 94.2% of those created by ReLink were cor-
rect. Moreover, BuCo missed only 0.4% of the links that were identified by ReLink, and
aside from duplicated entries of various types, there was only 1 such link that BuCo could
not have established. By contrast, ReLink missed 1.2% of the correct links. Among the
114 questionable links created by ReLink, 76 were committed within 10 days of the bug
closing date, 25 satisfied the authorship correspondence condition and only 18 satisfied
both of these conditions. Obviously, any comparison of linking technique performance
in which knowledge of the true links is not available (as it is for Benchmark) must be
examined more thoroughly than a mere calculation of the linking rate. It may be overly
difficult to identify all missed links (FNs in the confusion matrix), but the ratio between
the numbers of TP and FP links may provide more conclusive evidence.

4.3. Answers to Research Questions

Our case study resulted in 10 valuable observations that enable us to answer the two RQs
stated in Section 1.

RQ1: How strongly is linking effectiveness influenced by development context
and why? Our results indicated that context does influence the bug linking effective-
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ness. We presented several observations that support this claim: OBS4, OBS5, OBS6 and
OBS8. The development context may be observed in terms of linking rate obtained by two
linking techniques within the same community and within the same project. The linking
rate trend may vary within the same community, as we observed the increasing trend for
JDT and PDE projects that never decreases below 70%, while for BIRT it decreases below
20% after having increased up to 80%. The linking rate may significantly vary within the
same project, as we observed for JDT (49% - 93%), PDE (22% - 95%) and BIRT (18% -
80%).

RQ2: Which linking technique identifies the highest number of correct links? Our
results indicated that the prediction based linking technique and overly strict linking tech-
niques and procedures may influence the bug linking effectiveness negatively. Finally,
we came to conclusion that the BuCo Regex linking techniques demonstrated the best
performance. We presented several observations that support this claim: OBS2, OBS3,
OBS7, OBS9 and OBS10. The Time Correlation and Authorship Correspondence were
the overly strict linking techniques that yielded significantly lower LR than BuCo Regex
and ReLink. The SZZ approach also used a strict linking technique which made manda-
tory for a commit to contain a key word and the commit must have been made within
the six months period from the date of the release. In comparison with BuCo Regex tech-
nique, these facts lead to increasing discrepancy between the Nbo per file. It ranges from
13% for PDE 2.0 up to 56% for JDT 3.0. The Relink tool was the prediction based link-
ing technique that yielded worse results than the simpler BuCo Regex technique. The
F-measure was lower by 3% for JDT 2.0 and by 4.5% for OpneNLP.

4.4. Threats to Validity

The range of open-source communities and the range of projects we analyzed may be
regarded as a threat to the validity of our analysis. Nevertheless, we used both small and
large projects from the Eclipse and Apache open-source communities, which are com-
monly addressed in related research. We also obtained conclusive evidence that offered
answers to our research questions. The projects of the Eclipse community are the most of-
ten investigated in this type of analysis because of their large size, long-lasting evolution
period and ready availability of data. Our choice of potential projects was also narrowed
by the public availability of data related to SDP research and by our experimental inten-
tion to compare previous results with our own.

The problem of untraceable bugs is one of the major threats to the validity of this
research. Bugs may be untraceable if they are not mentioned in the commit messages that
accompany the bug fixes. The impact of this issue was confirmed in our results through
the linking rates presented in Table 5. However, bugs may also be untraceable if they are
never noted in the bug tracking repository. The impact of this issue is impossible to assess
without access to all activities of the developers and without their personal assistance.
Some natural language processing techniques have been used to cope with the issue of
untraceable bugs but as we observed, with limited and questionable success that came at
the cost of creating incorrect bug-code links.
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5. Conclusion

The quality of the data subjected to data collection and analysis is related to the perfor-
mance of the applied linking technique. The performance of a linking technique depends
on the nature of the technique as well as the context to which it is applied. Therefore, if
we wish to produce comparable results and evaluate the performances of various linking
techniques, we should perform our experiments using the same datasets. If we wish to
make progress in evaluating the quality of data available to the SDP research community,
then the datasets on which we conduct comparisons should be made freely available to
other researchers and practitioners in the field. Thus, we will be able to build a common
benchmark base. Because the performance of a technique is highly dependent on the na-
ture of the dataset to which it is applied, it is of vital importance to continue to build a
common evaluation network, as proposed in this article, and to begin to identify context
information that reflects the data bias. As a result of this exhaustive research, we pro-
vided detailed guidelines for researchers for the evaluation of data collection bias in their
studies. To make research in the SDP field more generalizable, researchers must follow
a standardized procedure when collecting bugs to minimize bias. Our research identified
several issues that must be considered and addressed: granularity level, software metrics,
bug severity, repository search order, and duplicated bug-file links. Some of these issues
have not been previously reported in related research papers. Nevertheless, they are often
encountered while performing even exploratory research. It may be dangerous to believe
that these issues are irrelevant or harmless, as some of them have proven to significantly
affect dataset construction and analysis.

It is important to provide all of the details of data collection procedures because the
context in which they are applied may also influence their effectiveness. We proved that
data quality may vary between different research communities, within the same research
community, among projects that share a common development process and even through-
out the evolution of a single project. Should the results of data collection indicate a low
level of data quality, the results of any research based on such data may be incorrect or
questionable at best. Further research should analyze whether it may be possible to estab-
lish a quality threshold to define acceptable data quality.

For the purpose of comparing and validating bug linking techniques and procedures,
we showed how important it is to use the Benchmark datasets and to report all the in-
termediate results that were performed during the data collection procedure. In our case,
the most important intermediate result are the bug commit links. Otherwise, the vali-
dation has to be done manually, which is time consuming and very difficult to perform
on larger projects. However, our empirical study demonstrates which measures and com-
parison procedures can be used to perform such a manual comparison. The goal of such
procedures should not be to quantify the inconsistencies, but to discover the root causes
that lead to inconsistencies. We believe this to be the proper way to further develop this
research area.

We also developed the BuCo Analyzer tool with the goal of supporting researchers
in obtaining equivalent datasets regardless of the open-source project they choose to
analyze10. We demonstrated its effectiveness in collecting and analyzing data from all
projects used in the establishment of the SZZ, D’Ambros, ReLink and Benchmark datasets.

10 We encourage all researchers interested in performing such an analysis to contact us.
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This tool is applicable to any project that contains the specified input data or for which
both Bugzilla and GIT repositories are available. It is capable of analyzing both large-
scale projects, such as JDT, and smaller ones, such as OpenNLP. It also offers a bug
linking technique based on regular expressions, for which we demonstrated performance
superior to that of other more complex techniques, such as the approach used by ReLink.
Furthermore, this tool incorporates our bug linking approach, which offers several advan-
tages compared with the popular SZZ approach. Our future efforts will include making
this tool available to the entire research community.
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