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Abstract. Existing recommendation methods suffer from the data sparsity prob-
lem which means that most of users have rated only a very small number of items,
often resulting in low recommendation accuracy. In addition, for cold start users
evaluating only few items, rating predictions with the methods also produce low ac-
curacy. To address these problems, we propose a novel data imputation method that
effectively substitutes missing ratings with probable values (i.e., imputed values).
Our method successfully improves accuracy of recommendation methods from the
following three aspects: (1) exploiting a trust network, (2) imputing only a part
of missing ratings, and (3) applying them to any recommendation methods. Our
method employs a bidirectional connection structure within a distance level for find-
ing reliable users in exploiting a trust network as useful information. In addition,
our method imputes only some missing ratings, called fillable ratings, whose im-
puted values are expected to be accurate with a sufficient level of confidence. More-
over, our imputation method is independent of, thus applicable to, any recommen-
dation methods that may include application-specific ones and the most accurate
one in each domain. We conduct experiments on three real-life datasets which arise
from Epinions and Ciao. Our experimental results demonstrate that our method has
recommendation accuracy better than existing recommendation methods equipped
with imputation methods or trust networks, especially for cold start users.

Keywords: Recommendation systems, trust networks, data sparsity, imputation.

1. Introduction

Due to the rapid growth of the amount of items such as products, web pages, and multi-
media contents in the Internet, users need a tool to find information relevant to their tasks.
In order to satisfy users’ needs, there have been a substantial number of researches about
recommendation methods [[1]], and several recommendation services are in operation for
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In the literature, a large number of recommendation methods have exploited a rating
matrix including users’ ratings for items in order to predict ratings [25)][22)][14]][35]]. Fig-
ure 1| shows an example of a rating matrix R = (7,,;) mx ~ . In the matrix, a cell specified
on the scale of 1 to 5 indicates a rating given to an item by a user. A cell r,, ; whose value
is empty (null) is called a missing rating and represents a case in which user u has not
evaluated item ¢. The subscripts M and N mean the numbers of users and items, respec-
tively. For example, in Figure [T| user u; has evaluated item i3 whereas the user has not
evaluated item 7.

i; i, i3 iy is
U 1
u 4 2
uz 4
Uy 5
Us 5

Ug

Fig. 1. A sample rating matrix

Recommendation methods predict ratings that an active user would assign to his/her
unrated items, and then recommend those items whose predicted ratings are top-K high-
est. Some existing methods suffer from low accuracy when most of users rated only a few
items, i.e., the rating matrix is very sparse. The situation, called the data sparsity prob-
lem [ L][13][8]], is a universal obstacle to most of recommendation methods. In a real-life
problem, it has been an important issue how to accurately predict ratings for cold start
users who rate only a small number of items [1][28] because 50% of users evaluate less
than 5 items [10]].

To solve the aforementioned problems, researchers [2][[15][21] have adopted an ap-
proach of imputing missing ratings. The imputation approach infers imputed values for
missing ratings by analyzing the users-given ratings. After that, it substitutes the missing
ratings with the imputed values. Naturally, the more closely each imputed value on miss-
ing rating 7, ; reflects user u’s preference on item 4, the more accurate the results of the
recommendation methods are.

In order to construct an effective imputation method that brings forth high recom-
mendation accuracy, we propose three ideas as follows. First, we employ a trust network
in our imputation approach. The existing approaches rely on only user-given ratings, so
they fail to accurately infer values for the missing ratings when the data sparsity prob-
lem occurs. Unlike them, our approach utilizes additional data, i.e., trust network, as well
as user-given ratings. Trust networks are a kind of a social network representing trust
relationships (i.e., represented by directional edges) between users. Indeed, the existing
work [6][19][O][18[16][10] already has identified that trust networks provide good in-
formation for inferring values for missing ratings. Using trust networks, moreover, we
can properly incorporate the preferences of cold start users by referring to those of their
connected users, which improves the recommendation accuracy.
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Second, we selectively apply the imputation approach to only a part of missing ratings
rather than all of them. Most existing imputation approaches universally try to fill all
missing ratings although they cannot accurately infer imputed values for some missing
ratings due to the data sparsity problem. For this reason, we deal with only those missing
ratings whose values are inferred with a sufficient level of confidence. We expect that
our idea improves the accuracy because we eliminate ratings with inaccurate imputed
ratings. Moreover, compared to dealing all missing ratings, our idea needs less time since
the recommendation methods analyze less ratings (users-given ratings as well as filling
ratings).

Third, we design our imputation approach to be applicable to any recommendation
methods. The existing imputation approaches are targeted to specific recommendation
methods such as user-based and item-based methods [23][27]. However, in the litera-
ture there exists an ample number of recommendation methods that outperform them.
In addition, businesses and domain experts can employ any appropriate recommendation
methods suiting their particular settings. For this reason, we build the imputed rating ma-
trix by substituting the missing ratings with the imputed values in a generic setting. This
matrix has the same format as that of the original rating matrix, it can be applicable to any
recommendation methods.

Based on the three ideas, we propose a novel trust-based imputation method. Our
method infers the imputed values for missing ratings by the following sequence. It esti-
mates a value for each missing rating r,, ; of item ¢ for user u by aggregating the ratings
given by reliable neighbors who are reachable from u in a trust network (Idea 1). After
that, we estimate only the missing rating of an item evaluated by a sufficient number of
reliable neighbors, effectively regulating the amount of imputed ratings in a way that the
resulting rating matrix conveys accurate information (Idea 2). Finally, we make an im-
puted rating matrix by assigning imputed values to the corresponding missing ratings in
the original rating matrix, and then apply this matrix to the probabilistic matrix factor-
ization (PMF) [11] model to obtain final recommendation results (Idea 3). PMF performs
well on large and imbalanced datasets, requiring less learning time than other matrix fac-
torization approaches.

To demonstrate the effectiveness of the proposed recommendation method, we per-
form comprehensive experiments on two data sets [19][31] from Epinionsﬂ and another
data set [31] from Cia(ﬂ Epinions and Ciao are websites where users assign ratings to
items, write reviews, and specify trust relationships to other users. We suggest several
ways to find sets of reliable neighbors for a user according to a distance level from the
user in consideration of the edges’ direction. Examining the accuracy according to dif-
ferent settings in thorough experiments, we find an optimal setting. Also, we analyze
the effect of excluding imprecise imputed ratings. We compare the accuracy of the pro-
posed method with a recommendation method equipped with the imputation based on the
default voting approach [2] and existing recommendation methods. We demonstrate the
superiority of the proposed method to those methods for whole users and cold start users,
separately.

To summarize, our main contributions are as follows:
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We propose a novel imputation method exploiting a trust network, which can be ap-
plicable to any recommendation systems for more accurate results.

We show that it is better to impute only a few missing ratings rather than all of them
unlike the claim of the existing researches.

We observe that users who are connected to a certain user in any direction (i.e., for-
ward and backward) tend to have similar tastes to his/her.

We conduct extensive experiments using three real-world datasets and show that
recommendation equipped with our method outperforms existing recommendation
methods exploiting existing imputation methods or trust networks.

The rest of this paper is organized as follows: We discuss some related work in Section
2. We present our proposed method in Section 3. We report and analyze experimental
results in Section 4. Finally, we conclude the paper in Section 5.

2. Related Work

Collaborative Filtering: In this section, we review collaborative filtering methods that
are widely studied approaches in the recommendation fields. In general, collaborative fil-
tering methods are categorized into two types: memory-based and model-based ones [1]].
First, memory-based methods [2][23]][7]] predict the ratings of a user using the similarity
of her neighborhoods, and recommend the items with high ratings.

Second, model-based methods [26]][22]][24]] learn a model capturing a users ratings on
items, and then predict his/her unknown ratings based on the learned model. Some of them
[250[1L][13]] exploit the matrix factorization for learning a model. These methods focus on
fitting the rating matrix using low-rank approximations to make further predictions. The
premise behind a low-rank factor model is that a user’s preference vector is determined by
how each factor applies to that user. However, both of the memory-based and the model-
based methods mostly suffer from low accuracy due to the data sparsity and cold-start
user problems [[1][13][8].

Imputation Approach: To overcome the problems, some methods that employ an impu-
tation approach have been proposed. Default voting [2] is a straightforward imputation-
based method that substitutes the missing ratings with default values, such as average
ratings by a small group of users for other items. Ma et al. [15] set a threshold to decide
whether a user is confident or not and fill the missing data only to users that have highly
confident reliable neighbors. Ren et al. [21]] proposed an auto-adaptive imputation method
which identifies a set of key ratings for a pair of an active user and a target item, and adap-
tively impute them according to ratings of each user. Zhang et al. [34] propose a recursive
recommendation method, where a rating predicted in each recommendation step is used
in its next imputation step and the imputed value is also used in the next recommenda-
tion step. Moreover, Su et al. [30][29] experimentally examine which recommendation
method is the most suitable for the recursive approach.

Those imputation-based recommendation methods show accuracy better than previ-
ous collaborative filtering methods. However, most of them ignore additional information
such as trust networks and take no advantage of matrix factorization which has been
proven to be quite effective in many research results [[11][25].
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Trust-based Methods: Trust-based recommendation methods, as another solution to the
data sparsity and the cold-start user problems, have drawn considerable attention [[6][[19][9].
These methods exploit a trust network crawled from Epinions, Ciao, and Flixtelﬂ as addi-
tional information. Yang et al. [33] classify the trust-based methods into two categories:
neighborhood based and matrix factorization based methods.

In the neighborhood based methods, TidalTrust [6] performs a modified breadth-
first search in a trust network to predict a user rating for recommendation. Massa and
Avesani [[19] introduce MoleTrust, which has a similar idea with TidalTrust. However,
when finding users who rated a target item, MoleTrust considers only those users in the
trust network within a maximum-depth which is independent of any specific user and
item. TrustWalker [9]] supposes a random walker [3] who starts from an active user node
and moves to the item nodes through the edges on the trust network. The probability of an
active user’s stay in an item indicates a preference on the item. RelevantTrustWalker [4]] is
an extended version of TrustWalker. It performs a random walk on a trust relevancy graph
built by considering the trust relationships and similarities among users. Dong et al. [5]
identify an opinion leader from an active users trustees, and then integrate the comments
of those opinion leaders and user preferences to predict a rating on a target item.

Some recent recommendation methods via the matrix factorization use trust networks
as well. Ma et al. propose a method, called SoRec [18], which combines probabilistic
matrix factorization and trust networks. The method factorizes both of a rating matrix
and a trust matrix at the same time with considering latent user features of these matrices
are identical. STE [16] considers that each users latent factor is also related to his/her
trustors ratings when factorizing a rating matrix. In SocialMF [10]], a users latent factor
incorporates the users who are reachable from him/her (with decaying weights for more
distant users) to improve the quality of recommendation.

Ma et al. [[17]] propose social regularization as to incorporate trust network information
into the training procedure. The social regularization constrains the user’s latent factor
to be similar his/her rating average or his/her trustees rating average. Wang et al. [32]
assume that the topics or categories of a user determines whether she/he trusts someone
else or not. Based on this assumption, their method incorporates the multi-faceted trust
relationships between users into rating prediction. RTCF method [20] reconstructs a trust
network to adjust incorrect trust relationships, and then uses it for more accurate rating
prediction.

Noticeably, the trust-based recommendation methods only use ratings given by those
users who are reachable from the active user through the edges’ forward direction in the
trust network. The premise behind this is that users have similar preferences with their
trustees (i.e., users whom a user trusts). However, because the similarity relationship is
symmetrical, users will be similar to not only their trustees but also their trustors (i.e.,
users who trust them), which has not been considered in recommender systems. In ad-
dition, they merely examine reachable users from a certain user without considering the
distance between users.

8 http://www.flixster.com
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3. Proposed Method

The recommendation method equipped with the imputation approach predicts a value
for each missing rating based on user given ratings and imputed ratings. In this situation,
it is a critical aspect for good recommendation accuracy how much each imputed value
vy,; Well reflects the preference of user u on item 7. For this reason, our goal is to infer a
proper imputed value for each missing rating.

In our method, first we compute an imputed value v, ; by aggregating the ratings
that reliable neighbors for user u, denoted by Rel,,, gave to item 7. We define Rel,, as
the users who are reachable from user u in a trust network. The rationale behind this is
that the existing researches [6][19][9]] demonstrated that Rel,, has similar tastes to user
u. Specifically, in defining Rel,, we consider two facets: (1) distance threshold and (2)
bi-directional connection of edges. The distance threshold prevents the users whose tastes
are dissimilar from being selected as reliable neighbors. The bi-directional connection of
edges helps to include more similar users.

We also select only a part of missing ratings whose imputed values are determined
to be accurate enough rather than all missing ratings. If few users in Rel,, evaluated item
1, it would be suspicious to compute imputed value v,, ; due to the lack of information.
For this reason, we infer an imputed value for only those unrated items evaluated by a
sufficient number of reliable neighbors. After that, we build an imputed rating matrix R’
by substituting a part of missing rating in the original rating matrix R with the imputed
values.

Finally, we apply R’ to the well-known recommendation methods such as the proba-
bilistic matrix factorization (PMF) [[11]] model. The imputed rating matrix R’ has the same
format to that of the original rating matrix R, so it is applicable to any recommendation
methods. In the following subsections, we explain each step in detail.

3.1. Estimating values for imputation through Trust Network

We examine a trust network to define the reliable neighbors Rel,, for each user u. The
trust network can be seen as a graph where a node corresponds to each user and an edge
corresponds to a trust relationship. Figure [2] demonstrates a sample trust network. For
instance, the edge (U; — Uy) represents “U; trusts U,”. In this case, we call Uy and Uy
trustor and trustee, respectively. Note that a user can be both a trustor and a trustee at the
same time: e.g., Uy in Figure@]is both a trustee of U; and a trustor of Us.

The imputed values become more accurate as more users are included in Rel,, and
those users in Rel,, have tastes more similar to that of user u. In order to gather more
neighbors, our imputation method considers the reachable users through backward direc-
tions of edges as well as forward directions in a trust network. The existing researches [6][19][9]]
observed that the users who are reachable from a user u through the forward direction of
edges have similar tastes to u. The rationale behind this is that u’s trustees are likely to
have similar tastes to that of u. Based on this observation, we derive that «’s trustors also
would have interests in those items which u is interested in because similarity relation-
ship is symmetric by nature. For this reason, unlike existing researches, we consider both
forward and backward directions of edges.
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Fig. 2. A sample trust network

In order to prevent users dissimilar to u in tastes from being selected as Rel,,, we
include only those users who are reachable within a certain distance ¢ from u. The rational
behind this is that the greater distance between two users is in a trust network, the more
different their tastes are.

When we consider bi-directions of edges and distance level §, we denote the reliable
neighbors as RelZ7P-9 . Similarly, when considering forward directions, we denote it as
RelFW P9 For example, in Figure ifwesetd =1, Relfjl]D’l ={Us, Uy, Uz, Ug }
and Rel(;"V P! = {Uy, Us}. I we set 6 = 2, Rely} ? = {Us, Us, Uy, Us, Us, Uz, Us,
Uy} and Relf," % = {Uy, Us, Us}.

To impute a missing rating r,, ;, our method finds RelZ7P+% and estimates the imputed
value v, ; as follows:

ExEqu,x(rm,i - j)

Exequ,;E

Vui = T+ 1)
where 7, ; denotes the rating of user x on item 7, and @ represents the average rating
of user u. As in Equation (1), the proposed imputation method considers not all of the
users in RelBTDP:9 but those users who rated an item . The index set X represents users
including in {x | 7, ; # 0,7 € Rel21P-°} Tn addition, w, . represents the weight which
describes the influence of a distance between two users v and x in a trust network. It is
necessary and in most cases improves the quality of imputation because it is likely that
two users have different preferences if their distance is long. One could simply set it to a
constant regardless of the distance if removing the distance influence.

3.2. Imputation Ratio

For estimating the imputed value v,, ;, the proposed method aggregates the ratings given
by users who evaluated item 7 among the reliable neighbors RelZP 0 If there are only a
few users who evaluated item ¢, v, ; would be inaccurate due to the lack of information.
Figure3|depicts this problem. Circles represent users, and edges between circles represent
trust relationships. The table below each user denotes the ratings given by the user to
items. Here, the items without ratings indicate that those items which have not been rated
yet by the user. If we want to estimate the imputed values for the unevaluated items of U1,
the ratings given to those items by Rel[LEJiID’2 = {U,, Us, Uy, Us, Ug, Uz, Us, Ug} will
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be considered. In the case of item I, all the 8 reliable neighbors evaluated it. Thus, we
can estimate impute value v o by aggregating the opinions of those 8 reliable neighbors.
On the other hand, in the case of item I5 which has been rated by only user Us, we can
use only the opinion of Us in the estimation process, which is less reliable relatively. In
reality, not so many items have been rated by more than 8 users; on the other hand, many
items just like I5 have been rated by only a small number of users. For instance, in the
Epinions dataset crawled by [[19], 56% of items are only rated by one user.

Item Rating Item Rating
I, 4 I, -
I, 5 I, 4
I3 3 I 2
I, 2 I, 3
l5 - I5 -

Us

° o I4 - o o

Item Rating Item Rating | i Item Rating Item Rating
I, - 1, 5 > I, 5 f 5
I, 5 I, 4 1, 4 1, 5
I 3 I - I 2 I 1
I, - 1, 4 1, - 1, 4
Is - Is - Is - s -

Fig.3. An example of imputing U;’s missing ratings with the ratings of U;’s reliable
neighbors is shown. Item I5 will be not imputed due to the lack of ratings from the neigh-
bors.

Although Equation (1) can calculate the imputed values for all missing ratings, we
claim that it provides more accurate recommendation if we impute only a part of missing
ratings. For a user u, we call the missing ratings that are substituted with the imputed
values fillable ratings Fg , where given parameter 6, called imputation ratio, controls the
number of fillable ratings. Specifically, we sort the missing ratings for a user according to
the number of his/her reliable neighbors who evaluate his/her unrated item in descending
order; and then, we include top 6 percent of missing ratings in the fillable ratings. In
Figure if @ = 50%, only ratings r1 o and r7 3 will be included in F&:so%'

The imputation ratio has a strong impact on the execution time of the whole recom-
mendation process. Thus, the control of imputation ratio is very important in practical
sense. For that reason, we apply the fillable ratings to our final imputation method in this
paper, which can be defined as:
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X Wyo(Tes — T
a+ zeX u,m( X, ), ifie F,g
Vu,i = Ezexwu,x (2)
0 otherwise.

where X indicates users including in {z | r,; # 0,z € RelB1P0},

After computing the imputed values, we densify the original rating matrix R by as-
signing the impute values to their corresponding missing ratings and consequently build
the imputed rating matrix R’ = (r;7i) MxN- This matrix has less missing ratings help-
ing recommendation methods to be free from the data sparsity problem. Moreover, our
method eliminates % missing ratings for every user, so it alleviates the cold start user
problem as well. Thus, the recommendation methods would provide more accurate results
with the “dense” imputed rating matrix.

3.3. Rating Prediction

Note that our proposed method helps regardless of the choice of underlying recommenda-
tion methods as we can simply replace the original rating matrix R by the imputed rating
matrix R’. In other words, our method is orthogonal to existing recommendation meth-
ods, which is one of strengths of our method. Businesses and applications can choose
their own appropriate recommendation methods suiting their particular settings, yet still
use our proposed idea for improving accuracy and running time.

In this paper, we apply our imputed rating matrix R’ to the probabilistic matrix factor-
ization (PMF) [235], i.e., one of well-known and accurate recommendation methods. For
applying R’ to PMF, we first map each rating r;, ; to the interval [0, 1] by linearly scaling
function f(z) = (x—1)/(r™** —1) where r™** indicates the maximum value for ratings
in R.Let X € REXM and Y € REXN represent latent feature matrices for users and
items, respectively; X, and Y; represent K -dimensional latent feature vectors of user u
and item ¢, respectively. The conditional probability of the observed rating is defined as:

/] R/.
p(R' | X,Y,0%) = Ly I N (7,4 | 9(X Vi), o)) 3)

where NV(z | p,0?) is the probability density function of the Gaussian distribution
with mean p and variance o2 and I 5; is the indicator function that is equal to 1 if user u
rated item 4 and equal to O otherwise. The function g(z) is the logistic function g(z) =
1/(1 + e~%), which bounds the range of XI'Y; within the range [0, 1]. The zero-mean
spherical Gaussian priors are also assumed for user and item feature vectors:

p(X |o%) = IyLIN(Xu | 0,0%0), p(Y |o¥) = L N(Yi | 0,041) O]

Hence, through a Bayesian inference, we can obtain the posterior probability of the
latent variables X and Y as follows:

(XY | R ok, 0%, 0%) o p(R'| X,Y,0h)p(X | oX)p(Y | o)
R/
=I5 TN (s | (XY, o)) )
X MM N (X | 0,0%1) x I N (Y | 0,051)
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The log of the posterior probability over the user and item features is given by

1 ’
Inp(X,Y | R 0%, 0%,0v) = — 302 S SN L — g(Xa )P
O'R,
S HAD G5 ORI ©)
20% 20%
1

2((2321251115;) Ino% + (M x K)Ino% + (N x K)Ino) +C

where C is a constant that does not depend on the parameters. Keeping the parame-
ters (observation noise variance and prior variances) fixed, maximizing the log-posterior
over two latent features is equivalent to minimizing the following sum-of-squared-errors
objective function with quadratic regularization terms:

1 ’
LR, X,Y) =5 Dl S L (s — 9(Un Vi)?

Ax Ay
2 2

@)
+ 5 Suli | XulF + 5 S Vil

where y = 0%/ /0%,y = 0%,/0% and ||||% denotes the Frobenius norm. A local
minimum of the objective function can be found by performing a gradient descent search

on X, and Y; for all user u and all item 1.

oL ry
o = Dl (XY (g(XY) = i) Yi + Ax X,
p ®)
oL ry
oy = Sutalilig (XIY) (9(XIY:) = i) Xu + MY

where ¢'(x) is the derivative of the logistic function, i.e., ¢’(z) = e=%/(1 + e~%)2.
In order to reduce the model complexity, in all our experiments, we set Ax = \y. When
estimates of U and V are found, we can predict the rating of user u on item ¢ as follows:

Fui = g(X1 Ys) ©)

4. Evaluation

In this section, we evaluate the effectiveness and efficiency of our imputation method with
real-life datasets. Specifically, we first validate that our reliable neighbors from the bi-
direction of edges help improve the imputation’s accuracy compared with those from the
forward direction of edges. In addition, we perform a sensitivity analysis on the distance
threshold § and the imputation ratio 6 that are crucial to determine the reliable neighbors
and missing ratings to be imputed, respectively. We also evaluate the effectiveness of using
a trust network in imputation by comparing it with a simple imputation method without
referencing the trust network. Finally, we show the accuracy of the PMF equipped with
our imputation method compared with that of the existing work in both cases of the whole
users and the cold start users.
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4.1. Experimental Set-Up

We use three data sets that are used by previous researches [[19][31]] for our experiments.
Two of those data sets are collected from Epinions, and the last one is collected from
Ciao. For convenience, we name those data sets as Epinonsl, Epinions2, and Ciao re-
spectively. Table [I] shows the statistics of each data set. Epinions] has more users than
other data sets, and Epinons2 has more items and ratings than the other data sets. The
number of trust relationships in Epinions] is the highest among those of data sets. The
size of Ciao is smaller than those of the other two data sets. In Table [I} we define the
cold-start users as those users who have evaluated less than five items as in the exist-
ing researches [[19][9][10]. Although it is widely known that most users are generally the
cold-start users in many domains, there are only few cold start users in Epinions2 and
Ciao data sets. This is because that the previous researches that collected those data sets
may not have included the cold start users. The sparsity means the ratio of the number of
nonzero elements to the total number of elements in the rating matrix. Table|l|shows that
all of the data sets are very sparse.

Table 1. Statistics of Data Sets

Statistics — D?t.a ot -
Epinions1 Epinions2 Ciao

Users 49,289 22,166 7,375
Items 139,738 296,277 106,797
Ratings 664,824 916,085 282,619
Trusts 487,002 355,813 111,781
Cold Users 16,910 21 6
Sparsity 0.0001 0.0004 0.0001

In the evaluation, we employ mean absolute error (MAE) and root mean square er-
ror (RMSE) as accuracy metrics. MAE is a measure that calculates the average of the

differences between the predicted ratings and the actual ratings and can be computed by

E w,i R (ruvi’_'fuvi) . . . . .
S {)‘(u“z;‘ Rl where I, ; is a boolean variable indicating whether user v has a rat-

ing on item ¢ in the test data set. r, ; and 7, ; denote the user-given and predicted ratings,
respectively. RMSE is a measure that puts more emphasis on big errors and is computed

2 i) Ry (i =) Lo .
by v {)(‘::)Il Ty . We perform 5-fold cross validation in our experiments. In

each fold, we use 80% of rating data as the training set and the remaining 20% as the test
set. We use the same settings for all other experiments.

4.2. Edges Direction in a Trust Network

In order to impute ratings for a user u, the proposed method defines the reliable neigh-
bors who are reachable from wu through both of the forward and backward directions
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(i.e., bi-directions) of edges. Unlike our method, the existing trust-based recommendation
methods [6][15][9][10] consider the forward direction only in their rating predictions. In
this evaluation, we verify our reliable neighbors RelZ1P % of using bi-direction of edges
is more effective than the other neighbors RelZ"W'D 0 defined by existing researches. This
is because RelZTP+9 includes more users that have similar tastes to those of the users in
RelFWD:9,

First, we analyze Epinions1 to confirm that the users of RelZP 0 have similar tastes
with those users of Rell’"VP+ We set the distance threshold & from 1 to 6. We com-
pute the average of similarity between a user u and the users in each of RelZ1P-° or
RelFWD:0 - As a similarity metric, we employ the Pearson’s correlation coefficient to
compare two users’ ratings on the common items. In the analysis, we ignore the simi-
larity values that are equal or smaller than 0. Table [2] shows that the average similarities
for RelP1P:9 are slightly higher than those for RelZ" P+ in all settings of . Thus, as
expected, users have similar preferences with their trustors as well as trustees.

Table 2. Similarity between each user and his/her RelB1P-%/Rel "W D-9

Distance Edge's Direction
Threshold (5) BID FWD
1 0.673 0.667
2 0.678 0.671
3 0.686 0.679
4 0.691 0.685
5 0.694 0.689
6 0.694 0.691

In addition, we apply two user sets, RelZ!P 4 and RelEWD 9 to our imputation
method to compare them in terms of recommendation accuracy. The similarities of a
user and its RelZ1P+% are similar to that of RelZ™' P+ so more users in a user set deliver
more information that improves the accuracy. We vary the distance threshold § from 1 to
6 and set the imputation ratio 6 as 10% or 20% that are shown as the best values in our
experiments (We show details in Section[4.3]). We produce the results for whole users and
only the cold start users. For cold start users, the rating prediction would be more accurate
using RelBID: because RelZ7P+9 has much more users than Rell"V P+ for each cold
start user .

Tablecompares RMSE of PMF equipped with our imputation when it uses Rel 2P+
and RellWP a5 reliable neighbors. The colored cells indicate the lowest RMSE values
of RelP1P:% and RMSE values of using RelZ"™ P+ in the same settings of & or 6. In
the result, RelZ1P 0 produces higher accuracy in all data sets and all distance threshold
settings. In particular, in the Epinions2, the use of Relf 1D, shows much better accuracy
because the number of users in RelZ/P+° is much bigger than that in RelZW P,
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Table 3. Effect of Edges’ Direction and Distance Threshold ¢ for Whole Users (RMSE)

IDatat atr.ld Edges’ Distance Threshold (8)
mpu ationt Direction 1 3 3 4 5 6
Ratio (0)

Epinions | BID 1.1073  1.0886 1.0876 1.0877 1.0878  1.0879
(6=20%) FWD [ 1.1100  1.0968 1.0895 1.0877 1.0880  1.0880
Epinions2 BID 1.1041  1.0900 1.0843 1.0851 1.0855  1.0860
(6=10%) FWD [ 1.1059  1.1025 1.0929 1.0905 1.0912  1.0915

Ciao BID 1.0052 09864 09813 0.9811 09812 09816
(6=20%) FWD [ 1.0770 09919 09843  0.9822 09822 0.9825

Table [4] shows the result for the cold start users. As shown in Table [T} Epinions2 and
Ciao barely include the cold start users, so we perform the experiment on only Epinions].
Compared to Table 3} RMSE of all cases is worse because the cold start users have fewer
ratings, which cause not sufficient for accurate prediction. For all cases, the accuracy
employing RelBTP9 is higher than that employing RelZ"W P+ The difference between
cases using RelZ/P-% and Rel” P+ is larger than that in Table [3| because considering
bi-directions of edges increases the number of reliable neighbors greatly compared to that
considering the forward directions only. We note that the accuracy would increase as our
imputation method uses a more number of reliable neighbors.

Table 4. Effect of Edges’ Direction and Distacne Threshold § for Cold Start Users

(RMSE)
Data ar.ld Edges’ Distance Threshold ()
Imputation Direction
Ratio (6) ! 2 3 ! > ¢

Epinions 1 BID 1.1995  1.1698  1.1492  1.1427 1.1415 1.1418
(8=20%) FWD 12027 11911 11737 11581 1.1539 1.1541

Based on the results, we summarize that it is better to consider the bi-direction of
edges compared to the forward direction of edges (i.e., considered in the existing work) in
our imputation method. Specifically, if our method considers the bi-directions of edges, it
can find more reliable neighbors for each user u that have also similar tastes to u, which
leads to higher accuracy in prediction.
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4.3. Effect of Parameter 6 and 6

In our imputation method, there are two parameters, the distance threshold ¢ and the
imputation ratio #. § and @ determine the reliable neighbors and missing ratings to be
imputed, respectively. As a result, they have an effect on the accuracy of recommendation
with our method. In this section, we examine the accuracy carefully with different settings
of parameters § and 6.

Tables [} [6l and [7] show the experimental results on Epinions], Epinions2, and Ciao,
respectively. In those tables, the colored cells indicate the MAE and RMSE values of more
accurate parameter settings.

Tables [5]and[7] show that our method has the lowest RMSE when the imputation ratio
0 is 20%, and MAE is the lowest when 6 is 30%. Unlike this result, setting 6 as 10%
achieves the lowest RMSE while setting 6 as 20% does the lowest MAE in Table [6] This
is because that Epinions2 has more ratings than Epinions1 and Ciao. In most cases, our
method produces the lowest RMSE or MAE when the distance threshold § is 3 or 4. In
Table [5] MAE shows somewhat different tendency to the other results, and it has lowest
value when § is 6.

The results show that setting § as 3 or 4 and 6 as 20% seems to produce the best
accuracy in most of data sets regardless of accuracy metric. This result coincides with the
claim in Mole Trust [19] that the users who are reachable from the active user within the
distance 4 are appropriate to get accurate prediction. Besides, the best imputation ratio 6
is not high (i.e., 20%) because imputing more missing ratings cannot guarantee the better
accuracy.

Table 5. Effect of Distance Threshold § and Imputation Ratio 6 in Epinions1 Data Set

Imputatio Distance Threshold ()

Metric .
nRatio 0)] 7 3 4 5 6

10% 1.1089  1.0941 1.0959 1.0966 1.0968  1.0968
20% 1.1073 1.0886 1.0876 1.0877 1.0878 1.0879
RMSE 30% 1.1072  1.0934 1.0899 1.0891 1.0892  1.0893
40% 1.1062  1.0962 1.0935 1.0953 1.0950  1.0950
50% 1.1051  1.1003 1.1001 1.1013  1.1015  1.1023
10% 0.8666  0.8466  0.8401  0.8392  0.8395  0.8395
20% 0.8626  0.8370  0.8310  0.8295 0.8292  0.8291
MAE 30% 0.8616 0.8433 0.8271 0.8232 0.8227 0.8226
40% 0.8626  0.8437 0.8296  0.8279  0.8281  0.8280
50% 0.8637 0.8450 0.8310 0.8294  0.8284  0.8284
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Table 6. Effect of Distance Threshold § and Imputation Ratio 6 in Epinions2 Data Set

i Impu.tatio Distance Threshold ()
n Ratio (0) 1 5 3 4 5 6

10% 1.1041 1.0900 1.0843 1.0851 1.0855 1.0860
20% 1.1030  1.0923 1.0865 1.0907 1.0913  1.0916

RMSE 30% 1.1013  1.0944 1.0942 1.1018 1.1025 1.1029
40% 1.0994  1.0969 1.1102 1.1204 1.1210 1.1249
50% 1.0977 1.1023 1.1519 1.1886  1.1984  1.1995
10% 0.8631 0.8404 0.8293  0.8281 0.8282  0.8294
20% 0.8618 0.8460 0.8285 0.8281 0.8287 0.8300

MAE 30% 0.8605  0.8465 0.8321 0.8329 0.8334 0.8353
40% 0.8590 0.8469 0.8395 0.8421 0.8420 0.8456
50% 0.8576  0.8501 0.8602  0.8798 0.8794  0.8752

Table 7. Effect of Distance Threshold § and Imputation Ratio 6 in Ciao Data Set

Metric Impu.tatio Distance Threshold (8)
n Ratio )] g 3 4 5 6

10% 1.0088  0.9899 0.9863 = 0.9881 0.9893  0.9899
20% 1.0052 0.9864 0.9813 0.9811 0.9812 0.9816

RMSE 30% 1.0045 09867 09816 09826 09827 0.9831
40% 1.0039 09895 0983  0.9834 0988  0.9934
50% 1.0036  0.9907 0.9884 0.9884  0.998  0.9982
10% 0.7843  0.7571  0.7505 0.7521  0.7556  0.7563
20% 0.7781  0.7485  0.7379 0.7377  0.738  0.7407

MAE 30% 0.7759 0.7476 0.7339 0.7348 0.7348 0.7355
40% 0.7811  0.7599 = 0.7516 0.7493  0.7484  0.7497
50% 0.7743  0.7465 0.7325 0.7338  0.7521  0.7525
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4.4. Effect of a Trust Network in Imputation

After finding the best combination of two parameters, we conduct the experiment to show
the use of the trust network is helpful for accurate imputation. In this experiment, we
observe the accuracy of prediction using the imputed rating matrix. As a baseline, we
introduce a simple imputation method, called SimVote, which does not consider the trust
network but imputes a part of missing ratings same as our method, and compare it with
our imputation method. SimVote fills the missing ratings for each user with average rat-
ings of him/her by following the default voting [2] that is a simple one among the existing
imputation methods. To impute similar number of the unrated ratings to our imputation
method, we randomly select 6 percent of the missing ratings and assign the average rat-
ings to them. Finally, we apply two imputed rating matrix produced by our method and
SimVote to PMF and observe their accuracy.

Figure ] shows the accuracy of prediction using two imputation methods. In this fig-
ure, the x-axis and the y-axis represent the imputation ratio 6 and the values of MAE or
RMSE, respectively. Each sub-figure corresponds to each data set. The proposed imputa-
tion method is more accurate than SimVote regardless of the value of § and the metric.
The reason is that the proposed imputation method only imputes those unrated ratings that
would be estimated precisely whereas SimVote does not consider this. Therefore, the ac-
curacy of prediction using SimVote is certainly lower. For SimVote, the interesting point
is that the more imputed ratings are, the worse accuracy is. This is because the more rat-
ings whose values are inaccurate cannot improve the accuracy of recommendation even if
the sparsity problem is addressed. On the other hand, our imputation method accurately
fills the missing ratings up to 20%, so the MAE and RMSE is decreasing from 0 to 20%

(see Tables[3] [6} and [7).

1.80

S — - i e
140 o

2 120 r— B/E,—AE-"E—‘E —#—Ours (RMSE)
i 100 | N —%——% - — ¢ —x A —5— SimVote(RMSE)
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Imputation Ratio (0) Imputation Ratio () Imputation Ratio (6)
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Fig. 4. Comparison Proposed Imputation Method with SimVote

4.5. Accuracy of CF Methods with Our Imputation Method

We compare a recommendation method with our imputation method with four exist-
ing recommendation methods: the user-based recommendation method (UBM) [23]], Au-
tAl [21]], PMF [25], and SocialMF [10]. UBMa well-known and simple memory-based
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method, first selects the neighbors whose ratings are similar to those of an active user and
predicts a rating by aggregating the ratings given by the neighbors. We consider UBM as
a baseline.

AutAlis an imputation-based recommendation method, which is similar to UBM. One
important difference is that AutAl defines the neighbors as all the users who rated the
target item. Also, AutAl imputes the missing ratings, referred to as a key set, before its
prediction. The key set consists of missing ratings on the items on which his/her neighbors
did not give ratings but an active user gave ratings. We choose AutAl due to both of the
two reasons: (1) to show the effect of the imputation by comparing it with UBM and (2)
to show the effect of a trust network by comparing the imputation with a trust network to
the imputation without it.

PMFPMF is a well-known model-based method, which factorizes a rating matrix into
users and items latent features. Next, it calculates the inner product of the two latent fea-
tures of an active user and a target item for the rating prediction. We choose PMF to show
the effect of combining a trust network and imputation by comparing PMF equipped with
our imputation method to original PMF. SocialMF also employs the matrix factorization
and overcomes the data sparsity problem by looking up a trust network. When this method
factorizes a rating matrix, it adjusts a user us latent feature to be similar to the (weighted)
average of latent features of those users who are reachable from u in the trust network.
We select SocialMF to show the strength of our method because it does not employ the
imputation and also overlooks the backward directions of the trust network.

In summary, Table [8] shows the difference between our proposed method and four
existing methods. Our method is based on the three ideas, i.e., the matrix factorization,
the trust network, and the imputation. Unlike our method, the existing methods consider
a part or none of them.

Table 8. Comparison of the proposed method with the existing methods

Ideas
Method Matrix Trust Imputation
Factorization|Network

UBM X X X
AutAl X X (6]
PMF (0] X X
SocialMF (0] (0] X
Ours (0] (0] O

In the proposed imputation method, we set w,, ,, that describes the weight of distance
between user u and v to same value 1, which shows best accuracy among the various
values. We perform 5-dimensional matrix factorization in PMF, SocialMF and our pro-
posed method, and we set the parameter AU and AV to 0.01 for those methods. Besides
performing experiments on all users, we also perform the same experiment for only the
cold start users because the rating prediction for them may be more difficult than that for
other users.
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Table [9] shows the accuracy of the recommendation methods for all users. PMF us-
ing our method outperforms other methods especially on Ciao. In addition, two methods
exploiting a turst network (i.e., our method and SocialMF overcome PMF that does not
consider a trust network. It means that a trust network help rating prediction accuracy to
improve. Besides, our method is more accurate than SocialMF due to two reasons. The
one reason is that the proposed method considers those users who are reachable through
the backward direction, and the other is that it only considers those users who within the
distance threshold which can be seen as more reliable. Overall, our method and AutAl
that employ the imputation approach overcome other existing recommendation methods
because imputation approaches successfully address the data sparsity problem.

Table 9. Accuracy of Recommendation Methods for Whole Users

Dataset Method Metric

RMSE MAE

UBM 1.185 0.894

AutAl 1.097 0.838

Epinions1 PMF 1.118 0.880
SocialMF 1.115 0.879

Ours 1.088 0.823

UBM 1.136 0.837

AutAl 1.090 0.835

Epinions2 PMF 1.109 0.868
SocialMF 1.106 0.870

Ours 1.084 0.828

UBM 1.179 0.849

AutAl 1.006 0.736

Ciao PMF 1.033 0.810
SocialMF 1.030 0.808

Ours 0.981 0.734

Table|10]shows the accuracy of the recommendation methods for the cold start users.
The result shows similar tendency to Table [0 All methods show worse accuracy than
those in Table [9] because the cold start users have less information. Similar to Table 9]
our method has the highest accuracy than other existing recommendation methods. In
addition, the differences between the proposed method and those existing methods in
terms of RMSE are much bigger compared to those in Table[9] It means that our method
deals with the cold start user problem more successfully. AutAl shows worse accuracy
than PMF and SocialMF different to Table [9] This is because the imputation for the cold
start users cannot impute reliable ratings due to the lack of information for the cold start
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users. Unlike AutAl, the proposed method can predict the accurate ratings for cold start
users because it refers to additional information, a trust network.

Table 10. Accuracy of Recommendation Methods for Cold Start Users

Metric
Dataset Method

RMSE MAE

UBM 1.350 0.993

AutAl 1.288 0.934

Epinions1 PMF 1.210 0.962
SocialMF 1.209 0.968

Ours 1.142 0.888

In summary, our experiments show that the bi-direction of edges is more useful than
the forward direction of edges for rating prediction through a trust network. We find that
the most appropriate parameters  and 6 are 3 and 20%, respectively in most cases. In
addition, we show that a trust network improves imputation approach in terms of accu-
racy. In addition, our imputation method with the trust network improves the accuracy of
recommendation more than SimVote without considering the trust network. Finally, we
showed that the proposed method outperforms the existing recommendation methods in
terms of RMSE and MAE, and especially it is much better for the cold start users.

5. Conclusions and Future Work

The existing recommendation methods suffer low accuracy from the data sparsity and the
cold start user problems. To address these problems, we propose an imputation method
that substitutes missing ratings with impute values in a rating matrix. Our method im-
proves the recommendation accuracy in terms of three aspects. First, we employ a bidi-
rectional connection structure in using a trust network as additional information to com-
pute the impute values more accurately. Second, we select missing ratings, that are to
be actually filled, whose related information is enough to accurately predict the imputed
values. Last, we build the imputed rating matrix that can be applicable to any recommen-
dation method so that more accurate recommendation methods may be utilize it. Through
comprehensive experiments, we successfully demonstrated that our proposed method is
effective in improving the accuracy of the existing PMF method and outperforms existing
recommendation methods. Especially, our method is more effective in addressing the cold
start user problem.

One way to improve the accuracy of our method is to utilize additional information
other than the trust network. There are a number of information sources such as clicks,
bookmarks, and user profiles. Unfortunately, gathering this type of information together
with a trust network is difficult. Nevertheless, as the additional information, it is possible
to consider the pre-use preference [8]][12], which indicates a users impression on items
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before purchasing and using them. Though the users do not leave the pre-use preference
explicitly, it is possible to infer them by analyzing only a rating matrix. In our future work,
we plan to develop an imputation method that exploits the pre-use preference as well as
the trust network.
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