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Abstract. Rating of different services, products and experiences plays an important
role in our digitally assisted day-to-day life. It helps us make decisions when we
are indecisive, uninformed or inexperienced. Traditionally, ratings depend on the
willingness of existing customers to provide them. This often leads to biased (due
to the insufficient number of votes) or nonexistent ratings. This was the motivation
for our research, which aims to provide automatic star rating. The paper presents an
approach to extracting points-of-interest from various sources and a novel approach
to estimating point-of-interest ratings, based on geospatial data of their visitors. Our
research is applied to campsite dataset where the community is still developing and
more than thirty percent of camps are unrated. Our study use case addresses a real-
word problem of motorhome users visiting campsites in European countries. The
dataset includes GPS traces from 10 motorhomes that were collected over a period
of 2 years. To estimate star ratings of points-of-interest we applied machine learning
methods including support vector machine, linear regression, random forest and
decision trees. Our experimental results show that the duration of visit, which is a
crucial part of the proposed approach, is an indicative feature for predicting camp
ratings.
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1. Introduction

Crowd-sourcing services and product ratings are a great way to allow the community to
comment on their experiences with various services or products. As such, it is not surpris-
ing that integrated rating and review systems have become extremely popular, leading to
the rise of sites (like GoodGuide and Yelp) dedicated to specific products and services.
Recommending hotels and restaurants based on text reviews is a commonly addressed
research topic [11,15,16,19]. In this research we focus on addressing a problem of esti-
mating campsites rating based on their available facilities and data about visitors geospa-
tial behavior. In particular, we focus on motorhomes which are visiting campsites and
other point-of-interests. The data have been collected over more than 2 years from 10
motorhomes traveling across Europe.

Motorhome community is still in the process of development. Motorhome companies
have been seeking ways for the motorhomes to be able to dynamically assist the user in
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discovering new destinations and advise them by taking into account different aspects,
such as availability of electricity, fresh water and other resources. With the popularity of
motorhomes on the rise (registration of motorhomes has increased by 17.9% in 2016 in
comparison to 2015 [9]). We applied our research to their users’ geospatial patterns and
analyzed their common accommodations - camps, service areas, etc.

The main contribution of this article is a new approach to automatically estimate (pre-
dict) point-of-interest ratings based on user behavior and camp characteristics. The next
contribution is evaluation of the proposed approach in real-world data. For predicting
camp rating we compared several machine learning algorithms including linear regres-
sion, k-NN, random forest and SVM. To be able to perform the analysis, we have collected
two years of location data for motorhomes that traveled around Europe. The third contri-
bution of our research is building the definitive database of points-of-interest for campers
and along with the analysis providing it as a service to the motorhome community.

The remainder of the paper is organized as follows. Section 2 gives an overview of the
related work. In Section 3 we provide a detailed description of architecture and interaction
between components. The data description is presented in Section 4. Section 5 presents
the approach used to check the hypothesis. Finally, we conclude the paper and describe
some of the future work directions in Section 6.

2. Related work

To the best of our knowledge, the problem of predicting camp rating based on location
history was not addressed before. However, similar works on different datasets and using
different methods exist and had been tried before. This section provides a brief overview
of that related work. Understanding and predicting what users really want and what suits
their needs has become an important and very popular research topic. A lot of work has
already been done on predicting ratings for hotels, restaurants, etc. The most popular
datasets for research and building personalization applications are provided by Yelp and
HRS.com (major European platform for hotel reservations). If users rate places highly,
then algorithm would recommend places similar to those that the user gave high ratings.
This can go beyond overall ratings, by taking into account advantages of multi-criteria rat-
ings and improving recommendation accuracy compared to single-rating recommendation
approaches [10,20]. We could not perform such kind of analysis on our data, because we
do not have information on specific users rating of the location. However, our system is
designed to work with the data like this, once available.

Other useful information could be extracted from different reviews of the same place.
The most common approach is to use sentiment analysis to evaluate hotel ratings [12,20].
There have also been studies dealing with the correlation between hotel star-rating and
review rating [18].

Recommendation systems collect information based on the preference of users on
different items, such as movies, jokes, books, hotels, restaurants, camps. Some recom-
mendation systems went further and additionally take into account the location as an im-
portant component of the user context [22,25,26]. As opposed to our approach, the usual
recommendation systems rely on the availability of large amounts of data.

Tiwari and Kaushik [27] propose a rating method for points-of-interest based on fuzzy
logic which can take a location stay time, user categorization (native, regional and tourist)
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and weighted frequency (number of times when the visitor enters a place and stays there
for more than a defined time threshold) as inputs. They also propose to categorize users
into five categories (global, national, regional, local and native) [28] reporting that user
categorization has the impact on stay time. This method returns a rating between 0 and 5.
The main issue, as explained by the authors, is that only 0.5% of places from their dataset
of 26,807 places have any ratings. Secondly, it is hard to compare ratings between places.
If places are internationally known, they have the significantly higher volume of ratings
than small places which are more regionally/locally known. Another potential problem
is that ratings could be biased by the deliberate promotion of a location as a marketing
strategy. However, to measure any impact of a rating method on the users, we would have
to include the users in the evaluation.

3. Proposed Approach and Framework Description

Figure 1 shows an overview of the proposed architecture that consists of four main com-
ponents: data capture, Mobility patterns, analysis and API. The Data capture compo-
nent primarily captures GPS locations from motorhomes, but it also takes care of build-
ing point-of-interests (POI) data (Building POI). Building POI prepares OpenStreetMaps
(OSM) files for camp data extraction and collects information about camps from publicly
available online resources. Main two sources of the data for our approach are real-time
GPS coordinates stream in WGS84 format coming from connected motorhomes, and a
POI database which is matched to the stream, to find visited POIs for each user (mo-
torhome). This process consists of cleaning the data and transforming it into manageable
form for further analysis. The Mobility patterns is a service for processing raw GPS data
and performing clustering, global location detection and next place prediction. Analysis
component aims to determine the correlation of ratings to time spent on location, predicts
star rating and analyze number visits to camps.

The main function of the API service is to enable access to analyzed data to external
parties; in case of camp data to share it with the motorhome community and Optimum
mobile application. Optimum is an EU project which aims to improve transit, freight
transportation and traffic connectivity throughout Europe [5]. Within the project one of
case studies is based on motorhome and their users [6].

3.1. Mobility patterns component

Mobility patterns service is capable of accepting and parsing continuous GPS data (Defi-
nitions 1 and 2) from various sources, like mobile phones and other devices. It also collects
vehicle GPS data from motorhomes. In addition to collecting the data it is an analytics ser-
vice which classifies raw GPS coordinates into the appropriate paths and staypoints [29].
Staypoints (Definition 3) are classified into global locations (Definition 4) and paths into
global routes. Based on the historical data, the service can also predict next user location
and detect anomalies in paths. Here we only use the information about visits (staypoints)
and resulting global locations classified as camps. We provide definitions related to stay-
points in a similar way as in [24,30] .

Definition 1 (GPS point) GPS point p is a pair of longitude (lng) and latitude (lat) val-
ues which can be formally defined as p = (lat, lng).
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Fig. 1. The architecture of our approach to estimating (predict) points-of-interest rating
based on visitors behavior.

Definition 2 (GPS trajectory) GPS trajectory is a spatio-temporal sequence which can
be formally defined as

Traj = {(p1, t1), (p2, t2), . . . , (pn, tn), }

where pi, i = 1, . . . , n are GPS points and ti, i = 1, . . . , n monotonically increasing time
values.

Definition 3 (staypoint, path, activity) Staypoint S is a limited geographic area which
is shown in Figure 2 at which the trajectory stayed for a certain time. More formally, a
staypoint S is a set of pairs S = {(pi, ti)}n≤i≤m, where

1. tm − tn > T , for a threshold duration T
2. Distance(pi, pj) < D, for each i = n, . . . ,m, j = n, . . .m, i 6= j, for a threshold

distance D.
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Fig. 2. GPS trajectory and staypoint

3. Si 6= Sj for pi = pj and ti 6= tj (staypoint is time dependent).

Staypoint is a state of a trajectory. A section between two consecutive staypoints de-
fines a path. Path is a sequence of pairs P = {(pi, ti)}n≤i≤m, such that (pn−1, tn−1) ∈
Sj and (pm+1, tm+1) ∈ Sj+1. A common name for paths and staypoints is activity.

Several algorithms have been used for staypoint detection [31,32,23]. We use our own
modification which was originally described in [14] and is uses a two-stage approach, first
clustering GPS coordinates by employing a staypoint detection (SPD) algorithm grouping
together GPS coordinates which are located inside a parameter given by threshold distance
D and visited within the time period T . In our implementation we utilized thresholds of
50 meters for radius (distance) and 5 minutes for the duration. To handle potential errors
in the GPS coordinate reading after performing the clustering we eliminate locations that
are detected as outliers (e.g., a big jump in the distance back and forth over a short time)
and merging staypoints if appropriate. The output of our 2-pass SPD algorithm is a list of
cleaned activities either staypoints or paths.

Our users (motorhomes) {u1, . . . un} collect GPS points and produce unique trajecto-
ries which are clustered into staypoints. Some users’ staypoints overlap in space. We are
interested in grouping those staypoints that correspond to the same geographical location
together into a common global location.

Definition 4 Global location is a circular geographic area defined by location center
(point) and a radius. It is not time-dependent and it holds a semantic meaning.

Each staypoint is assigned to exactly one global location. For each global location we
store the center of the location (GPS coordinate pair) and based on included staypoints we
calculate of a visit statistics, time and date of the first visit, the last visit and the average
duration of visit.

3.2. Data capture component

OpenStreetmaps OpenStreetMap (OSM)[13] provides a free geographic database of the
world. While this started with mapping streets, it has already gone far beyond that, and
now includes footpaths, buildings, camps, parkings, and many other geographic proper-
ties. For downloading OSM data we are using a service called Geofabrik [3]. Geofabrik
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provides pre-built shape files, maps and map tiles, allowing us to bypass some of the man-
ual extraction and preprocessing work. The data is organized by regions that are regularly
updated and saved in PBF format.

We focus on the camps in the European Union, however the approach can use any
geographical region worldwide. The data is stored as a collection of SQL tables for
points, polygons, roads and lines which enables easy querying and data processing (us-
ing Osm2pgsql [7] to convert OSM data to PostGIS-enabled PostgreSQL databases). We
were mainly interested in point and polygon tables which contain camp data that can be
retrieved by the following query:

SELECT * FROM table_name WHERE ((tags->’tourism’)=’camp_site’
OR (tags->’tourism’) = ’caravan_site’);

In OSM, camps are defined by the camp_site tag, while caravan_site is generally re-
served for short-term parking of motorhomes. Besides spatial point or polygon data, OSM
provides other semantic information such as location name, fee, opening hours, phone,
website, address and others [4]. However,the presence of this data is very inconsistent
and varies from record to record.

Additional data We used data provided by different online forums [1,2] and we com-
posed two datasets. One consists of regional datasets (consisting of Slovenia and its neigh-
bor countries) and the other is a general European dataset.

European dataset consists of over 20,000 records of motorhome stops, separated into
following categories: motorhome parking, service areas and motorhome-friendly camp-
sites. Service areas are places, where motorhomes can discharge wastewater and chemical
toilet and refill their fresh water supply. Motorhome friendly campsites need to have the
possibility to discharge wastewater and chemical toilet and to supply fresh water, as well
as allowing overnight stays. Motorhome parkings are areas appropriate for motorhomes
and are further divided into multiple subcategories such as mixed parking, private parking
near a restaurant, near a marina, motorhomes only, etc...

The Regional dataset is focused on Slovenia, Croatia, Bosnia and Herzegovina, Mon-
tenegro and Serbia. Every camp record contains three categories of detailed information:

– Camp is suitable for: families with children, dogs, surfing, rowing, bicycling, etc.
– General info about camp such as open hours, good shaded pitches, location near the

sea, outdoor swimming pool, camp at the spa, tents for rent, caravans for rent, mo-
bile homes for rent, bungalows, children playground, animation for children, sanitary
facilities for disabled people, baby showers, service station for campers, shop, restau-
rant, paid wireless internet access, washing machine, mooring for boats, etc.

– Sports and other activities available, such as tennis, volleyball, rent a bike, rent a boat,
diving center, table tennis, basketball, football, mini golf, rowing, surfing, climbing
wall, etc.

The resulting datasets are merged with OSM data which we consider the main data
source. We tried to match coordinates with corresponding position or polygon in OSM.
Merging function, shown in Algorithm 1 iterates through all of the additional camps and
attempts to find the appropriate camp within a certain radius (delta) inside OSM. If it finds
more than one suitable OSM camp, we update the records for all polygons in the vicinity.
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Algorithm 1: Algorithm for merging OSM and web data.
1 function Merge (webCamps,∆);

Input : All camps which are obtained through from web forums. ∆ is distance in meters
2 for camp in webCamps do
3 osmCamps← findCampInTheDatabase

(camp.latitude,camp.longitude,∆);
4 if len (osmCamps) ≥ 1 then
5 updateAll (osmCamps);
6 else
7 insertNewCamps (osmCamps);
8 end
9 end

If, however, no camp is found in a range we conclude that OSM data does not contain it
yet and we add a new camp record.

Cleaning data In this step we remove possible duplicates which occur due to combining
OSM with other data sources. Some of the camps cover a very large area and may even
cross national borders, which causes them to exist in more than one country file and are
then present as multiple polygons when combining country data. Because of this, we need
to merge these duplicates into single record using PostGIS. Due to that, we need to merge
these polygons into a single record. Additionally, we detected that some camp records
were not completely consistent, appearing as either points or polygons. Such conflicts
must be resolved manually. For this we generate a rule file by hand, where we define
which polygons or points will be deleted and which polygons or points are to be merged
into one record.

Data alignment This step is necessary in order to improve our analysis. In some cases
multiple Mobility Patterns global points were identified on one OSM camp polygon. We
solved this issue by merging global points into one location. Hence, our aim is to find
appropriate point matching between camps and Mobility patterns global location. Our
assumption is that if a motorhome user is at (or close to) a global location then we treat
this as a camping place. Our method goes through all global locations and in each iteration
tries to find the containing polygon or point within 100 or 120 meters of distance.

3.3. Data analysis methods

In this section we describe methods used in our analysis. In data processing stage using
Mobility patterns, we calculated a number of visits to each camp and histograms about
arrival and departure times of motorhomes. With regional and European datasets, we ap-
plied Pearson correlation analysis in order to understand correlations between the features
(including target value). Then we used machine learning methods such as linear regres-
sion, random forest, decision tree and SVM on European dataset in order to predict the
star rating. We also fitted a model with the regional dataset, but the outcome was not
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promising. Due to mismatching attributes in the datasets, we were unable to perform the
merging into a single unified dataset, since that would cause either a certain amount of
data loss or empty values in some records.

Visits to the campsite is a simple analysis which counts the number of visits to a specific
campsite, provides time and date of first and last visit, and its duration. The practical
example is shown in Section 5.2. This analysis is provided by Mobility patterns, where
each campsite is represented by one global location.

Pearson correlation analysis In order to understand the relationship between attributes
we used Pearson correlation coefficient, which is calculated as follows:

r =
n
∑
xy − (

∑
x
∑
y)√

[n
∑
x2 − (

∑
x)2][n

∑
y2 − (

∑
y)2]

(1)

where n represents the number of samples. Pearson correlation depicts a linear relation-
ship between two variables. We checked the correlation of all possible feature pairs (vari-
ables x and y), including target values. From these correlations, we built a heatmap which
is shown in Figure 7. In general heatmap for correlations has values between -1 and 1. In
our case the more intense is color the higher is correlation among attributes. The pros are
if we have a small number of attributes it can be easily interpretable and we gain more
insight into the data. When we have many attributes it is hard to show everything and we
may have an issue of interpreting the heatmap.

Machine learning methods for prediction To predict star rating we used the following
machine learning methods implemented in Scikit learn [8]:

– Decision tree is an easy to understand model used for classification and regression,
with multiple available decisions and outcomes included in the tree. To avoid data
over-fitting we tune the depth parameter. We used the algorithm for classification and
regression.

– k-Nearest Neighbors(k-NN) algorithm for classification and regression is a simple
method of making predictions by searching through the entire training set for the k
most similar instances and summarizing the output variable for those k instances. We
used the algorithm for classification and regression purposes.

– SVM using linear, polynomial or radial basis kernel. In our experiments we used
radial basis kernel. In general it performs well with non-linear boundary depending
on the kernel, and handles high dimensional data. It is used for classification and
regression.

– Random forest is an alternative to decision trees and reduces variance by generating
a whole collection of trees. However, the results are not easily interpretable. It is used
for classification and regression.

– Linear regression is a standard method commonly used when dealing with numeric
features. It is used for regression.

– Logistic regression is simple model for classification rather than regression.
– Baseline We calculated a mean of target values for regression and take majority class

for classification.
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Feature selection We used the method called stepwise forward selection, which finds the
subset of features that produce the best results. The algorithm first processes every feature
and evaluates the result to find the feature with the best performance. On every iteration
it adds to the subset a feature that produces best results in combination with previously
added features. Each step minimizes RMSE error. This process is repeated until we either
run out of feature or the addition of new features does not improve the result anymore.

Performance evaluation For the evaluation we used 10-fold cross-validation. To asses
the errors and performance, we used the following measures:

– Accuracy is the fraction of correct predictions over n calculated as

accuracy(y, ŷ) =
1

n

n−1∑
i=0

1(ŷi = yi) (2)

where ŷi is the predicted value of the ith sample, yi is the corresponding true value
and n is the number of samples.

– F1 is a weighted average of the precision and recall which is calculated as

F1 = 2 · precision · recall
precision+ recall

. (3)

Precision and recall are defined as precision = tp/(tp+ fp) and recall = tp/(tp+
fn), respectively, where tp are true positives, fp represents false positives, and fn
false negatives. F1 score, precision and recall all take values between 0 and 1, where
0 is the worst and 1 is the best value.

– Root mean square error is calculated as

RMSE =

√√√√ 1

n

n−1∑
i=0

(yi − ŷi)2 (4)

which is the square root of the average of squared differences between prediction ŷi
and actual observation yi. Values can range from 0 to infinity and it is a negatively-
oriented score, which means lower values are better. Also, this metrics penalizes large
errors more. This is an appreciated property for us since we want to avoid large error,
whereas small errors are acceptable because the target value could be biased.

– Coefficient determination is calculated by equation

R2 = 1−
∑n−1

i=0 (yi − ŷi)2∑n−1
i=0 (yi − yi)2

(5)

and reflects the proportion of the variance in the target variable that is predictable
from the explanatory variables. Its values range between −1 and 1. The higher the
value the better the result.
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3.4. API

To provide the access to collected campsite data to outside users and easier utilization
in our internal applications and algorithms, we use a REST API backed by PostgreSQL
database, which contains records of campsites and allows querying and filtering by differ-
ent properties - campsites near a certain point, campsites in a specific country, campsites
with specific facilities, etc. Some of this data is already being used by an application in de-
velopment, intended for multi-modal route-planning application (developed in the scope
of Optimum project) that features smart notifications and proactive recommendations to
encourage sustainable transport behavior.

4. Data description

This section presents the dataset, which we used to train the models and predict star ratings
of the campsites.

4.1. Feature description

Campsite features We represented each campsite as a feature vector where features
describe static properties of the campsite. Some features are the boolean type, where the
position in the vector represents the property and its value indicates whether the place
has this property or not. Category of location is a categorical attribute and continuous
attributes are the location near water, distance from the city, camp categorization, star
rating and number of votes. Features described below represent the union of features
from both datasets.

The specific properties (features) are:

– Terrain (hardened, grass). Basic information about camp; whether it is covered with
grass or hard material (e.g. concrete) or both.

– Illumination. Information whether camp has electric lighting or not.
– Security. Information whether camp has taken security measures, like camera cover-

age or security guards.
– Facilities (restroom, service station, dustbin, shower, playground, dogs not allowed,

washing/dryer available, wheelchair accessible, camping-like behavior, internet ser-
vices, wastewater discharge, chemical toilet discharge, fresh water, electricity). The
facilities are important for every camp and more facilities camp has the better it is.

– Possible nearby activities (swimming, good fishing possibilities, bicycle tours, hik-
ing tours, winter-sports). The best camps provide not just facilities but also activities
which are important for longer stay.

– Category of location. Motorhome POIs are divided into three groups: service station,
parking, campsite.

– Location near water. Distance in meters from the POI to the nearest water.
– Distance from the city. Distance in meters from campsite to the center of the nearest

town.
– Camp categorization. Camp categorization is rating between 1 and 5 provided by

organization.
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– Star rating, number of votes. Ratings are provided as a number between 1 and
10, where higher number means better rating. Regional dataset additionally provided
separate star ratings for campsite position, tidiness, tidiness of toilets, sport and other
activities and value for price.

Temporal (Mobility patterns) features The following data was retrieved from Mobility
patterns service. In the last two years the service detected more than 14, 000 staypoints,
where the staypoints consisted of more than 7, 361 unique global locations. Global loca-
tions are not necessarily POIs as they include stops like border control, gas stations and
other general service areas. This was general information about stays for motorhome, but
we are showing in Table 3 just stays in campsites, parkings and service areas. Exact num-
bers of those places are described in Section 4.2 in Table 3. We collected the duration of
each place visit; all other attributes are derived. The specific feature items include:

– Average duration: average time of visit at specific location (POI).
– Min time: minimum time spend on specific POI.
– Max time: maximum time spend on specific POI.
– Time distribution: histogram of POI visits durations. Each duration interval repre-

sents one feature vector. Duration intervals: (0h,1h], (1h,3h], (3h,6h], (6h,9h], (9h,12h],
(12h,15h], (15h,18h], (18h,21h], (21h,24h], (24h,248h]).

– Time distribution percent: similar like above, but features represent percentage of
specific visits, not real number.

– Seasons (winter, spring, summer, fall): Number of visits of specific POI in specific
season.

– Proportion of seasons (winter, spring, summer, fall): Similar to above - proportion
of visits in specific season.

– Average number of days: we calculate average number of days motorhomes stayed
at the specific location. Our assumption is that the more interesting activities camp
has to offer the longer the average stay.

– Average number of nights: number of nights spent at camping place.
– Number of visits: number of all campsite, parking or service area visits by whole

motorhome group.

Complex features Time spent at the location and number of its visits could be dependent
on the district that it’s located in. For example, some places are much more touristic and
near really interesting locations, while other places could be of really good quality, but
away from the tourists points of interests. Derived features were intended to help us better
understand differences between areas. After performing several tests, we decided on a
radius of 10 kilometers. Complex features are derived from Mobility patterns and basic
camp features [17,21]. We calculated:

– Competitiveness as the proportion of POIs in 10km radius whose categories are the
same as the category of the target location.

– Density as number of POIs in the neighborhood.
– Neighbor entropy measures the heterogeneity of POI categories in the neighbor-

hood.
– The Popular area as the total number of check-ins for POIs in the neighborhood.
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4.2. Type of resting place distribution analysis

European dataset provides multiple different categories of resting places such as:

– Campsite: these are places where only motorhomes can park. Campsites are in gen-
eral destinations for motorhomes users. Usually they are required to facilitate wastew-
ater discharge, supply with water and electricity.

– Motorhome parking: reserved spots at a general parking lot, where motorhomes
often park among cars.

– Service area: places in the parking lot of a restaurant, hotel or cafe. The facilities are
not necessarily there and overnight stay is not allowed at these types of resting places.

Cleaned European dataset consists of 23, 971 service areas, motorhome parkings and
campsites. Figure 3 shows that the most common type is motorhome parking with 15, 859
parkings. There are 7, 056 campsites and the dataset contains 1, 056 service areas. Mobil-
ity patterns detected 528 visits in different service areas, parkings and campsites. Out of
these visits 249 were to parkings, 57 to service areas and 222 to campsites. The analysis
(Table 3) presents the average time motorhomes spent at each type of the place. At the
service areas campers in general spent 0.77 hours, at campsites 13.9 hours and at park-
ings 8.32 hours. This shows that there is a difference in the time spend for different types
of POI. We can notice that the average time spent at campsites is 13.9 hours, which is
lower than one would expect. However we understand that campsites could be used as
the transit points to an end location or the user may leave the campsite to visit nearby
locations during the day, which in our case is considered as a new visit to the campsite.
This is not ideal in the context of our research as it decreases the time spent at a campsite
and increases the number of visits. We plan to address such daily exits in the future work.
Notice that the proposed approach does not distinguish between regular costumers and
not regular costumers when estimating star ratings.

Type Average time (h) # of visits # of visits
unique locations

Service area 0.77 126 57
Motorhome parking 8.32 337 249
Campsite 13.9 570 222

Table 1. Type of point of interest and average time spent on location

4.3. Star rating distribution analysis

Place rating is a score between 1 and 10 which is shown in Figure 4. From the data
about places, more than 6, 000 locations have no information about the rating. The most
common score is 7 which is attributed to 5, 166 places, followed by score 8 attributed
to 4, 840 places. Motorhomes that we tracked visited places with the ratings shown in
Table 2. The distribution remains the same and the most common visited camps are still
the ones with rating 7 and 8.
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Fig. 3. Category distribution

Star rating 1 2 3 4 5 6 7 8 9 10 Unknown
# of visited camps,
parking and 4 7 8 18 44 92 137 110 26 5 77
service areas
Table 2. Number of visited camps, parkings and service areas by motorhomes.

Fig. 4. Star rating distribution
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The highest number of camps has France (5,958 camps) and then the number of camps
is followed by Germany (4,841 camps), Italy (4,182), Netherlands (1,344 camps).

5. Evaluation

This section presents the methodology of experiments, analysis of the experimental re-
sults, and the key findings.

5.1. Experimental setting

Fig. 5. Tuning the ∆ parameter for matching campsites on regional in European dataset.

Parameter selection Multiple data sources can have slightly different coordinates for
the same place. In order to overcome this issue we used Algorithm 1, mentioned in Sec-
tion 3.2. After the algorithm utilization, we perform the evaluation of the merging results.
Evaluation dataset was built manually by checking 630 camps from OSM, trying to find
a suitable match in other data sources. Some examples were impossible to match even
manually. We evaluate the algorithm by comparing its output values to manually anno-
tated data. With this, it calculates the accuracy using following formula:

accuracymatching =
truematched

allmatched
(6)
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The result of accuracy is highly dependent on the appropriateness of the chosen ∆
parameter. We wrote evaluation script which checks the accuracy of matching for ∆ be-
tween 50 and 300 meters within a 10-meter interval (as shown in Figure 5). The higher
the number the better the result and the best possible score is 1.

For camps from European dataset, the best results have been achieved with ∆ of
100 meter (81% correctly merged locations). For camps from regional dataset, the best
results are with ∆ 120− 130 m with 80% of correct merges. Both very high and very low
∆ produced worse results.

(a). Number of hours spent on this location on
particular day of week.

(b). Frequency of visits of a location that
corresponds to visit of camp by hour of day.

(c). Frequency of visits of a location by
multiple users that corresponds to visit

of camp by hour of week.

Fig. 6. Mobility patterns.

5.2. Visits to camps

For each global location Mobility patterns service stores the center of the location (lati-
tude, longitude). Based on the underlying visits of this location (staypoints) it calculates
statistics like number of visits, time and date of the first visit, last visit and its duration,
etc. This type of statistics can also be filtered by time window (take into consideration
only the visits that occurred during a specific time range), user (taking into account only
visits of a specific user) or group of users, etc. To understand better the semantics of a lo-
cation it also creates histograms and heatmaps of location visits. A typical example from



146 Matej Senožetnik et al.

the collected campsite data is a daily histogram of location visits by motorhomes. Fig-
ure 6a shows number of hours spent on this location on the particular day of week. We
can observe that the most time in this campsite was spent through weekdays. Figure 6b
shows frequency of visits of a location that corresponds to visits for camp an hour of day.
We can observe a gap around midday, meaning that motorhomes users more frequently
stay in the camp at night. Figure 6c shows heatmap of visits of a location by an hour of
week for every week in our dataset. We can observe that the camp is most visited at the
end of the week.

5.3. Correlation analysis

Correlation analysis was performed on regional and European dataset. European dataset
results are described in the text, but the heatmap matrix is not shown.

Fig. 7. Performing correlation analysis on regional dataset. The result in red boxes is
explained in text from 1 to 6 in text.

Correlation analysis on regional dataset On the regional dataset we checked which
attributes intersect and Figure 7 shows some of the more interesting correlations we found.
The red squares in Figure 7 are numbered accordingly with their explanations below:

1. Surface of camp (km2) is proportional to the maximal capacity of people and campers.
This is easy to understand, since higher number of motorhomes and people takes up
more space.
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2. Number of activities and facilities is also correlated with maximum camp capacity. It
is hard for smaller camps to provide so many diverse activities because they can take
up a lot of space and can be expensive to maintain. We counted 12 distinct activities:
inside swimming pool, tennis, volleyball, bicycle tours, diving, table tennis, basket-
ball, boats, mini golf, rafting and rock climbing. We designated following items as fa-
cilities: shop, restaurant, restroom, restroom for wheelchair, chemical toilet discharge,
bathroom, service station, dogs allowed, washing machine, yacht quay, a barrier for
boats, playground, children bathroom, animation for children, dryer. While smaller
camps again cannot provide all the facilities available in larger camping places, some
common facilities do exist, such as bathrooms, chemical toilets, service station, dogs
allowed, washing machines and dryers, etc.

3. Additionally, number of facilities is negatively correlated with location near water
(Distance from water is measured in meters in our analysis). Our explanation is that
for many facilities, the presence of lake, river or sea is important.

4. The average star rating of camp is strongly correlated with star rating of camp po-
sition, star rating of the tidiness of camp, star rating of the toilet, the star rating of
sports activities in camp and star rating of price/value ratio. The most correlated star
rating is for tidiness of camp and toilet, because these both express overall cleanliness
of camp, making them strongly connected.

5. Camp categorization is a common approach to assessing camps and whether they
provide service, activities, facilities from 1 to 5 and also number of activities facilities
affect correlation.

6. In the summer people in general visit bigger camps.

Correlation analysis on European dataset We also performed correlation analysis on
European dataset, but this dataset is less interpretable than the regional dataset. We can
distinguish rules which are that time spent on location is correlated with the presence of
facilities.

If people spent more than 24 hours in general area of a camp, they chose a camp with
grass, restroom, shower, playground, washing/dryer, internet services and electricity. This
is an important discovery, because this shows what is important for users when they are
staying at a camp for multiple days. On the other hand, people who stay just up to 3 hours,
do not care for the availability of such facilities and we found a strong negative correlation
to confirm this.

5.4. Prediction of star rating

Regression Prediction of star rating was performed on regional and European dataset.
In the regional dataset the result was close to baseline or even worse, mainly due to a
lack of learning examples. We investigated and figured out that the number of examples
is too low to predict point-of-interest rating well. Another possible issue could be that the
features are not informative enough and maybe additional feature engineering could help.
Additionally, there seemed to be a lack of meaningful correlation between camp features
and temporal features. Due to mismatching attributes in the datasets, we were unable to
perform the merging into a single unified dataset, since that would cause either a certain
amount of data loss or empty values in some records.
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For every camp we predicted star rating using machine learning methods (described in
Section 3.3). In order to make better models the best feature set was chosen for every al-
gorithm. All regression tests were performed on/using training set due to lack of available
data. This was done by utilizing stepwise feature selection (described in Section 3.3).

We performed analysis on European dataset, and then also separately on camps which
were visited in spring and summer, and again separately camps which were visited in fall
and winter. Dataset for visited camps in spring and summer will be called camps visited
in warmer months. The other datasets that include camps which were visited on fall and
winter will be called camps visited in cooler months. Our assumption is that visitors have
different requirements if they visit camp in fall and winter than spring and summer.

Each dataset has a distinct number of visited camps due to different frequency of visits
in different seasons. We treat each camp as learning example when it has at least one visit
from the motorhomes we are tracking. For evaluation we used 10-fold cross-validation in
all three datasets. We tune the parameters for each algorithm separately on every dataset
as follows:

– k-NN: We varied parameter k between values 1 and 10. Parameter k is number of
neighbors.

– Decision tree: We varied parameter max depth from 1 to 10.
– Random forest: We varied parameter n_estimators from 1 to 10.
– SVR: We varied penalty parameter C of the error term, between 1 and 15. Also we

varied ε which specifies the epsilon-tube within which no penalty is associated with
the training loss function, from 1 to 15. When the SVM is used for regression in this
paper is referred as SVR.

This dataset contains 528 camps, which were visited at all seasons. The best k-NN
performance was observed with parameter setting k=7. For the random forests algorithm
we set n_estimators=5. For the decision trees algorithm, we tuned max depth to 2. For the
SVR algorithm we tuned C=7 and ε=1.

Algorithm
Features

Camps Temporal Camps + Temporal Camp+
Complex All

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE
k-NN 0.02 1.53 0 1.5 0.06 1.5 0.02 1.53 0.06 1.5

Random for. 0.06 1.5 0.01 1.46 0.11 1.46 0.06 1.5 0.12 1.45
Decision tree 0.06 1.49 0.02 1.53 0.08 1.48 0.06 1.49 0.09 1.48
Linear reg. 0.05 1.5 0.03 1.52 0.08 1.48 0.06 1.5 0.08 1.47

SVR 0.07 1.49 0.03 1.52 0.01 1.46 0.11 1.45 0.19 1.39
Baseline -0.04 1.57 -0.04 1.57 -0.04 1.57 -0.04 1.57 -0.04 1.57

Table 3. Prediction of star rating with different features on dataset where all camps were
visited. To evaluate the performance of our model we used measures to evaluate Root
mean square error (RMSE) and coefficient of determination (R2). The best results for
every algorithm is in bold.
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Table 3 shows results of predicting star rating. SVR outperforms other algorithms with
observed RMSE of 1.39. Results indicate that temporal features from Mobility patterns
improve predicting star rating. Also results improve if we add complex features. For every
algorithm we bold the best results in Tables. This means that time spent on location is
correlated with star rating. The best features for SVR are

– camp features (internet services, electricity, grass, dog are not allowed, shower)
– temporal features ((24h,248h],(3h,6h],(12h,15h],winter)
– complex features (competitiveness, entropy)

Every algorithm has its own set of features where it performs the best.

Algorithm
Features

Camps Temporal Camps + Temporal Camp+
Complex All

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE
k-NN 0.05 1.51 -0.01 1.49 0.06 1.49 0.05 1.51 0.06 1.49
Random for. 0.06 1.5 0.03 1.44 0.14 1.44 0.06 1.05 0.14 1.44
Decision tree 0.06 1.5 0.03 1.49 0.09 1.49 0.06 1.5 0.1 1.49
Linear reg. 0.05 1.51 0.02 1.49 0.06 1.49 0.06 1.5 0.08 1.49
SVR 0.06 1.5 0.02 1.46 0.11 1.46 0.11 1.46 0.15 1.43
Baseline -0.03 1.57 -0.03 1.57 -0.03 1.57 -0.03 1.57 -0.03 1.57

Table 4. Predicting star rating with newly calculated temporal attributes taking to
account only spring and summer. To evaluate the performance of our model we used
measures to evaluate Root mean square error (RMSE) and coefficient of determination
(R2). The best result for every algorithm is in bold.

Due to different service demand in cooler and warmer months we analyzed camps
separately for those seasons. For instance in cooler months we take into account only
camps which were visited in fall and winter. We ignore visits in other months. Thus,
the temporal feature values change. In this two datasets we again used 10-fold cross-
validation method to evaluate results. The dataset for warmer months consists of 486
camps, and dataset for cooler months contains 75 camps.

For dataset in warmer months we set parameters of the algorithms as follows. For
k-NN, the number of k is 7, for random forest n_estimators is 5. For the decision tree we
tuned max depth to 4. For SVR we set C=3 and ε=0.9. The parameters for fall and winter
are as follows: for k-NN we set k=5, for random forest the parameter n_estimators was
set to 8. For the decision tree we set maximum depth to 2. For SVR we set C = 5 and
ε = 0.4. SVR features for spring and summer are the following:

– camp features (internet services, dogs are not allowed, electricity)
– temporal features (time intervals (3h,6h], (9h,12h], (12h,15h], (24h,248h], percent of

visits)
– complex features (competitiveness, entropy)

The best features for fall and winter are
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– camp features (presence of Internet services, camping-like behavior),
– temporal features( (0h,1h], (6h,9h], (21h,24h], number of visits, average duration,

spring, min and max stay)

We can see in Table 4 and Table 5 that SVR outperforms the other methods with All
features. The best result was obtained on the dataset for cooler months and are presented
in Table 5. The best score for R2 is 0.56 achieved by SVR with Camps + Temporal
features and All features. The best RMSE is 0.87 achieved by Linear regression with All
the features. We started modeling with POI features only and then added temporal and
complex features. Results show that adding temporal and complex features helps with
star rating prediction.

Algorithm
Features

Camps Temporal Camps + Temporal Camp+
Complex All

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE
k-NN 0.09 1.17 0.16 0.91 0.49 1.22 0.09 1.2 0.49 0.91
Random for. 0.16 1.17 0.15 0.96 0.49 1.17 0.14 1.17 0.49 0.96
Decision tree 0.1 1.17 0.16 1.11 0.24 1.21 0.1 1.21 0.24 1.11
Linear reg. 0.04 1.2 0.12 0.87 0.53 1.25 0.04 1.25 0.53 0.87
SVR 0.29 1.06 0.23 0.9 0.56 1.1 0.29 1.1 0.56 0.9
Baseline 0 1.2 0 1.2 0 1.2 0 1.2 0 1.2

Table 5. Predicting star rating with newly calculated temporal attributes taking to
account only fall and winter. To evaluate the performance of our model we used
measures to evaluate Root mean square error (RMSE) and coefficient of determination
(R2). The best result for every algorithm is in bold.

The only feature which was selected to every feature subset is internet services also
important features are winter sports, when this visit occurs (summer, spring, fall, winter).

Classification Prediction of star rating was performed only for regional dataset. We split
star ratings provided by users into three categories:

– (0,4] is range between 0 and 4 and we can mark this as bad camps.
– (4,7] is range between 4 and 7 and it is considered as decent camps.
– (7,10] is range between 7 and 10 and it is considered as very good camps.

We decided to discretize available data in this way because every user has different idea
of what they imagine as rating 7 or 8. Due to different personalities and lifestyles, their
opinion on what makes a good camp can be biased. We split dataset into test and training
set in ratio 80:20. Using cross-validation on the training set we have tuned the parame-
ters and choose the best features subset for each of the algorithms using the algorithm
presented in Section 3.3:

– k-NN: We varied parameter k between values 1 and 10. Parameter k is number of
neighbors.
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– Decision tree: We varied parameter max depth from 1 to 10.
– Random forest: We varied parameter n_estimators from 1 to 10.
– SVC We varied parameter C of the error term between 1 and 15. When the SVM is

used for classification in this paper is referred as SVC.

The best parameter values for which we reported the result are the following. For clas-
sification task k-NN, the number of nearest neighbors is 7, for random forest n_estimator
is 3. For SVC we set C=1 and for decision tree will be expanded until all leaves are pure
or until all leaves contain less than 2 samples. Table 6 shows results of classifying camps
in three categories: bad, decent and very good. Among the tested algorithms, looking at
F1 measure, decision tree performed the best with no difference in the performance re-
sults when using camps or temporal features. Combining all the features did not increase
F1 score, though it did slightly improve accuracy for random forest (from 0.55 to 0.58).
Accuracy of the majority class is 0.49, which means that all classifiers perform better or
equal as the majority class.

Algorithm
Features

Camps Temporal Camps+Temporal Camps+Complex All
CA F1 CA F1 CA F1 CA F1 CA F1

k-NN 0.54 0.56 0.49 0.51 0.52 0.69 0.4 0.39 0.46 0.48
Random for. 0.55 0.46 0.52 0.69 0.52 0.69 0.57 0.54 0.58 0.57
Decision tree 0.52 0.69 0.52 0.69 0.52 0.69 0.52 0.69 0.52 0.69
SVC 0.52 0.69 0.52 0.69 0.57 0.5 0.52 0.69 0.53 0.41
Logistic reg. 0.52 0.53 0.52 0.69 0.54 0.49 0.55 0.57 0.49 0.48
Majority class 0.49 0.0 0.49 0 0.49 0 0.49 0 0.49 0

Table 6. Predicting star rating with calculated temporal attributes. To evaluate
performance of our model we used measures to evaluate Accuracy (CA),
F-measure (F1). The best result for every algorithm are in bold.

6. Conclusions and Future work

In this paper, we proposed a framework to merge multiple different sources of point-of-
interest data, including the real-time GPS coordinates from multiple vehicles, which can
bring valuable additional information. We tested our system on motorhome camps, but it
is easy to adopt the process for extracting other points with time component by simply
configuring the properties file. We also conducted extensive experiments to investigate if
temporal features help with predicting star rating and consequently assessing the place
quality. We can say that it is possible to predict star rating via camp characteristic and
temporal data of users. Our analysis showed that the temporal features obtained from
geospatial information improve the regression prediction by 4-13 %. For classification
we observed that classification accuracy improves for 3 % when using all the features set.
From the experiments we can see that both classification and regression are better than the
baselines. Another finding is that the temporal features improve accuracy of the models.
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The regression model which outperforms other models most of the times is SVR. The best
performing classification models are SVC and random forest.

In the future, this work could be extended in multiple dimensions. Firstly, by adding
additional data about places like gas stations. Another option is to include more data
in addition to the GPS coordinates. The motorhomes that we are tracking are already
equipped with onboard sensors and are measuring other values, such as clean water level,
wastewater, air quality within living space and car batteries state of charge. With this
data we can build a recommendation system which suggests users where and when to
discharge wastewater, sewage or refill the water.
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