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Abstract. Product reputation mining systems can help customers make their buy-
ing decision about a product of interest. In addition, it will be helpful to investigate
the preferences of recently released products made by enterprises. Unlike the con-
ventional manual survey, it will give us quick survey results on a low cost budget. In
this article, we propose a novel product reputation mining approach based on three
dimensional points of view that are word, sentence, and aspect–levels. Given a target
product, the aspect–level method assigns the sentences of a review document to the
desired aspects. The sentence–level method is a graph-based model for quantifying
the importance of sentences. The word–level method computes both importance and
sentiment orientation of words. Aggregating these scores, the proposed approach
measures the reputation tendency and preferred intensity and selects top-k infor-
mative review documents about the product. To validate the proposed method, we
experimented with review documents relevant with K5 in Kia motors. Our experi-
mental results show that our method is more helpful than the existing lexicon–based
approach in the empirical and statistical studies.

Keywords: product reputation mining, opinion mining, sentiment analysis, senti-
ment lexicon construction

1. Introduction

Data analysis strategies and technologies are widely used in the recent marketing research
area. In order to investigate the preferences of recently released products, enterprises need
a state–of–the–art strategy to accurately grasp the public’s taste for the product by auto-
matically collecting and analyzing various types of data on the Web. In the manual survey,
if company executives want to know how consumers think of their brand–new product, the
employees in the marketing department will conduct a survey via email and phone. How-
ever, the recent survey response rate is low because modern people do not have enough
time to response sincerely to the questionnaire and recent consumers are mainly interested
in customized products. Unlike this conventional process, product reputation systems that
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collect various online data and predict the accurate survey results can provide quick re-
sults on a low cost budget. Meanwhile, potential customers may save their time in making
their buying decision if they are served by product reputation mining systems. Until now,
to purchase a brand-new product like Hyundai Sonata, a customer is likely to spend a lot
of time in gathering helpful information on the Web. He/she first attempts to search for
Hyundai Sonata and carefully go over relevant web pages one by one. Even though he/she
strives to figure out which model is better, it is difficult to take the clear point due to a
lot of information and advertising. As above, the product reputation mining systems can
provide many benefits to both producers and consumers.

In this section, we briefly define the product reputation mining system as:

– In the first problem, given a product of interest, it automatically measures the reputa-
tion tendency (sentiment orientation – positive or negative) and level (the intensity of
the sentiment orientation) of various aspects (e.g., price, design, and service) of the
product. We assume that all aspects of the target product are given in advance.

– In the second problem, for each aspect of the product, it selects the top–k documents
including the most informative reviews in the corpus of review documents. We as-
sume that all review documents irrelevant with the target product are already filtered
out before this problem. In addition, we will carefully define how informative a re-
view document is in the next section.

Through the proposed product reputation mining system, both companies and cus-
tomers can easily know the public’s preference (as positive or negative) and the preferred
intensity (Level 1 ∼ 5) of a product. They can also know the detailed points with respect
to each aspect of the product. For the details, please see Section 3.

To address the product reputation mining problem, in this work, we propose a novel
three-dimensional reputation mining approach that consists of aspect, sentence, and word–
level methods.

As shown in Figure 1, the aspect–level method is the aspect classification model based
on SVM, Random Forest, and FNN to assign the sentences of review documents to the
desired aspects. The sentence–level method is a graph-based model for quantifying the
importance of each sentence in review documents. The word–level method computes the
importance of a word and measures the sentiment score of the word based on Korean
sentiment lexicon. Finally, aggregating the scores of the aspect, sentence, and word–level
methods, our method measures the reputation tendency and level in each aspect of the
target product. In addition, all review documents in each aspect are rearranged by the
aggregated scores and then top-k review documents with the highest aggregated scores
are selected as the informative documents.

Our experimental results show that the accuracy of the aspect–level method is at least
0.852. In the existing lexicon–based approach, F1–scores of the positive and negative
sentences are 0.678 and 0.688, while those are 0.758 and 0.795 in the proposed method.
These results mean that the proposed method improves about 12% and 5% in the positive
and negative sentences. In our case study for K5 in Kia motors, we observed top-k reviews
retrieved by the proposed method and finally concluded that most of the review documents
are informative. We will discuss the experimental results In Section 4 and conducted a
user study for the results retrieved by the proposed method and performed statistical tests.
Through the significance tests, it turns out that our method is statistically better than the
existing method.
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Fig. 1. Aspect, Sentence, and Word–level based product reputation mining approach

The contributions of our work are as follows:

– To address the product reputation mining problem, we propose a novel three–dimensional
reputation mining approach that consists of aspect, sentence, and word–level meth-
ods. We show the detailed algorithms of (1) measuring the reputation tendency and
level about a target product and (2) selecting top-k informative review documents.
These results will help customers make their buying decision and companies get to
know the public’s preference about the product in detail. We also constructed an elab-
orate Korean sentiment lexicon to determine the sentiment orientation of words.

– Our experimental results show that the proposed method is effective to address the
product reputation mining problem. Compared to the existing lexicon–based approach,
it improves up to 12% F1– score. In addition, our statistical verification shows that the
proposed method will be helpful for both company employees and customers. Con-
sequently, these results indicate that it is beneficial to develop a web–based system
based on the proposed method of aggregating three dimensional sentiment scores.

– According to our intensive literature survey, the key point of our method is to quantify
the reputation of the product based on three dimensions (i.e., aspect, sentence, and
word–levels). To the best of our knowledge, this is the first study to tackle the product
reputation mining problem.

The remainder of this article is organized as follows: In section 2, we introduce previ-
ous main machine learning and lexicon–based approaches related to this work. In partic-
ular, we discuss the novelty of our method, in addition to the difference between previous
studies and our work. In section 3, we deal with the formal problem definition. Then,
we describe our product reputation mining approach in detail in section 4. Next, we ex-
plain the experimental set-up and discuss the experimental results in Section 5. Finally,
we conclude our work and mention the future research direction in Section 6.
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2. Literature Review

In 2000, Resnick et al. presetned several challenging issues and solution overview of
product reputation systems that collect, distribute, and aggregate feedback about past con-
sumers’ behaviour so that these systems help people make their buying decision based on
public history of particular sellers. By showing real cases of eBay’s auction site, Bizrate’s
survey forum, and iExchange’s product review site, the authors also stated main require-
ments of the product reputation systems. In particular, they focused on gathering reliable
feedback in the reputation systems. For the detail, please see [18].

In 2008, Hwang and Ko proposed a Korean sentiment analysis method of labelling a
document to either positive or negative and of classifying a sentence to either subjective
or objective [9]. In the method, the authors made a Korean sentiment lexicon in which
a Korean word is translated to the corresponding English word to obtain the polarity of
the word. In addition, the sentiment analysis method classifies documents and sentences
based on Support Vector Machines (SVM). However, their method does not consider as-
pects that are recently considered to be important in the product reputation mining prob-
lem.

Given a particular product, Jin and Ho presented a machine learning technique based
on lexicalized Hidden Markov Models (HMMs) [10]. Specifically, their method extracts
subjective sentences related to the target product from review documents and then labels
each sentence to either positive or negative class. In particular, they trained the lexical-
ized HMMs with linguistic features including part-of-speech, phrases’ internal formation
patterns, and contextual clues surrounding words and phrases. Applying such linguistic
features to HMM is different from previous approaches that address the product reputa-
tion mining problem. However, there is still room to improve the accuracy of the existing
methods and to identify more informative review documents than the entire documents.
Our proposed method shows the better result of correctly classifying the sentiment orien-
tation of a target product based on aggregating the reputation scores measured by aspect,
sentence, and word–level algorithms. For the detail, please refer to the experimental result
section.

Steinberger et al. proposed a new approach that semi-automatically creates senti-
ment dictionaries in several languages [21]. They first made sentiment dictionaries for
two source languages and then automatically translated them to the third languages in
which a word is likely to be similar to that of the source languages. Through the third
languages, the target dictionaries can be more corrected and further extended. In the ex-
periment, they validated such a triangulation hypothesis by comparing triangulated lists
to non–triangulated machine–translated word lists.

Khose and Dakhode proposed a product reputation analysis system that consists of
five steps [12]. In the first step, review documents are collected and pre-processed for the
next step. After target and opinion words are extracted, an object relation graph is formed
by detecting the relation between them. In the third step, the weight of a node called con-
fidence is computed based on a simple random walk model. In addition, to determine the
sentiment scores of the target word and its opinion words, they used SentiWordNet that
is a popular sentiment lexicon in opinion mining area. Each target word is represented as
a vector of the target word’s confidence and the sentiment scores of the opinion words
associated with the target word. The reputation score of the target word is finally calcu-
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lated as the product of the summation of the vectors related to the target word. Unlike our
method, they consider only the reputation score of a target product in word–level.

In 2016, rather than classifying the porality (i.e., positive or negative) of words, Canales
et al proposed a bootstrapping method that labels an emotional corpus automatically [4].
Based on NRC Word–Emotion Association Lexicon, they created the seed set and then
expended the initial seed by means of similarity metrics. Furthermore, to distinguish be-
tween emotion categories in a fine–grained lexicon with 28 emotion categories, the au-
thors in [26] proposed an approach of labelling primary and secondary words to one of
emotion categories, where the primary words are used for detecting synonyms or other
semantic words associated with each category, while the secondary words are used to
mine the contextual relation between words. However, these methods focus mainly on
constructing a fine-grained emotion lexicon which is considerably different from the pro-
duction reputation mining problem that we present in this article. In addition, Ko pre-
sented a general method for creating an emotional word dictionary containing a semantic
weight matrix and a semantic classification matrix [13]. Based on clustering synonymous
relations and frequencies, he showed the detailed process of collecting a classification and
weight matrix that can be used as the ontology and linked data of emotion.

Meanwhile, detecting emotion from text documents is a non-trivial task because of
the limitation of human annotation. To tackle this problem, the authors in [25] utilized
emoji as self–annotation of twitter users’ emotional status. They believed that emoji is a
good emotion indicator presenting a faithful representation of a user’s emotional status
but their approach is too limited to use other text documents rather than tweet mentions.

Sentiment analysis is generally categorized to two groups. One is machine learning
approach and the other is lexicon-based approach. Although the lexicon-based approach
has been used in wide applications, it does not work well to determine the sentiment ori-
entation of tweets. This is because each tweet document is limited to only 140 characters
and its sentences are not written according to the grammar. [19] presented SentiCircles, a
lexicon-based approach for Twitters, that is based on the co-occurrence patterns of words
in different tweet documents to update the prior degree and polarity in sentiment lexicons
accordingly.

To improve the accuracy of the machine learning approach, Long Short Term Mem-
ory (LSTM) as one of Recurrent Neural Networks (RNN) deep learning models is widely
used to classify a text document to either positive or negative class. LSTM is trained with
a large number of training set containing a large number of pairs of the text document and
sentiment polarity manually annotated by human experts. Then, given a text document in
the test set, LSTM automatically determines the sentiment orientation of the text docu-
ment. Teng et al. proposed a hybrid approach that is the trade-off between the context-
sensitive method using LSTM and the lexicon-based method using the list of sentiment
words [22]. This approach is not one of the product reputation mining algorithms but
an advanced method for improving the conventional sentiment document classification
methods. Similarly, [23] presented a hybrid approach that measures numerical numbers
in multiple dimensions (i.e., valence-arousal space) by extracting/abstracting the local-
ity information within each sentence based on Convolutional Neural Networks (CNN)
and updating the context weights by means of long–distance dependency cross sentences
based on LSTM.
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Nowadays, online travel forums and social network sites are popular for sharing travel
information. Review summaries for hotels automatically generated from many reviews
in the sites can help travelers choose their preferred hotel during the trip. For (opinion)
mining from online review documents about a target hotel, Hu et al. proposed a sum-
marization method that finds top–k sentences using k–medoids clustering algorithm that
removes sentences irrelevant with the target hotel [8]. They also proposed additional fea-
ture set that includes author reliability, review time, review usefulness, and conflicting
opinions which are not considered in the previous review summarization methods. Al-
though Hu et al.’s method is similar to our proposed method in that it selects top–k rele-
vant sentences from review documents, there are main differences between them. While
Hu’s method first clusters text documents by contexutal information and then selects only
top–k relevant sentences, our method computes the reputation score of a target product
using word, sentence, and aspect–level methods and identifies top–k relevant but yet in-
formative sentences. In addition, we make use of various learning models such as SVM,
Random Forest, and even deep neural networks, whereas Hu’s method is based on only
k–medoids clustering method.

3. Problem definition

Table 1. An example of the first solution method

Aspect Reputation tendency Reputation level
Design Positiveness Level 2

Performance Positiveness Level 3
Price Negativeness Level 1

Quality Positiveness Level 5
Service Positiveness Level 5

In this section, we define the product reputation mining problem as two sub-problems.
In the first problem, given a product of interest as input (e.g., a particular car e like K5
made by Hyundai and KIA motors), the goal of the product reputation mining method
is to automatically measure the reputation tendency and level per aspect. For instance,
design, performance, price, quality, and service may be the main aspects that many con-
sumers often consider importantly when they are about to purchase their brand-new car.
Table 1 shows the outcome of the product reputation mining method. Let us assume that
design, performance, price, quality, and service are given in advance as the main aspects
of evaluating general vehicles. Actually several domain experts recommended the five
aspects to us. For each aspect, the product reputation mining method will label the repu-
tation tendency to either positiveness or negativeness. The reputation level indicates the
intensity of the reputation tendency. In our context, there are five levels in positiveness,
neutrality, and five levels in negativeness. The five levels are specified to Level 1 ∼ Level
5. The strongest positiveness (negativeness) is Level 5, while the weakest positiveness
(negativeness) is Level 1.
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Next, to tackle the second problem, the product reputation mining method finds top–k
documents including both relevant and informative reviews in the corpus. The top–k doc-
uments seldom contain meaningless advertisement and exaggeration, spam/fake reviews,
and even text content which is not directly related to e. Here are two examples that we
collected in the most popular web site with many reviews regarding vehicles in Korea.
The following document is considered to be both relevant and informative.

Title: Kia’s next-generation K5 does not change but actually changed everything
Author: Charisma4097
——————————————
The interior was completely obscured and difficult to identify, but the overall shape could be guessed. Once the change
is expected to be quite large. Unlike the existing design that surrounds the driver’s seat, it is likely to change to a
horizontal feeling that stretches from the driver’s seat to the next seat. The door design is completely different from
that of the existing K5. Steeply raised buttons and knobs are flat. Sheets are very similar to those in the new Sonata.
It is characterized by large and wide, with the middle vertical line. However, I am not sure that I will use this sheet
similar to the new Sonata.

On the other hand, the following document shows the typical document that does not
help consumers at all.

Title: Someone who takes the new K5, What about the breaks?
Author: Mr. Oral
——————————————
While I am getting ready to change from SM5 to K5, I wonder if there are too much talk about the bad breaks. I also
wonder what K5 Turbo JBL sound is like. Once I heard from Mark Levinson audio in Lexus, it was so cool.

In practice, the sentiment analysis is the most important step in the product reputation
mining problem. The sentiment analysis is generally categorized to two approaches [16].
One is the machine learning approach and the other is the lexicon–based approach that is
also divided to dictionary–based and corpus–based approaches. Nowadays, even though
main deep learning models such as CNN and RNN used for sentiment analysis have
shown better results, the lexicon–based approach is still important. In a particular do-
main, the accuracy of the lexicon–based approach is much higher than machine learning
approaches. Thus, sentiment analysis based on sentiment lexicons has been widely used
in practical applications. In addition, the lexicon–based approach has no need for com-
plex environment setting like GPU or long pre–training time before the learning model is
used [1]. More importantly, for greater accuracy, the existing deep learning models need
large–scale training data set. In fact, it is non–trivial to obtain the large–scale training
data because human annotators need to label the classes manually. To avoid this prob-
lem, state–of–the–art researches are being carried out to pseudo–generate the large–scale
training data using sentiment lexicons. Due to these reasons, the lexicon–based approach
is still the important methodology in sentiment analysis. In this study, we focus only on
the improvement of the existing lexicon–based approaches [7].

4. Main Proposal

To address the product reputation mining problem, we first consider the three dimensional
coordinate system in which x-axis, y-axis, and z-axis indicate the aspect matching score,
sentence importance score, and word sentiment score of a product of interest, respectively.
In our problem, given a particular product, the three various scores are first measured by
our proposed aspect classification method, sentence weight estimation method, and word
sentiment scoring method, and then are aggregated to its total sentiment score.
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Now we briefly summarize the key concept of the proposed three methods – the as-
pect classification method, sentence weight estimation method, and word sentiment scor-
ing method. We will also describe the detailed algorithms in the following subsections.
In our aspect classification method, we assume that five aspects of cars such as design,
performance, price, quality, and service are given in advance. The aspects were manually
decided by several experts in the automobile domain. Given a review document as input,
it is divided to a set of sentences. Each sentence is automatically classified to one of the
five aspects.

Fig. 2. Diagram of our aspect matching method

Figure 2 shows the diagram of the proposed aspect matching method and the detailed
algorithm is depicted in Algorithm 1. The train set is a set of pairs like (sentence, one
of five aspects (i.e., price, performance, design, service, and quality)) that is stored as a
list of nodes, each of which contains a sentence and an aspect, in the main and secondary
storage. To train a learning model and to conduct the test step, we use Support Vector Ma-
chine (SVM)[5], Random Forest[3], and Feed-forward Neural Network (FNN)[15]. SVM
was the best classification method before deep learning models are employed actively.
Random Forest often provides high accuracy because it is the best ensemble method.
Unlike the conventional classification methods, it is known that FNN works effectively
because of the deep neural network with multi hidden layers when we attempt to cope
with the non-linear classification problem. Since each model has its pros and cons, the
three learning models are used to assign sentences to the desired aspects.

Subsequently, to identify important sentences in a review document, we propose a
graph-based model for estimating sentence weight values. After the review document is
segmented to a set of sentences, each sentence is represented as a vertex in a graph G.
The link weight between two nodes n1 and n2 is the similarity value sim() between the
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Algorithm 1 Aspect Matching Method
Require: The whole review data set about a given product DS;
Ensure: Several sub corpus with the corresponding to the labels;

1: Use classifiers to classify sentences in DS:
2: if sentences ∈ classifier 1 then
3: Align sentences to sub corpus about label 1;
4: else
5: Send to classifier about label 2 to be classified;
6: if sentences ∈ classifier 2 then
7: Align sentences to sub corpus about label 2;
8: else
9: Send to classifier about label 3;

10: ......
11: if sentences ∈ classifier n then
12: Align sentences to sub corpus about label n;
13: else
14: These sentences are irrelevant;
15: end if
16: ......
17: end if
18: end if

sentences corresponding to n1 and n2. If sim(n1, n2) < θ (a certain threshold value), the
link between n1 and n2 is removed in G. To measure the connection strength between n1
and n2, our method is to compute the probability value to reach n2 from n1 via random
walks overG, where for each step, random walkers visit neighbouring nodes with a certain
probability. This graph-based method is based on the underlying assumption that more
important sentences are likely to receive more links from other sentences. We will discuss
the similarity and graph–based probability equations in Section 4.1.

Next, in word–level, we focus on both importance and sentiment orientation of words
in a review document. To quantify the importance of a word, we use Term Frequency /
Inverse Document Frequency (TF/IDF) that is widely used in the information retrieval
community. Through TF/IDF metric, a word w is considered to be important if w appears
many times in a document, while w seldom appears in the entire corpus. To compute the
sentiment degree value of w, we constructed a sentiment lexicon for Korean language
with assistance from Korean linguists. As illustrated in Figure 3, the Korean sentiment
lexicon consists of the list of positive and negative words, incrementer and decrementer,
flip words, and conjunction words. Based on the sentiment lexicon, we propose a word–
level sentiment scoring method that computes the final score by merging the TF/IDF and
sentiment scores ofw. For the detail, we will discuss the detailed algorithm in Section 4.1.

Finally, after the above three methods are performed, each sentence is assigned to
(word--level score, sentence--importance score) called sentence rep-
utation score (υ). For each aspect a, the total score υp of all positive sentences related to a
are calculated. In the same way, the total score υn of all negative sentences related to a are
calculated as well. Then, the reputation tendency and level are approximated based on υp
and υn. Furthermore, the document reputation score υd is computed by Σk

i=1υi, where k
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Fig. 3. A Korean sentiment lexicon

is the number of sentences in the document. In the final step, all review documents in the
corpus are rearranged by υd and then top-k review documents are chosen as informative
ones.

Suppose that n is the number of sentences in the collection of reviews as input. Be-
cause we propose a FNN-based aspect matching model and compare it to the existing
learning models such as SVM and Random Forest, we focus merely on computing the
time complexity of FNN. Please refer to Table 3 in the paper. According to the table,
each word of the sentence is converted to a 100-dimensional word embedding vector. If
each sentence is composed of ten words, the dimension number of the input vector is
1,000. If the number of words is below ten, we put zero values to empty dimensions (as
a padding approach). We develop the FNN model with five hidden layers (H1, ..., H5)
that contain 1,000, 800, 600, 400, and 200 units, respectively. The input layers has 1,000
units and the output layer has 5 units (# of aspects). The number of the weight parameters
between the input layer and H1 is 1,000∗1,000 and the number of biases between them is
1,000. Similarly, the number of the weight parameters between H1 and H2 is 1,000∗800
and the number of biases between them is 800. As a result, the total number of param-
eters is (1,000∗1,000+1,000) + (1,000∗800+800) + (800∗600+600) + (600∗400+400) +
(400∗200+200) + (200∗5+5) = 2,604,005. This means that at least 2,604,005 memory
spaces are required in both train and test sets. Since FNN model finds optimal parameters
through forward and backward propagation, the time complexity is dominant to the num-
ber of computing the parameters between the input layer and H1. In other words, in case
of the number of units in the input layer is n, it takes O(n ∗ n+ n) = O(n2).

4.1. Aspect Classification Models

Sentence Importance Estimation Method In this section, we present the similarity and
graph-based probability equations by which the importance of each sentence in review
documents is quantified. The similarity equation (sim) between two sentences si and sj
is defined as:
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sim(si, sj) =
|{wk|wk ∈ si, wk ∈ sj}|
log(|si|) + log(|sj |)

(1)

Eq. (18) means that the numerator is the number of the overlapped words between
two sentences and the denominator is the length of the two sentences mainly used to
normalize the similarity score. This proposed similarity measure is reasonable to see how
similar the two sentences are and the meaning of the proposed similarity method is close
to Jaccard similarity measure that is simple but yet high-accurate so is widely used in
real applications. In Eq. (18), |si| and |sj | are the numbers of words in si and sj and the
numerator indicates the number of the words appearing in both si and sj .

To measure the importance of each node in a graph, where a node stands for a sen-
tence, we refer to as:

υi = (1− γ) 1
n
+ γΣj∈degree(i)

sim(i, j)

Σk∈degree(i)∧k 6=jsim(i, k)
υj (2)

Eq. (19) is proposed to identify the global sentiment score of each sentence. It works
based on random walks, where the local sentiment score of a sentence (e.g., x) is propa-
gated to neighbor sentences (e.g., y and z) with its probability values (similarity between
x and y, similarity between x and z). For example, suppose that xs sentiment score is 0.9;
the weight between x and y is 0.7; and the weight between x and z is 0.3. In this case, a
random walker visits to y from x at a probability of 0.7, while it also visits to z from x
at a probability of 0.3. We believe that the equation makes sense to find each sentences
optimal score by considering both the importance and sentiment of all sentences in the
collection. In Eq. (19), i, j, and k are nodes and degree(i) means a set of the neighbour-
ing nodes of i. n is # of nodes in the graph and γ is the weight value of each equation
term. Starting at node i, random walks continue to visit the neighbouring nodes until they
arrive at all nodes in the graph to compute the probability value of i which is denoted by
P (i). The bigger P (i) is, the higher the importance of i is. This is, if one node is pointed
by important nodes in the graph, it may also be an important node. In Eq. (19), the first
term 1

n needs because a random walker jumps to another node chosen at random with the
equal probability whenever it meets terminal nodes in the graph. To quantify the weight
of each sentence in a given corpus, the similarity between two sentences is computed and
stored as a square matrix, where each row(column) means a sentence. In addition, the
sentiment scores of all sentences are stored in a vector. The matrix-vector multiplication
is performed iteratively until the values of the vector are converged. Suppose that n is
the number of sentences in the collection of reviews as input. A n by n matrix and a n-
dimensional vector are created, where the matrix contains the similarity values between
two sentences and the vector means the sentiment score of each sentence. The space com-
plexity is O(n2 + n) = O(n2). The algorithm is peformed iteratively until there in no
difference between the previous and current values in the vector. If we consider k to be
the average number of iterations, the algorithm does the matrix-vector multiplication by
k times. In each matrix-vector multiplication, the total number of the multiplications is
n*n and the total number of the additions is n-1. For n rows in the matrix, the multipli-
cations and additions are needed so O(n(n ∗ n + (n − 1))) = O(n3). As a result, the
time complexity is O(k ∗ n3). Algorithm 2 shows the detailed algorithm of quantifying
the importance of sentences.
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Algorithm 2 Sentence–level Method
Require: One sub corpus processed by Algorithm 2: C;
Ensure: Reputation score for each sentence: srs;

1: Each sentence in the corpus gains a tr by Eq. (19);
2: for sentence in C do
3: srs = ssc ∗ tr;
4: end for

Word Sentiment Scoring Method This method consists of two terms of the equa-
tion. For each word w, one is to measure the importance of w and the other is to mea-
sure the sentiment score of w. To quantify the importance of w, we use TF/IDF met-
ric, where TF is Term Frequency meaning the frequency of a word within a document.
For example, if a word ‘obama’ appears three times in a document that has 100 words,
TF(‘obama’)= 3

100 = 0.03. On the other hand, IDF is Inverse Document Frequency, in-
dicating that a word is more important if it is unique in the corpus. Suppose that we
have 10 million documents in the corpus. If ‘obama’ appears in only 1,000 documents,
then IDF(‘obama’)= 10,000,000

1,000 =4. As a result, TF/IDF(obama)=0.03 × 4=0.12. In this
way, the weight value of each word is quantitatively computed using TF/IDF which is
between 0 and 1. If the weight value of the word is close to 1, then it means that the
word is very important. On the other hand, if the weight value is low, the correspond-
ing word is trivial. Such a word may be ‘a’, ‘the’, ‘in’, and so on. This weight value of
each word captures the importance of the word. Meanwhile, to compute the sentiment

Algorithm 3 Word–level Method
Require: One sub corpus after aspect classification: C;
Ensure: Reputation score for each sentence: ssc;

1: Each word in the corpus gains a ti value by TF/IDF;
2: for sentence in C do
3: def sentence rs(sentence tokens, pw, nw, ssc):
4: if not sentence tokens then
5: return ssc;
6: else
7: cw = sentence tokens[0];
8: Gain the wss of cw from Rules;
9: ssc = ssc + wss ∗ ti;

10: if nw ∈ Conjunction dictionary then
11: ssc = ssc ∗ (−1);
12: end if
13: return sentence rs(sentence token[1:], cw, nw, ssc)
14: end if
15: end for

score of w, we constructed and used our own Korean sentiment lexicon as shown in Fig-
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ure 3. In particular, the sentiment dictionary contains positive and negative words, incre-
menter/decrementer, flip words, and conjunction words. The final word–level score(w) =
TF/IDF(w)× sentiment–score(w). Each sentence is tokenized to words and then is stored
as a list of pairs like (Sentence ID, [word1, word2, word3, ...]). In addition, HashMap
is used, where the key is (Sentence ID, wordi) and the value is (TF/IDF and sentiment
scores of wordi). Suppose that n is the number of sentences in the collection of reviews
and each sentence contains m words on average. In the first step, all TF/IDF and sentiment
scores are computed by n∗m times. In the second step, Algorithm 3 is performed by n∗m
times. Thus, the time complexity is O(n ∗ m). Meanwhile, to store a list that contains
the pairs of (Sentence ID, Words), it needs n∗m+n spaces, where n∗m means the total
number of words in sentences and n means the number of the sentences identifiers. We
also need a HashMap, where each key needs 2 for storing a sentence ID and each word,
and each value needs 2 for storing TF/IDF and sentiment scores. Thus, the HashMap
needs O(n ∗ m(2 + 2)) = O(n ∗ m) spaces. As a result, the total space complexity is
O((n ∗m+ n) + (n ∗m)) = O(n ∗m). Algorithm 3 describes the detailed procedure.

Estimation of Reputation Tendency and Level As the final result, each sentence is la-
belled to sentence reputation score (υ)=(word--level score, sentence--importance
score). For each aspect a, the total score υp of all positive sentences related to a are cal-
culated and then the final reputation score is estimated based on υp

|υp|+|υn| . In the same
way, the total score υn of all positive sentences related to a are also calculated and then
the final reputation score is estimated based on υn

|υp|+|υn| . Finally, the reputation scores
are transformed to the relevant reputation tendency and level based on the index table in
Figure 4.

Fig. 4. Reputation tendency and level index

To find informative review documents, the document reputation score υd is computed
by Σk

i=1υi, where k is the number of sentences in the document. In the final step, all
review documents in the corpus are rearranged by υd and then top-k review documents
are chosen as the informative documents.

5. Experimental Validation

5.1. Experimental Set–up

In the previous section, we described the detailed algorithms of the proposed approach
for computing the reputation tendency and level and selecting top–k informative sen-
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tences about a target product. Now we introduce the process of evaluating the proposed
method, comparing to a straightforward lexicon–based approach as the baseline method
with online reviews about K5 in Kia motors. We collected 1,585 review documents in
Bobaedream, the most popular web sties related to car reviews. In the pre–processing step,
we replaced all words by lower–case letters after removing images, moving pictures, and
advertising texts. Then, we removed stop words [24] in the all documents and converted
derived words to root forms through a stemming software [17]. After the pre–processing
step, we collected 1,562 review sentences. To make the gold standard set (solution set),
four human annotators subjectively labelled the aspect of each sentence to one of five
aspects (design, performance, price, quality, and service) and conflicting sentences are
decided by a majority vote. In the same way, they manually classified all sentences to
a particular sentiment orientation (positive, neutral, and negative). For example, given a
sentence “The front design with Raff is very good,” the sentence orientation is positive
and the aspect label is design. Figure 5 shows the brief characteristics of the data set.

Fig. 5. Distribution of the review documents across five aspects

To select the discriminative features of input vectors, we first computed TF/IDF values
of all words in the data set, and then used top–k words with the highest TF/IDF values as
the feature set. For example, # of the words in the feature set is 1,000. In our repetitive
experiments, we carefully investigated the results of all methods for all possible cases
to find the optimal number of the features in the data set. Finally, after making feature
vectors based on the feature set in the data set, we converted the feature vectors to the
input vectors, which is the input of the models used in our experiment, using a popular
word embedding method such as Word2Vec [20].

We implemented the aspect matching method based on FNN deep learning model in
Python and TensorFlow [6]. The experimental set–up of the method used in our experi-
ments is summarized in Table 2. Through our intensive experiment, we found the optimal
values of the hyper parameters that are suitable in our problem. For the initial values of
weight parameters, we used the truncated normal method [14]. As an activation function,
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ReLU was used in the entire layers except the output layer in which the activation function
was SoftMax function. We also made use of cross entropy as loss function. To improve
the accuracy of the models, we used dropout and regularization techniques in addition to
Adam optimizer for carrying out backward propagation of errors. After completing the
implementation of the deep learning model, we attempted to find the best dropout and
learning rates. To validate the effectiveness of the aspect matching method, we compared
the results of SVM [11], Random Forest [2], and FNN. The number of classes in the data
set is 6. Through cross-validation in the training step, all sentences were divided into five
run sets. Each model had been first trained with the four run sets and then classified each
sentence in the rest set to one of the six aspects. Changing the order of the run sets, we
performed the train and test steps five times, and measured the average accuracy, pre-
cision, recall, and F1–score of the models. Each model was in standalone executed in
a high-performance workstation server with Intel Xeon 3.6GHz CPU with eight cores,
24GB RAM, 2TB HDD, and TITAN-X GPU with 3,072 CUDA cores, 12GB RAM, and
7Gbps memory clock.

For the evaluation metric, we used accuracy, precision, recall, F1–score measures that
have been widely used in IR community. To measure the precision and recall values of a
classification model, we first consider a confusion matrix of classesMi,j , where each row
of the confusion matrix represents predicted class, while each column represents actual
class. n is the number of classes. True positive, False positive, and False negative in each
class are represented as Eq. (3).

True positiviei =Mi,i

False positiviei =
∑n
k=1Mi,k|k 6= i

False negativei =
∑n
k=1Mk,i|k 6= i

(3)

Based on Eq. (20), the precision, recall, and F1–score (Harmonic mean between pre-
cision and recall) are defined as:

Precision =
∑n
k=1

True positiviei
True positiviei+False positiviei

Recall =
∑n
k=1

True positiviei
True positiviei+False negativei

F1–score = 2×Precision×Recall
{Precision+Recall}

(4)

Table 2. Experimental set–up for the used models

Methods Experimental set-up

SVM
Through many experiments, the optimal trade-off value between training error
and margin was selected in each data set

Random Forest
Through Many experiments, the optimal # of trees in the forest & max depth
of the tree were selected in each data set

FNN

Batch size=50, Adam optimizer(learning rate=0.01), dropout rate=0.5,
5 hidden layers H1, H2, H3, H4, and H5 – H1 contains 1,000 units; and H2

contains 800 units;5 hidden layers H1, H2, H3, H4, and H5 – H1 contains
1,000 units; and H2 contains 800 units;
H3 contains 600 units; H4 contains 400 units; H5 contains 200 units
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5.2. Experimental Results

Table 3. Accuracy of three aspect matching models based on SVM, Random Forest, and
FNN

Aspect Price Performance Design Service Quality
FNN 95.7 85.2 93.9 94.6 86.4
SVM 97.3 73.4 89.6 96.1 84.1

Random Forest 96.2 70.6 88.6 95.6 84.2

Result of Aspect Matching Method Table 3 summarizes the average accuracy scores
of the three aspect matching models based on SVM, Random Forest, and FNN. By and
large, the average accuracy values are high for all aspects. For example, the accuracy
of the performance aspect is at least 70.6% in Random Forest. In the price aspect, the
accuracy of SVM is up to 97.3%. In three aspects such as performance, design, and ser-
vice, FNN outperforms both SVM and Random Forest. Interestingly, we observed that
the deep learning model like FNN is better than the conventional learning models such as
SVM and Random Forest in the aspects including many sentences. In contrast, the price
and service aspects have the small number of sentences. In these aspects, SVM is better
than the deep learning model. However, the gap of the accuracies in the different learning
models is not large. In the data set, a relatively large number of sentences are related to the
performance and quality aspects. In general, many sentences in such aspects are often am-
biguous because they may be semantically interpreted to other aspect. Thus, developing
more intelligent aspect matching models is still challenging and there is room to improve
the accuracy of the best learning models.

Sentiment Analysis of the Proposed Method Figure 6 shows the average accuracy, pre-
cision, recall, and F1–scores of the proposed method, comparing to the baseline method
that is the typical lexicon–based approach in the sentiment analysis. To find the prefer-
ence for a particular product, the baseline approach collects (1) review posts, which are
related to the product, from several product review web sites; (2) extracts sentences in the
collection after the pre–processing step such as stemming and removal of stop words is
performed; (3) classifies the polarity (either positive or negative sense) of each sentence
based on a sentiment lexicon; and (4) estimates the positive and negative ratios of the
product by dividing the total numbers of the positive and negative sentences by the total
number of the sentences in the collection. Furthermore, the baseline approach automati-
cally finds important sentences including the positive and negative meaning to/against the
product.

As a motivated example, given a product like Hyundai Sonata, customers often want
to see the summary note including what positive points are and what negative points are
in the ‘car design’ aspect. They also want to gain more useful information regarding other
aspects such as ‘car quality,’ ‘car performance,’ and ‘car service.’ Such an information
will enable customers to make good choice when they attempt to purchase their brand–
new cars. In addition, car makers will be able to figure out the public’s preferences and
positive/negative points for new models on market. In the near future, the weak points of



Product Reputation Mining 375

the models will be improved by the sentiment analysis. For this, the baseline approach
computes the sentiment score of each sentence and then selects top–k sentences with the
highest positive and negative scores. In the figures, the experimental results show that the
proposed method outperforms the baseline method in all evaluation metrics. For instance,
the average accuracy scores of the baseline method are 75.7% and 68.1% in positive and
negative sentences, while those of the proposed method are 79.9% and 77.9% in positive
and negative sentences. This indicates that the proposed method improves about 5% and
14% accuracies, compared to the baseline method. Similarly, the average F1–scores of
the baseline method are 67.8% and 68.8% in positive and negative sentences, while those
of the proposed method are 75.8% and 79.5% in positive and negative sentences. This
implies that the proposed method improves about 12% and 16% F1–scores, compared to
the baseline method. The main reason why the proposed method outperforms the baseline
method is that three dimensions (word, sentence, and aspect–levels) are considered to find
the reputation tendency and level. In addition, the proposed word–level method considers
both importance and sentiment orientation of words, while the baseline method focuses
only on measuring the sentiment orientation of words. Another reason is because the
proposed method aggregates additional information about the importance of sentences in
order to determine the reputation tendency and level. Besides, through the aspect matching
method, because most sentences are first categorised to the right aspect, the rest methods
have a little chance to get confused to estimate the sentiment scores of the sentences.

(a) Accuracy (b) Precision

(c) Recall (d) F1–score

Fig. 6. Comparison of the proposed method to the existing lexicon–based approach
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Fig. 7. Top–1 positive and negative review documents

A Case Study of Top–k informative review documents For each aspect, both enterprise
executives and customers would like to know the summary of the detailed reviews. If
they go over the review summary, they can know the reasons why customers really like
the product and what inconvenient points exist to be improved. The proposed method
provides top–k documents of the most informative reviews. To validate whether top–k
informative reviews are really useful for producers and consumers, we conducted a case
study of K5 in Kia motors.

The left figure in Figure 7 shows the top-1 document of positive reviews in the aspect
of performance. The identifier of the review document is 62 and the document reputation
score is 0.009 that is the sum of the scores of the six sentences in the document. Each
sentence also shows the reputation score estimated by our proposed method. For instance,
0.0021 is the reputation score of the first sentence – “This car don’t have explosive accel-
erating ability, however, it is very safe.” The top–1 review document contains positive but
yet informative meanings. Similarly, the right figure in Figure 7 shows the top–1 docu-
ment of negative reviews in the same aspect. The top-1 review document contains negative
but yet informative meanings. These results clearly show that the top-1 review documents
are considerably informative. These review documents will help both producers and con-
sumers figure out the detailed pros and cons of the product that they really want to know
in the marketing research.



Product Reputation Mining 377

A User Study and Statistical Verification To validate the effectiveness of our proposed
method, we first had interviewed with 30 volunteers who had nothing to do with the au-
thors in this article and are willing to respond to this survey. For each aspect, each inter-
viewee took a look at five sentences chosen at random which are related to the reputation
level generated by the proposed method. The interviewee chose one of (i) agree, (ii) dis-
agree, and (iii) N/A to see how much he/she agrees to the results. Figure 8 illustrates the
survey results of the six aspects. Y-axis indicates the ratios of agree, disagree, and N/A
answers from all interviewees. In the figure, it is obvious that the majority of intervie-
wees agreed to the reputation level, especially in the aspects of design, performance, and
service, while it seems that more people disagreed to the reputation level in the quality
aspect.

Fig. 8. Results of user study

In addition, we conducted additional survey for top–k informative documents of re-
views. In the performance aspect, we prepared top–1 review documents retrieved by the
baseline method and the proposed method and showed them to 30 interviewees who gave
a score in range from 1 to 5 to each selected document to see how informative it is.
We conducted the significance test using IBM-SPSS Statistics 21 and Figure 9 shows
the statistical results. We compared the proposed method to the baseline method. When
the significant level is 0.05, the null hypothesis H0 is no statistical difference between
the two methods and the alternative hypothesis H1 is the significant difference between
them. According to our Levene’s test and t–test results,H1 is accepted, indicating that the
proposed method is statistically different from the baseline method because the p–value
is extremely close to 0 and smaller than the significance level. In addition, the intervie-
wees thought that the proposed method is better because the mean score of the proposed
method is higher than the baseline method.

6. Concluding Remarks and Future Work

In this work, we propose a novel method of determining the reputation tendency and
level and selecting top–k informative review documents about a particular product. This
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Fig. 9. Statistical test results

product reputation mining approach can help both producers and consumers understand
the product well. Unlike the existing lexicon–based approach, our proposed method is
based on three dimensional points of word–level, sentence–level, and aspect–level views.
In each level, the sentiment orientation of the product is quantified in addition to the
consideration of the importance of words and sentences. In addition, the aspect matching
process can be helpful in measuring the sentiment orientation of the product. To the best
of our knowledge, our method is new, compared to the existing lexicon–based approach.
Our experiment results show the the proposed method outperforms the baseline method
and we also validated the proposed method through user study and statistical verification
tasks.

For our future work, we have a plan to develop a web–based prototype system for the
demonstration. We will also apply our method to other domains like smart phones and
cosmetic products. Finally, we will propose an automatic method of mining main aspects
about a particular product.
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