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Abstract. Classifying land-use scenes with high quality and accuracy is an im-
portant research direction in current hyperspectral remote sensing images, which is
conducive to scientific management and utilization of land. An effective classifier
and feature extractor can improve classification stability and accuracy. Therefore,
based on deep learning technique, a dropout-based ensemble learning method is
proposed in this paper, which combines convolutional neural network (CNN) and
information discriminating extreme learning machine (IELM). Pre-trained CNN is
used to learn effective and robust features, and deep convolution features are fed to
the IELM classifier. Then the adoption of dropout technique and ensemble method
can improve generalization capabilities and stability. The effectiveness of the pro-
posed algorithm is tested by hyperspectral remote sensing image classification ex-
periments. The experimental results show that the proposed E-CNN-dropIELM has
achieved satisfactory results compared to state-of-the-art methods in terms of clas-
sification accuracy and stability.

Keywords: Extreme learning machine (ELM), Convolutional neural network (CNN),
Dropout, Ensemble, Land-use classification.

1. Introduction

Nowadays remote sensing imaging technology and deep learning have developed rapidly,
and now high-resolution remote sensing (HRRS) images have become a hot research field.
Its most important research goal is to classify high-resolution remote sensing images,
for instance, agricultural, airplane, beach, etc. It is of great importance in many remote
sensing applications, such as land resource management, urban development and nature
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conservation. However, there are lots of challenges in the land-use scenes classification
such as insufficient training sample data, extracting effective classification features, and
improving classifier accuracy.

In recent decades, in order to overcome these problems, a large number of previous
work use machine learning methods to improve the accuracy of land use classification,
such as support vector machine (SVM) [28], manifold learning (ML) [2], random forests
(RF) [24], artificial neural network (ANN) [11], unsupervised learning (UL), etc. Re-
cently, many methods have made very good progress in the field of remote sensing image
classification. Most of the previous works mainly focused on classifying by low-level fea-
tures. Lowe extracted distinctive invariant features from images [16]. Oliva, et. used the
gist descriptor to achieve probable semantic category of scenes [18]. Ren, et. proposed a
novel scheme for local binary patterns (LBP) to tackle pixel correlation [23]. Although
these low-level features have proven their validity for scene classification, these features
are not ideal due to the inability to reflect semantic information [18,23,37]. Many re-
searchers have developed statistical methods to process shallow features for mid-level
features. Bag-of-visual-words (BOVWs) model is the most famous approach, which has
been great successful in scene classification [33,38]. Of course, there are some other ways
to get the semantic information of the images, such as locality-constrained linear cod-
ing (LLC) [15], vector of locally aggregated descriptors (VLAD) [10], improved fisher
kernel (IFK) [22], et. However, the semantic information of hand-crafted features is in-
sufficient. In the field of image recognition, convolutional neural network (CNN) as one
of deep learning models has achieved successful achievements and rapid development
[26,35,12,13].

Recently, CNN which can extract discriminative and robust features, has been ap-
plied to land-use image classification [8,19]. Features extracted from the pretrained CNN
show outstanding performance in scene classification[21,1]. So instead of using these
CNN architectures directly as the final classifiers, many researchers use pre-trained CNNs
as feature extractors and combined it with effective and simple classifiers. The Extreme
Learning Machine (ELM) is a powerful learning algorithm based on single hidden layer
feedforward neural networks (SLFNs). It obtains the output weight by solving the least
squares solution of the SLFNs while the input weight of the hidden node is randomly gen-
erated. At the same time the ELM can avoid the possibility of slow convergence and local
optimal solution of back propagation algorithm (BP). Because of its very efficient and
impressive approximation and generalization capabilities, ELM has been applied to many
areas [6,34,36,17,27].ELM is applied to land cover classification as a classifier [20,14,29].
ELM achieves better classification results compared with BP and SVM, and its compu-
tational time is much smaller than BP and SVM. Yan, et. proposed information discrim-
inative extreme learning machine (IELM) to overcome the shortcoming that ELM is in
insufficient with limited hyperspectral remote sensing images [31]. Qian, et. proposed
a model for land-use scene classification by integrating CNN and constrained extreme
learning machine (CELM) [30]. Zhu, et. integrated CNN and KELM, and KELM is used
to enhance the discriminative ability of classifier by kernel function [39]. While the ef-
fectiveness of such features and classifiers have been verified, some papers consider en-
semble methods. Actually, it is able to provide a more effective way to solve the land-use
classification problem. Although, the ensemble algorithm is very effective in the general
pattern recognition tasks[5,3,4], it is still a challenging task to land use classification in
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practical applications. In order to make full use of effective deep convolution features and
overcome the limitations of traditional classifiers and fully connected layer (FCL), a new
framework for land-use scene classification is proposed in this paper. First, CNN is trained
with a large land-use scene image dataset. The pre-trained CNN removing FCL is used as
a feature extractor to learn deep and discriminative features. Then, the IELM-based basic
classifiers with dropout technology are built, and excellent classification result is obtained
via majority voting. To sum up, the following contributions have been made in this paper:

i A new framework for land-use scene classification is present combining deep convo-
lutional features by CNN with ensemble classifier via majority voting.

ii By introducing the dropout method, IELM-based basic classifiers with different sub-
sets of discriminative features are constructed. Such a classification framework has
better generalization ability and can be effectively for extensive applications.

iii The experimental results on the remote scene image land-use classification show that
E-CNN-dropIELM can improve the classification performance compared to the sev-
eral the-state-of-art techniques.

The rest of this paper is organized as follows. Section 2-5 introduces the related back-
ground knowledge of IELM and CNN, et. Section 6 describes in detail the proposed E-
CNN-dropIELM approach. Experiments and the results are presented in Section 7, while
some concluding remarks are drawn in Section 8.

2. The pretrained CNN

CNN is considered to be one of the most successful structures for deep learning due to its
good performance. A typical CNN consists of two parts. One is the feature extraction part,
which is usually alternately connected to the pooling layers by alternating convolution lay-
ers. The output of the upper layer is the input of the next layer. The shallow layer extracts
relatively specific features, and the deep layer often extracts relatively abstract features by
features learned in previous layers. The other part is the classifier, fully-connected layer.
And a typical feed-forward neural network uses a Softmax layer as a classifier to calculate
the likelihood of each class. Parameters of CNN are usually optimized through a classi-
cal stochastic gradient descent algorithm based on the backpropagation. A typical CNN
architecture for land-use scene classification in Fig. 1.

The deep convolution features learned by the pre-training CNN are effective for the
classification of land use scenarios, referring to the previous papers [7]. Therefore, the
pre-training architecture of CNN provided by MatConvNet toolbox is used, which is pre-
trained on Imagenet [25] and has similar structure with AlexNet. The architecture used
in this paper is shown in Fig. 2, and it consists of five convolution layers and three fully-
connected layer. One pooling layer is connected behind each convolution layer. We re-
move full-connection layers and use the remaining CNNs as a feature extractor.

In order to achieve better performance in a small sample dataset, this paper uses a
series of random transforms to augment images for obtaining better features to increasing
accuracy. The formulas are as follows,

I′ = s(λ)R(θ)I+T(δ) (1)

where I is the input image matrix. s(λ) is the scaling factor. R(θ) is the rotation matrix.
T(δ) is the shift matrix. Then bilinear interpolation is used to resize the image.
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Fig. 1. A typical CNN architecture for land-use scene classification.

Fig. 2. The CNN architecture used in this paper, and the max-pool layers are not displayed.
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3. Dropout method

Dropout means that neurons are randomly removed during network training, and it is
an effective way to improve network’s generalization capabilities. As shown in Fig. 3,
removing a neuron equal to drop it temporarily from the network with all its input and
output connections. Choosing which neuron to be removed is random, and usually each
neuron is preserved with a fixed probability independent of other neurons. We introduce
the basic idea of dropout by linear neurons. Given an input vector I = (I1, I2, I3, · · · , In)

Fig. 3. The diagram of basic idea of the proposed algorithm.

, the output of the linear neuron is S(I) =
∑n
i=1 ωiIi . If Ii is deleted with a uniform

distribution, or deleted with an equal probability of 0.5, 2n sub-networks will be generated
including the empty network. The average of outputs of all sub-networks is:

E(S) =
1

2n

∑
S (ωi, I) (2)

where S(ωi, I) means a set all sub-networks.
Suppose δi(1 ≤ i ≤ n) is a stochastic variable satisfying Bernoulli distribution and

they are independent with each other. pi = P (δi = 1) , qi = P
(
δ(i) = 0

)
= 1 − pi . If

remove Ii(1 ≤ i ≤ n) or ωi(1 ≤ i ≤ n) with probability qi , then the output of the linear
element can be expressed as follow:

S(I) =

n∑
i=1

ωiδiIi (3)

According to the linear property by mathematical expectation,

E(S) =

n∑
i=1

ωiE (δi) Ii =

n∑
i=1

ωipiIi (4)
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If p1 = p2 = · · · = pn = p,Eq. (4) can be written as

E(S) =

n∑
i=1

ωiE(δ)Ii =

n∑
i=1

ωipIi (5)

If there is a bias in the linear neuron, output of the linear neuron can be written as:

S(I) =

n∑
i=1

ωiδiIi + bδb (6)

Similarly,

E(S) =

n∑
i=1

ωipiIi + bpb (7)

where pb = P (δb = 1).

4. ELM algorithm

The extreme learning machine is a novel learning algorithm based on the structure of
single-hidden layer feedforward networks (SLFNs) that was proposed by G B Huang et
al. in 2006 and then extended to “generalized” SLFNs where the hidden layer neurons
need not be neuron alike [9]. The hidden neuron’s parameters are randomly generated
without iterative tuning and are independent of the data. The network topology of ELM
is shown in Fig. 4.

Fig. 4. The network topology of ELM.

Given a training set with N distinct samples Γ = {(xj , tj) |xj ∈ Rn, tj ∈ Rm,
j = 1, . . . , N}, where X is the predictive variable with dimension n and t is the objective
variable with dimension m. The mathematical model of SLFNs with M hidden neurons
and an activation function G(·) are described as

n∑
i=1

βiG (wi, bi,xj) , j = 1, 2, . . . , N (8)



Land-use classification 433

where bi ∈ R is the randomly assigned bias of the ith hidden node and wi ∈ R is the
randomly assigned input weight vector connecting the ith hidden node to the output node.
G (wi, bi,xj) is the output of the ith hidden node with respect to the input sample xj.

When the SLFN is completely approximating the data, that is, when the error between
the output t̂i and the actual ti is zero, the relationship is:

n∑
i=1

βiG (wi, bi,xj) = tj , j = 1, 2, . . . , N (9)

Eq. (9) can be written as
Hβ = T (10)

where

H =
[
hT1 hT2 . . . hTN

]
=

 G (w1, b1,x1) · · · G (wn, bn,x1)
...

. . .
...

G (w1, b1,xN ) · · · G (wn, bn,xN )


N×n

(11)

β =


βT1
βT2
...
βTN


n×m

, T =


tT1
tT2
...
tTN


N×m

(12)

The output weights can be computed by finding the least-square solutions of the
SLFNs in Eq. (10), which is given as

β = H†T (13)

where H† is the Moore-Penrose generalized inverse of the matrix H. If H†H is not a
singular matrix, then, Eq. (13) can be written as

β = H†T =
(
HTH

)−1
HTT (14)

In addition, we add an l-2 regularization constraint to the loss function of ELM which
can improve the generalization and robustness. Eq. (14) becomes the following formula:

β =

{
HT

(
I
C +HTH

)−1
T if N ≤ L(

I
C +HTH

)−1
HTT if N > L

(15)

where C assigns the regularization, I assigns the unit matrix, N assigns the number of
samples and L assigns the number of hidden layer neurons.

5. IELM algorithm

The paper [32] proposed a kind of regularized extreme learning machine based on dis-
criminative information (IELM). For the classification problem, IELM considers the geo-
metric features and the discriminant information of data samples, and optimizes the output
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weight of the extreme learning machine by maximizing the heterogeneous dispersion and
minimizing the same kind of dispersion. It can improve accuracy and generalization of
the traditional ELM.

Given N distinct samples Γ = {(xj , tj) |xj ∈ Rn, tj ∈ Rm, j = 1, . . . , N} , SB is
the inter-class scatter matrix, SW is the within-class scatter matrix. They are described as:

SB =

C∑
i=1

Nc∑
j=1

(
xj − ui

) (
xj − ui

)T
(16)

SW =

C∑
i=1

(
ui − u

) (
ui − u

)T
(17)

where C is the number of categories of data samples, ui is the mean of ith class, and u is
the mean of data samples. Formation difference matrix can be described as:

S = SB − (1− η)SW (18)

where η is a parameter from 0 to 1. The parameter η plays the role of adjusting the intra-
class and the within-class discriminant information. So IELM makes good use of the
discriminant information in the data and improves the classification ability of ELM.

The loss function of IELM is described as:

min
β

1

2
βTSβ +

1

2
C

N∑
i=1

ε2

s.t.
n∑
i=1

βiG (wi, bi,xj)− tj = εi, j = 1, 2, . . . , N

(19)

where E assigns training error.
The Lagrange function of Eq. (19) is:

L =
1

2
βTSβ +

1

2
C

N∑
i=1

ε2 +

N∑
i=1

m∑
j=1

(αijβjG (xi)− tij + εij) (20)

where βj is the output weight of jth output node, and the KKT condition is:

∂L

∂βj
= 0→ βj =

∑
αijG (xi)

T →WS = HTα (21)

∂L

∂εj
= 0→ αi = Cεi, i = 1, . . . , N (22)

∂L

∂αj
= 0→ G (xi)β − tTi + εTi = 0 (23)

where αi = [αi1, . . . , αim]
T
, α = [α1, . . . , αn]
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According to the above, Eq. (15) becomes the following formula:

β =

{
hr
(
S
C + hrh

)−1
ST if N ≤ L(

S
C +HTh

)−1
hTT if N > L

And the output of IELM is:

g(x) = G(x)β =

{
G(x)

(
HT

(
S
C +HTH

)−1
ST
)

if N ≤ L

G(x)
(
S
C +HTH

)−1
HTT if N > L

6. The proposed E-CNN-dropIELM algorithm

In this section, we introduce the basic idea of the proposed E-CNN-dropIELM. The accu-
racy of image classification is mainly affected by two parts, feature extractor and classifier.
Firstly, this method uses CNN as a feature extractor, which is necessary because effective
features can improve the performance of the classification. And then add dropout method
to IELM, which considers the inter-class distribution and discriminant information of
the data. And neurons are randomly removed, so the IELM is changing for each train-
ing. These trained IELM networks are used as basic classifiers by repeatedly “dropout”
the neurons. Therefore, all basic classifiers work on different feature subspaces. Finally,
these basic classifiers used for data classification are ensembled by simple majority voting
method, and it can effectively avoid over-fitting of a local feature by the network.

The diversity and complementarity of basic classifiers have a great influence on the
performance of the ensembled classification. Diversity is the error diversity of basic clas-
sifiers, which means the samples misclassified by basic classifiers should be different. If
the samples classified by each basic classifier are different, the diversity of basic classi-
fiers is best. Obviously, such basic classifiers are also the best complementarity. In other
words, classifiers can learn from each other when classifying the sample. The typical
method of constructing basic classifiers is to divide the training set into several subsets
of data, and then train basic classifiers with these subsets of data. Because these basic
classifiers are trained with different subsets of data, basic classifiers trained in this way
have better diversity. In this paper, the method of constructing basic classifiers is different
from the typical method, and use the Dropout technique to construct the basic classifier,
IELM. These basic classifiers are trained with the same dataset, but the network topol-
ogy and feature subspace of basic classifiers are different. Naturally, when classifying the
samples, they have good diversity and can better learn from each other.

The proposed E-CNN-dropIELM algorithm can be described as follow:

7. Remote sensing image land-use classification experiments

7.1. The UC-Merced land use Dataset

In this paper, we investigate the performance of the proposed E-CNN-dropIELM on the
UC-Merced (UCM) data set [33]. The data set contains high-resolution remote sensing
images of 21 different land-use classes, such as airplanes, beaches, etc. Each class has
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Algorithm 1 Ensemble dropout information discriminative extreme learning machine
based on deep convolutional features for image classification.
Input:

Γ = {(xj , tj) |xj ∈ Rn, tj ∈ Rm, j = 1, . . . , N}, training set; T , testing set; l, the number
of basic classifiers; C, regularization parameter; η, discriminant information parameter

Output:
j∗, the class label of x ∈ T

1: Extract feature via a fix CNN removed the last layer softmax;
2: Initialize a larger IELM with m hidden nodes;
3: // Train l basic classifiers: L = L1, L1, · · · , Li;
4: for all (i = 1; i ≤ l; i = i+ 1) do
5: Generate a m-dimensional binary random vector whose elements are drown independently

from a Bernoulli distribution;
6: Dropout some hidden nodes with the generated m-dimensional binary random vector, obtain

a IELMi denoted by Li;
7: Train Li with IELM and soft-maximize its outputs, obtain a probability distribution

(pi1(x), pi2(x), . . . , pik(x));
8: end for
9: // Test x ∈ T via basic classifiers: L = L1, L1, · · · , Li;

10: for all (x ∈ T ) do
11: Extract feature via a fix CNN removed the last layer softmax;
12: for all (i = 1; j ≤ l; j = j + 1) do
13: Calculate label vector (pi1(x), pi2(x), . . . , pik(x)) via Li with IELM;
14: end for
15: Calculate pj∗(x) = max1≤j≤k

∑l
i=1 pij(x) via majority voting;

16: end for
17: return j∗;

100 images and their size is 256 x 256 pixels. The sample images of 12 classes in UCM
is shown in Fig. 5.
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Fig. 5. Image examples from UCM land use data set.

All samples were resized to 227 x 227 pixels because input image of the pre-trained
CNN requires. 4096-dimensional vector is fed into basic classifiers IELMs as feature.

7.2. Experiment and results

In order to evaluate the performance of the proposed algorithm, we compare it with the
classical algorithms such as SVM, ELM and some successful algorithms in mentioned
papers in UCM dataset [37,35,21,29,7]. In this paper, all the experiments were performed
30 times using MATLAB R2017b on a computer with 2.60 GHz CPU and 16.0 GB RAM.

In this experiment, 70% of each class is used as training set and the rest is used as
training set. We average accuracies of 30 times experiments on testing set and use grid
search method to obtain the optimal values. The optimal regularization parameterC is 211

by employing C = 2x, x = −5, . . . , 30, and the optimal discrimination information pa-
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rameter η and the optimal dropout probability pare 0.5 and 0.9 from a set {0, 0.1, . . . , 1}.
Impacts of the proposed E-CNN-dropIELM by different factors are shown in Fig. 6.

Fig. 6. Impacts on OA of E-CNN-dropIELM by different factors. (a) Overall Accuracy
by discrimination information parameter η and regularization parameter C (b) Overall
Accuracy by dropout probability p when the number of basic classifiers is 3. (c) Overall
Accuracy by dropout probability p when the number of basic classifiers is 5. (d) Overall
Accuracy by dropout probability p when the number of basic classifiers is 7.

In order to test the performance of the proposed classifier, compare the performance of
the proposed algorithm, IELM, ELM, SVM and KNN with different numbers of training
sets on CNN features. Fig. 7 shows the proposed E-CNN-dropIELM has better perfor-
mance on the CNN features, in contrast to these traditional algorithms and the accuracy
is higher with the increase of training data.
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Fig. 7. Performance evaluations on the classification accuracies of KNN, SVM, LINEAR,
ELM, IELM, KELM and E-CNN-dropIELM with varied proportions as training samples
of the CNN feature.

Fig. 8. Confusion matrix of the classification results achieved by the proposed E-CNN-
dropIELM method using 70% of the CNN feature for training when C, η, p and number
of basic classifiers are 211, 0.5,0.9 and 5.
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The confusion matrix of the classification results shows that he most error-prone cat-
egories are buildings and river, and the most confused categories are buildings and beach,
medium residential and overpass, as shown in Fig. 8. But actually, we can find the pro-
posed method has resulted in more than 96% accuracy for most classes. We compare
the best results with the reported classification accuracy of some existing methods on the
UCM Land Use dataset. The results are shown in Table 1. As expected, the high classifica-
tion accuracy of the proposed algorithm indicates that our method performs primely, and
the reason is twofold. First, the features extracted by the pretrained CNN are sufficiently
discriminative. On the other hand, IELMs with the random feature subspace constructed
via the dropout method are used as basic classifiers, and then effectively ensembles these
basic classifiers to achieve satisfactory result. In addition, to verify the classification ac-
curacy of the proposed algorithm, experimental results show that the proposed method
outperform some existing method proposed in [37,35,21,29,7].

Table 1. Classification accuracy (%) of existing methods and the proposed method on the
UCM Land Use data set

Method Accuracy(%)

MCMI-LBP [37] 88.20
CNN-SVM [21] 93.42
CaffeNet [7] 94.43
AlexNet [7] 94.37
VGG-S [7] 94.60
RCNet [35] 94.53
CNN-ELM [29] 95.62
proposed 96.90

8. Conclusion

In this paper, a novel land scene classification framework is proposed. This framework
uses the pre-trained CNN with the fully connected layer removed as the feature extractor,
and then it allows IELM with dropout method to be the basic classifier. Finally, the excel-
lent classification result is obtained via majority voting, which effectively utilizes these
basic classifiers based on different sub-feature spaces. The performance of the proposed
E-CNN-dropIELM for land-use scene classification is proved on the UCM Land Use
database. The experimental results show that the proposed algorithm can achieve more
competitive results compared with the algorithm mentioned above paper. The properties
of the proposed hybrid model is twofold: One is the proposed model uses pre-trained
CNN to automatically extract high-level features, while most other traditional methods
rely heavily on hand-designed low-level and mid-level features. The other is that the pro-
posed model employs IELM with dropout as the basic classifiers, and then effectively
ensembles these basic classifiers via majority voting. This is able to improve generaliza-
tion and accuracy, and also can avoid sample shortages and overfitting problems.
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