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Abstract. We propose a Dual Hybrid Recommender System based on SCoR, the
Synthetic Coordinate Recommendation system, and the Random Forest method.
By combining user ratings and user/item features, SCoR is initially employed to
provide a recommendation which is fed into the Random Forest. The two systems
are initially combined by splitting the training set into two “equivalent” parts, one
of which is used to train SCoR while the other is used to train the Random Forest.
This initial approach does not exhibit good performance due to reduced training.
The resulted drawback is alleviated by the proposed dual training system which,
using an innovative splitting method, exploits the entire training set for SCoR and
the Random Forest, resulting to two recommender systems that are subsequently
efficiently combined. Experimental results demonstrate the high performance of the
proposed system on the Movielens datasets.
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1. Introduction

The explosive growth and variety of information available on the Web frequently over-
whelm users and lead them to make poor choices. This problem is addressed by Recom-
mender Systems (RS), that have become increasingly popular in guiding users to make
more wise decisions [28]. Recommender Systems provide the degree of preference of a
user for an item for a variety of entities such as e-shop items, web pages, news, articles,
movies, music, hotels, television shows, books, restaurants, friends, etc.

A variety of techniques have emerged in the field of recommender systems. One of
the main techniques is Similarity-based Collaborative Filtering (CF) [1,3], classified into
user-based Collaborative Filtering and item-based Collaborative Filtering. CF is based on
a similarity function that takes into account user preferences and outputs similarities for
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pairs of users. More specifically, the basic idea of user-based CF approaches is to detect a
set of users who have similar favorite patterns to a given user (i.e., “neighbor” set of the
user) and recommend to the user those items that others in its “neighbor” set like. While,
item-based CF approaches recommend an item to a user based on other items with high
correlations (i.e., “neighbor” set of the item).

In Dimensionality Reduction methods, each user or item is represented by a vector,
where a user’s vector is the set of his ratings for all items in the system. The sparsity
of these vectors renders it difficult to identify correlations between user-item pairs. For
this reason, Dimensionality Reduction techniques are employed, such as Singular Value
Decomposition [6], Principal Component Analysis, Probabilistic Latent Semantic Anal-
ysis and Latent Dirichlet Allocation [17]. The Matrix Factorization method [13,11] that
characterizes both items and users by vectors of latent factors inferred from item rating
patterns, is also a Dimensionality Reduction technique. High correlation between item
and user factors lead to recommendations.

In [23], the SCoR Recommender System was proposed. SCoR assigns synthetic coor-
dinates (vectors) to users and items (nodes) as proposed in [6], but instead of using the dot
product, SCoR uses the Euclidean distance between a user and an item in the Euclidean
space, so that, when the system converges, the distance between a user-item pair provides
an accurate prediction of that user’s preference for the item. SCoR has several benefits, it
is parameter free, thus does not require parameter tuning to achieve high performance, and
is more resistant to the cold-start problem compared to other algorithms from the litera-
ture. The Vivaldi synthetic network coordinates algorithm, which lies at the back-end of
SCoR, has been successfully applied to movie recommendation [23], personalized video
summarization [19], detection of abnormal profiles in RS [18,20], community detection
[22], and to the interactive image segmentation problem [21] providing high performance
results compared to other state-of-the-art methods on public datasets.

Different architectures of artificial neural networks and deep learning methods have
been found to be effective in several domains including computer vision, pattern recog-
nition [27,7] and also in recommender systems [9]. These methods are powerful in pro-
cessing unstructured multimedia data for feature representation learning like audio, text,
image and videos. Convolutional Neural Networks (CNNs) [9] have been applied on the
results of a preprocessing step e.g. the outer product between user and item ratings to
obtain the 2D interaction map, in order to model the user item interaction patterns and
to capture high-order correlations. Deep Hybrid Models for Recommendation integrates
neural building blocks to formalize more powerful and expressive models. In [30] and [5],
a CNN and an RNN based hybrid models for hashtag and citation recommendation are
proposed, respectively.

In [24], the extended LSTM model with a higher-order interaction layer, proposed in
[24], is able to handle data sparsity, includes a novel attention mechanism to reduce the
burden of encoding the entire user history into a cell vector, and time aware input and for-
get gates to handle irregular time gaps between input interactions [24]. The three hidden
layer-system proposed in [24], has been evaluated on the users from Twitter, Google Plus
and YouTube. The authors used Tweets and Google Plus posts and YouTube videos either
liked or added to playlists.

Random Forest algorithms [2] have been successfully employed in recommender sys-
tems [29,26]. In [29], the authors propose a framework that integrates three-way decision
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Fig. 1. The schema of the proposed dual hybrid system architecture.

and Random Forests to build recommender systems. Three way decision was introduced
to map user recommendations for items, to “recommend”, “not recommend”, or “con-
sult the user” actively for his/her preference. In [26], the authors propose a framework
that employs reinforcement learning to derive good policies for Personalized Ad Recom-
mendation (PAR) systems. Random Forest regression is used to efficiently learn a PAR
policy.

There also exist hybrid methods that combine more than one approaches in order to
improve recommendation accuracy. The system proposed in this paper belongs to this
category. In [28], the UO-CRBMF model is combined with the IC-CRBMF model [14]
to improve recommendation accuracy. In [25], a hybrid approach is proposed and ap-
plied to learning material. This hybrid system consists of attribute-based filtering and a
genetic-based recommender system in order to improve the quality of recommendation in
an e-learning environment. In [15], a Personalized Context-Aware Hybrid Travel Recom-
mender System (PCAHTRS) is proposed, providing personalized tourist recommenda-
tions based on user ratings and their preferences. The hybrid recommendation algorithm
employs user-based similarity, user’s point-of-interest similarity, implicit user profiles and
user’s point-of-interest opinion similarity to predict users’ ratings for tourist attractions.

In this paper, we propose a Dual Hybrid Recommender System by combining SCoR
and the Random Forest approaches. SCoR receives user ratings and provides an initial
recommendation to the Random Forest that gets as input user and item features to provide
the final recommendation. A problem in such approaches is the use of smaller training
sets in order to train both systems, which reduces the performance of each individual sys-
tem. This problem is alleviated by the final proposed dual training system, resulting to two
“equivileant” recommender systems that are efficiently combined. In addition, better re-
sults are obtained thanks to a novel method, proposed in this paper, that splits the training
set into two “equivalent” parts for the training purposes of SCoR and the Random Forest,
respectively. Figure 1 depicts the schema of the proposed dual hybrid system architecture.
According to the proposed architecture, we have trained two SCoR systems (SCOR 1 and
SCoR 2) and two Random Forest (Random Forest 1 and Random Forest 2) getting two
recommendations. The final recommendation is given by the average of recommendations
of Random Forest 1 and Random Forest 2.

The main contribution of this work is the improvement of the results of SCoR by ef-
ficiently combining context features and user ratings, while taking advantage of the Ran-
dom Forest integration. The proposed approach, based on a dual process, also provides
interesting directions towards alleviating two well-know problems in the field of recom-
mender systems, namely, the cold-start and the data sparsity problems [12]. The user cold
start problem appears in model-based methods, like SCoR [23] and Matrix Factorization
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Fig. 2. A synthetic example following the execution of SCoR that shows the position of
nodes (users and items) in R2. The item preferences for the user located in the center of
the graph is indicated by the brightness of the graph background - from light grey (like)
to darker grey (dislike).

[13], when a new user arrives and the system does not have user’s historical behavior data.
Data sparsity appears when several users have rated only a small subset of the items. The
proposed system is highly flexible since any model-based method can be easily integrated
by replacing SCoR. The selection of the remaining input features of Random Forest is
also flexible, making the applicability of this work possible to any context where user
ratings and user/item information are available.

The rest of the paper is organized as follows: Section 2 presents in detail the proposed
dual hybrid recommend system. Section 3 describes the experimental setup along with
the obtained results. Conclusions are provided in Section 4.

2. The Proposed Recommender System

2.1. SCoR

The proposed system (see Fig. 1) is based on SCoR, a novel personalized recommenda-
tion algorithm [23]. SCoR uses a Model-based Collaborating Filtering approach, which
is dependent on a known set of user-to-item ratings, in order to train a preference predic-
tion model. Thus, a number of preferences (ratings) of each user for some items must be
already known. These are provided in the form of triplets (u, i, r), where r is the scalar
rating of user u for item i.

In the core of SCoR lies the spring metaphor which inspired the Vivaldi synthetic
network coordinate algorithm [4]. Essentially, the basis of SCoR is a Synthetic Euclidean
Coordinate system, which randomly assigns a position in an N -dimensional Euclidean
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space to each element in the user U and the item I sets. The algorithm iteratively updates
the positions of all elements (users and items) until, for every known rating (u, i, r), the
Euclidean distance between user u and item i corresponds to the value r. The positions
are updated using (1), as follows:

p(x) = p(y) + δ · (dd(x, y)− d(x, y)) · b(x, y) (1)

b(x, y) =
p(x)− p(y)
d(x, y)

(2)

where p(x), p(y) are the positions of a user-item pair, d(x, y) is their current Euclidean
distance, dd(x, y) is their desired distance (based on the rating value r). The unit vector
b(x, y) provides the direction towards which node x should move, and δ controls the
method’s convergence, since it is the fraction of distance node x is allowed to move toward
its ideal position. Upon algorithm conversion, the Euclidean distance between user u and
an unrated (by user u) item i provides a prediction for the preference of user u for item
i. Thus, after the training phase, SCoR is able to provide a recommendation r̂(u, i) for
any given user-item pair (u, i) in O(1) based on the Euclidean distance between u and i.
More details about SCoR can be found in [23].

Algorithm 1 shows the pseudo-code of the SCoR system. The input to the system is
the set of users U , the set of items I and the values minR (smallest rating), maxR (high-
est rating). The training set TS and the test set V S consist of the given recommendations
(u, i, r(u, i)) ∈ TS and the predicted recommendations r̂(u, i), with (u, i) ∈ V S (pro-
duced by SCoR), respectively.MSE(u) is the Mean Square Error of node u and its neigh-
bors, while the procedure getWeightedRandomSample selects nodes with smaller er-
ror more often for position updates. More details about SCoR can be found in [23].

Figure 2 shows a synthetic example after the execution of SCoR that shows the posi-
tion of nodes (users and items) in R2. The distance between user u and item i corresponds
to the predicted preference of u for item i. The item preferences for the user located in
the center of the graph is indicated by the brightness of the graph background - from light
grey (like) to darker grey (dislike).

2.2. Hybrid Recommender System

The proposed Hybrid Recommender System is based on the Random Forest approach,
where the goal is to learn the recommendation for a given pair (u, i) taking as input:
user’s u and item’s i information and the prediction r̂(u, i) of SCoR. In order to train the
system, we have to use different training sets for SCoR and the Random Forest, otherwise
low performance results are obtained (see Hybrid RF method in Section 3). The low
performance is due to the fact that SCoR yields very low error for the instances of its
training set, which is not the case for the test set. If we use the same training set for
Random Forest, then it will give very high confidence to the input features provided by
SCoR, making incorrect predictions on the test set.

In the proposed approach, the training set of ratings T is efficiently split into two
“equivalent” parts (T1 and T2) to train SCoR and the Random Forest. Algorithm 2 presents
the proposed splitting method described hereafter. Let G be the graph that shows the
connections (ratings) between users and items in the training set (see Fig. 3(a)). The nodes
of the graph are the union of users and items, and the edges of the graph correspond to the
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Algorithm 1: The SCoR algorithm.
input : i ∈ I, u ∈ U, (u, i, r(u, i)) ∈ TS, minR, maxR.
output: r̂(u, i)

foreach u ∈ U , do1
p(u) = random position in Rn2

end3
foreach i ∈ I do4

p(i) = random position in Rn5
end6
repeat7

(u, i) = getRandomSample(TS)8
[p(u), p(i)] = V ivaldi(p(u), p(i), r(u, i))9

until ∀x ∈ I ∪ U p(x) is stable10
foreach (u, i) ∈ TS do11

W (u, i) = e−0.2·MSE(u) · (dd(u, i)− d(u, i))212
end13
repeat14

(u, i) = getWeightedRandomSample(TS,W )15
[p(u), p(i)] = V ivaldi(p(u), p(i), r(u, i))16

until ∀x ∈ I ∪ U p(x) is stable17
foreach (u, i) ∈ V S do18

r̂(u, i) = maxR− (maxR−minR) · ||p(u)−p(i)||2
10019

r̂(u, i) = min(max(r̂(u, i),minR),maxR)20
end21

ratings in the training set. The splitting method tries to minimize the sum of the relative
differences between the degree of a node (user or item) x ∈ G in T1 and T2 (see Fig.
3(b)). The following function fT1,T2

(x) shows the relative difference between the degrees
of node x in T1 (degT1

(x)) and T2 (degT2
(x)):

fT1,T2
(x) =

|degT1(x)− degT2(x)|
ε+min(degT1

(x), degT2
(x))

, (3)

where ε is a small constant to prevent the zero in the denominator, e.g. ε = 1. When
fT1,T2

(x) is minimized, then degT1
(x) = degT2

(x) or |degT1
(x)−degT2

(x)| = 1, which
means that node x has almost the same number of edges in T1 and T2.

The proposed method is iterative and is based on sequential minimization. It starts
from an initial “random” solution (see line 1 of Algorithm 2) and in every step it identifies
the best pair of ratings (r1 and r2) that should be exchanged between T1 and T2 in order
to minimize the following objective function F (T1, T2): (see lines 3-16 of Algorithm 2).

F (T1, T2) =
∑
x∈G

fT1,T2
(x) (4)

The method terminates when there is no pair of ratings (r1 and r2) that can be exchanged
between T1 and T2 which can further reduce the objective function (see line 17 of Algo-
rithm 2). Following the execution of the proposed splitting method, a user u or an item
v has almost the same number of connections (number of ratings) in T1 and in T2, while
the total number of ratings in T1 equals those in T2.

Figure 3 depicts a synthetic example of a graph G and a splitting of its edges into
sets T1 and T2. In this example, graph G consists of 8 nodes (3 users and 5 items) with 10
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Fig. 3. A synthetic example of (a) a graph G and (b) the splitting of its edges into sets
T1 and T2.
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Fig. 4. The evolution of F (T1, T2) on the ML-100k dataset.

edges (ratings). The splitting shown in 3(b) consists of two equivalent sets T1 and T2, each
with 5 edges. In addition, each node has almost the same degree in both sets T1 and T2
according to the proposed splitting method. Figure 4 depicts the evolution of F (T1, T2)
on the ML-100k dataset. At convergence, it holds that F (T1, T2) is not zero due to the
existence of nodes with odd degree.

2.3. Dual Hybrid Recommender System

The two modules (SCoR and Random Forest) of the single Hybrid Recommender System
presented in the previous subsection do not take advantage of the entire training set, since
SCoR is only trained by T1 and the Random Forest is only trained by T2. The problem
of reduced training for each individual module is alleviated by the proposed Dual Hybrid
Recommender System.

The dual hybrid system is based on the dual training of two single Hybrid Recom-
mender Systems (Hybrid RS1 and Hybrid RS2). The training set of Hybrid RS1 is used to
train Hybrid RS2 and vice versa, thus allowing each module to exploit the entire training
set. Figure 5 depicts the proposed training schema. In Hybrid RS1, SCoR 1 is trained by
T1 and the Random Forest 1 by T2. In Hybrid RS2, SCoR 2 is trained by T2 and Ran-
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Algorithm 2: The proposed splitting method.
input : T,G
output: T1, T2

[T1, T2] = randomSplit(T )1
repeat2

foreach r ∈ T1 do3
[u, v] = getUserItem(G, r)4
c1(r) = fT1−{r},T2∪{r}(u)− fT1,T2

(u) + fT1−{r},T2∪{r}(v)− fT1,T2
(v)5

end6
foreach r ∈ T2 do7

[u, v] = getUserItem(G, r)8
c2(r) = fT1∪{r},T2−{r}(u)− fT1,T2

(u) + fT1∪{r},T2−{r}(v)− fT1,T2
(v)9

end10
r1 = argmin(c1)11
r2 = argmin(c2)12
if c1(r1) + c2(r2) < 0 then13

T1 = T1 − {r1}, T2 = T2 ∪ {r1}14
T1 = T1 ∪ {r2}, T2 = T2 − {r2}15

end16
until c1(r1) + c2(r2) < 017
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Fig. 5. The schema of the dual training system.

dom Forest 2 by T1. Both systems have almost equal performance due to the “equivelant”
training sets provided by the novel splitting method. Therefore, averaging the recommen-
dations of the two equivalent systems to provide the final recommendation comes as a
natural choice. This technique is illustrated in Figure 1.

3. Experimental Results

The experiments on the proposed Dual Hybrid RS method, are compared to the following
three baseline methods

– CF: The user-based Collaborative Filtering approach with cosine similarity [1].
– SCOR: The method based exclusively on SCoR [23].
– RF: The method based exclusively on the Random Forest [2].

and the following two variants of the proposed method:

– Hybrid RS: The proposed single Hybrid Recommender System that uses SCoR and
the Random Forest, both trained by the same entire training set.
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– Hybrid RS1 or Hybrid RS2: The proposed single Hybrid Recommender System that
uses SCoR and the Random Forest, each with half the training set as provided by the
splitting method (T1 for SCoR and T2 for the Random Forest in RS1, and T2 for
SCoR and T1 for the Random Forest in RS2).

3.1. Datasets and Features

The experiments are performed on the two well-known MovieLens datasets [8,23,29] with
5 rating-gradations (1-5) 3:

– ML-100k consisting of 943 users and 1682 movies with 100,000 ratings.
– ML-1M consisting of 6040 users and 3883 movies with 1,000,000 ratings.

For the Random Forest, we use the following input features for each user and movie entry:

– User entry: average rating, number of ratings, age, gender and profession.
– Movie entry: average rating, number of ratings and genre.

3.2. Performance Evaluation

Table 1. The RMSE values for the proposed method and its variations on the
ML-100K (left) and ML-1M (right) datasets.

ML-100K ML-1M
METHOD RMSE METHOD RMSE
CF 0.9522 CF 0.9508
SCOR 0.9474 SCOR 0.9576
RF 0.9450 RF 0.9551
Hybrid RS 0.9994 Hybrid RS 0.9853
Hybrid RS1 0.9517 Hybrid RS1 0.9765
Hybrid RS2 0.9569 Hybrid RS2 0.9782
Dual Hybrid RS 0.9393 Dual Hybrid RS 0.9474

The original dataset is randomly divided into training set (80%) and test set (20%). To
evaluate the performance of the proposed method and its variations, we report the Root
Mean Squared Error (RMSE) [10,1,23] for the test set. Table 1 presents theRMSE val-
ues of the proposed method and its variations on the ML-100K and the ML-1M datasets. It
is evident that the proposed method (Dual Hybrid RS) clearly outperforms all the remain-
ing methods for both datasets. The second and third methods in performance are RF and
SCOR, respectively, while the single hybrid (Hybrid RS1 or Hybrid RS2) is the fourth
method in performance due to reduced training. The worst results are obtained for method
Hybrid RS, that uses the same training set for SCoR and the Random Forest.

3 After the publication of this work, our intention is to make publicly available the code implementing the
proposed method and the experiments performed.
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Fig. 6. The RMSE values for the proposed method and two baselines methods (SCoR
and RF) on the (a) ML-100K and the (b) ML-1M datasets, as a function of the user
degree.

3.3. Computational performance

The proposed system has been implemented using MATLAB, apart from SCoR which
was implemented in Java. All experiments were performed on an Intel I7 CPU processor
at 2.4 GHz. The processing time for training the Dual Hybrid RS for the ML-100K and
ML-1M datasets are 70 secs and 25 mins, respectively. For the ML-100K dataset, it holds
that 4%, 8% and 88% of the total processing time is consumed by the splitting method,
SCoR and random forest, respectively. For ML-1M, it holds that 15%, 4% and 79% of
the total processing time is consumed by the splitting method, SCoR and random forest,
respectively. These results can be explained by the fact that the computational complexity
of SCoR is O(N), the complexity of the average case random forest training is O(N ·
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log2N) [16], while that of the splitting method is O(N2), where N denotes the number
of training samples.

The processing time required for the execution of the Dual Hybrid RS, in order to pre-
dict the ratings of the test set for ML-100K and ML-1M, are 1.2 and 72 secs, respectively.
This can be explained by the fact that the computational complexity of the pre-trained
Dual Hybrid RS increases linearly with the size of the dataset, since it only uses two
pre-trained random forests.

3.4. Cold Start and Sparsity Problems

This section examines the stability and efficiency of the proposed dual system with respect
to the Cold Start and the Sparsity Problems [12], two well-known issues in recommender
systems. The cold start problem occurs, when a new user or item enters the system. Spar-
sity appears for users that have rated only a small subset of the items, or items that have
been rated by few users.

In order to examine the behavior of the proposed system with respect to the aforemen-
tioned problems, ratings from the training set are moved to the test set to ensure that there
exists a minimum of users (e.g. 200 users) with zero or low degree (≤ 5) in the training
set. Subsequently, we train the recommendation system and measure the RMSE values
in the test set, for the users as a function of the number of their ratings in the training set
(user degree) as shown in Figure 6. It holds that for the cold start problem (zero degree
users), as expected, SCoR fails to provide good recommendations, while the RF method
and the proposed Dual Hybrid RS both yield satisfactory results. For the sparsity prob-
lem (users with small number of ratings), the proposed dual hybrid system yields slightly
better results than RF and SCoR. This experiment demonstrates that the proposed method
Dual Hybrid RS is a good combination of SCoR and the Random Forest that exploits the
advantages of both systems and performs well on the Cold Start and the Sparsity Prob-
lems.

4. Conclusions

We presented a Dual Hybrid Recommender System based on the SCoR Recommender
System and the Random Forest approaches. The proposed system efficiently combines
context features and user ratings taking advantage of the Random Forest integration. In
order to train the system, the training set is split into two “equivelant” parts, each one
used to train one of the modules (SCoR or Random Forest) resulting to reduced training
for both modules.

The proposed Dual Hybrid Recommender System improves the single training ap-
proach and it outperforms all the baseline methods and their variations as presented in our
experimental results on the Movielens datasets. Furthermore, it performs well on the cold
start and the sparsity problems. As future work, we plan to apply the proposed methodol-
ogy to other datasets with richer context based features.
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