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Abstract. Class imbalance is a common problem in machine learning where the
majority class has a significantly higher number of instances than the minority class,
which leads to bias towards the majority class. The problem can be effectively ad-
dressed by using Generative Adversarial Network (GAN) to generate realistic syn-
thetic samples. In this work, we present a GAN-based approach that makes use of
hybrid models that combine oversampling techniques with undersampling and en-
semble techniques to reduce overfitting. The proposed approach was evaluated on
two datasets with different level of class imbalance using six widely used classi-
fiers and compared with two popular class balancing techniques – SMOTEENN
and SMOTETomek. The results show that the proposed approach outperforms them
in highly imbalanced datasets.
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1. Introduction

Class imbalance is a prevalent issue that can arise in many machine learning problems
where one class has a significantly higher number of instances than the other class. For
instance, in fraud detection (e.g., [11,35]), the majority of observations may be negative
cases (e.g., no fraud), while only a few cases are positive, but critical (e.g., fraudulent
transactions). Class imbalance may lead machine learning to be biased towards the ma-
jority class at the expense of the minority class [14,15,20], resulting in lower performance
metrics (e.g., precision, recall, F1 score) [5].

To address class imbalance, oversampling techniques such as Synthetic Minority Over-
sampling Technique (SMOTE) [7,36] have been used [4]. More recently, there has been
much work (e.g., [1,3,9,10,18,19,22,24,31,32]) using Generative Adversarial Network
(GAN) [13] for oversampling which can generate more diverse and realistic synthetic
samples, leading to competitive and, in some cases, superior performance to SMOTE.
Oversampling can address class imbalance by creating artificial samples for the minority
class, but it may lead to an overfitting problem. To mitigate the problem, hybrid mod-
els such as SMOTEENN and SMOTETomek have been proposed, combining an over-
sampling technique with an undersampling techniques like Edited Nearest Neighbours
(ENN) [33] and Tomek-Links [29], which help remove noisy samples in the majority
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class. However, the use of GAN as an oversampling technique with undersampling tech-
niques has not been studied.

In this paper, we present a GAN-based hybrid approach to address class imbalance.
The approach introduces a set of GAN-based hybrid models – GANBoost, GANENN,
GANRUS, GANRUSBoost, and GANTomek, which combine a GAN with undersampling
or ensemble techniques such as AdaBoost [12], Edited Nearest Neighbors (ENN) [7],
Random Under Sampling (RUS) [27], RUSBoost (RUS+AdaBoost), and TomekLinks [29].
These models enable generating realistic samples by GANs, while removing ambiguous
examples in the majority class using undersampling and ensemble techniques

We evaluated the proposed approach using two datasets – Hotel Booking Cancella-
tion (HBC) and Financial Fraud Detection (FFD) on six different classifiers – Decision
Tree (DT), Random Forest (RF), Logistic Regression (LR), XGBoost (XGB), k-Nearest
Neighbors (KNN), and Light Gradient Boosting Machine (LGBM). The datasets were
purposely chosen from different domains with notably varying sizes and degree of class
imbalance for the sake of diversity. The classifiers were chosen for their popular use for
binary classification as concerned in the datasets. The performance of the GAN-based hy-
brid models are compared with SMOTEENN and SMOTETomek which are widely used
hybrid models for class imbalance [4]. The results showed that GAN-based hybrid models
consistently outperform both SMOTEENN and SMOTETomek in the highly imbalanced
FFD dataset, which suggests the effectiveness of the proposed approach for significant
class imbalance. The contributions of the work are as follows.

– Introducing a GAN-based hybrid approach to address class imbalance.
– Evaluating the approach on datasets that vary in domain, size, and degree of class

imbalance.
– Comparing the performance of the approach with widely used hybrid models, and

demonstrating the effectiveness of the approach on highly imbalanced datasets.

The paper is organized as follows. Section 2 gives an overview of related work using
GAN to address class imbalance. Section 3 describes commonly used hybrid techniques
for dealing with class imbalance. Section 4 presents the proposed GAN-based hybrid ap-
proach. Section 5 discusses the benchmark datasets used in the evaluation of the approach.
Section 6 describes the results of the evaluation and compares them with existing hybrid
techniques. Finally, Section 7 concludes the paper with a discussion of future research.

2. Related Work

Odena et al. [24] introduced the Auxiliary Classifier Generative Adversarial Network
(AC-GAN) model to improve the training and quality of GANs for image synthesis. This
model incorporates label conditioning to enable the generation of high-resolution images
with greater global coherence across all classes of the ImageNet dataset. The AC-GAN
model includes an auxiliary classifier within the discriminator to output class labels for
training data, making the model class-conditional but also capable of reconstructing class
labels. The model was evaluated using discriminability and diversity metrics, showing that
128x128 samples were more than twice as discriminable as 32x32 samples and 84.7% of
classes matched or exceeded the diversity of real ImageNet data.
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Mariani et al. [22] introduced Balancing Generative Adversarial Network (BAGAN)
to address class imbalance in image classification by generating image samples via ini-
tializing the autoencoder of the discriminator and generator of a GAN. Class conditioning
was used in the latent space to steer the generation process of image samples in a cer-
tain direction. They reported that the initialization of the autoencoder helped learn class
conditioning and reduce convergence issues that arise in conventional GANs.

Antoniou et al. [3] presented Data Augmentation Generative Adversarial Network
(DAGAN) to learn a model of a larger invariance space using a conditional GAN. The
learned DAGAN was used to improve few-shot target domains by augmenting the data
in Matching networks [30] with relevant comparator points generated from the DAGAN.
The approach was evaluated on three datasets, Omniglot, EMNIST, and VGG-Face for
classification tasks via vanilla classifiers (e.g., DenseNet) and Matching networks.

Wang et al. [31] introduced a traffic data augmentation method called PacketCGAN,
which extends their earlier work [32] using Conditional GAN. The method was evaluated
using three deep learning (DL) models on four types of encrypted traffic datasets and
compared with ROS and SMOTE, and vanilla GAN. They reported that the PacketCGAN
outperformed the compared methods.

Wang et al. [32] proposed FlowGAN, a GAN-based method to generate synthesized
samples for encrypted traffic classification. The synthesized data was combined with real
data to create a new training dataset. They evaluated the method against a Multi-Layer
Perceptron (MLP) on three datasets and reported that FlowGAN outperformed the MLP
on both the imbalanced dataset and oversampled dataset.

Fiorea et al. [10] used a GAN to address class imbalance in credit card fraud detection.
The GAN was used to generate synthetic examples from the original minority class which
were merged with original data to obtain an augmented training set. They reported that
the classifier trained on the augmented set outperformed the same classifier trained on the
original data.

Ali-Gombe and Elyan [1] proposed Multiple Fake Class Generative Adversarial Net-
work (MFC-GAN) to address class imbalance in multi-classification tasks. MFC-GAN
uses a multi-fake class GAN to preserve the structure of the minority class and generate
samples for each class by learning the correct data distribution. The approach conditions
sample generation on real class labels only and modifies the classification objective to
reduce noise appearing in generated samples. They reported that MFC-GAN results in
improved performance.

Jiang et al. [16] presented an anomaly detection method using GANs, specifically de-
signed for imbalanced time series data. The method involves an encoder-decoder-encoder
architecture within the generator and is trained on normal samples to understand the dis-
tribution of normal data. This approach addresses class imbalance by focusing on learning
the distribution of the normal class and identifying deviations as anomalies during testing.
The method was tested on benchmark rolling bearing datasets, which are widely used in
the field of mechanical engineering to evaluate the performance of diagnostic algorithms
and models. They reported that their method achieved 100% accuracy in distinguishing
between normal and abnormal samples.

Lei et al. [19] proposed Imbalanced Generative Adversarial Fusion Network (IGAFN)
to address class imbalance in credit scoring task. The network consists of a fusion module
and a balance module, The fusion model is used for feature exploration, leveraging a feed-
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forward neural network and bidirectional long short-term memory (Bi-LSTM) network to
learn user profile and behavior data. The balance module is used for data generation,
applying an imbalanced generative adversarial network (IGAN) to approximate the real
data distribution and generate new samples for the minority class. The network uses a
minimax algorithm to optimize the generative and discriminative networks.

Similar to Mariani et al.’s work [22], Kim et al. [17] proposed a GAN-based model
to address class imbalance in defect detection within industrial inspections. The model
incorporates an autoencoder as the generator, alongside two distinct discriminators for
normal and anomalous inputs. They introduced Patch Loss and Anomaly Adversarial Loss
functions to optimize the training process. The model was evaluated on MNIST, Fashion
MNIST, CIFAR-10/100, and a real-world industrial dataset concerning smartphone case
defects, achieving an average accuracy of 99.03% on the latter.

Qasim et al. [25] presented Red-GAN, a GAN-based approach equipped with class
conditioning and a segmentor to mitigate class imbalance in medical imaging. This GAN
is conditioned both at the pixel-level and global-level, allowing for controlled synthesis of
image-label pairs tailored to specific classes. A segmentor is incorporated to ensure that
the synthesized images are relevant for segmentation tasks. The method was experimented
on two medical datasets – BraTS and ISIC, showing increases in DICE scores of up to
5% and 2%, respectively.

Lee and Park [18] used a vanilla GAN to address imbalanced data in intrusion de-
tection and compared the performance of the GAN with SMOTE and single RF with no
handling of data imbalance. They reported that their model outperformed both SMOTE
and single RF.

Similar to Lei et al.’s work [19], Engelmann and Lessmann [9] proposed a GAN-
based approach for oversampling data in credit scoring. The method was evaluated on
seven credit scoring datasets and compared against benchmark oversampling methods
(e.g., SMOTE, Random Oversampling) as well as without any oversampling methods,
using five different classification algorithms (e.g., RF, DT, KNN). Their method outper-
formed four variants of SMOTE and Random Oversampling on most datasets. However,
predictions made without any oversampling method generally performed better than those
using SMOTE variants, and maintaining the original class distribution also delivered com-
petitive results.

Yang and Zhou [34] introduced Imbalanced Data Augmentation Generative Adver-
sarial Network (IDA-GAN) to tackle class imbalance in datasets. IDA-GAN incorporates
a variational autoencoder to learn class distributions in the latent space, allowing for the
generation of diverse samples of minority classes, thus mitigating the mode collapse is-
sue [26] in GANs. The approach was experimented on five benchmark datasets (MNIST,
Fashion-MNIST, SVHN, CIFAR-10, and GTSRB). They compared their work with AC-
GAN [24] and BAGAN [22], reporting outperformance in precision, recall, and F1-score.

Bhagwani et al. [6] used GANs to address class imbalance in datasets by generating
synthetic samples of the minority class. The method was evaluated on a credit card fraud
detection dataset using a Support Vector Machine (SVM) for the classification of the gen-
erated samples. They reported that their approach demonstrates a classification accuracy
of 99.89%, compared to SMOTE’s 58.29%.

Deng et al. [8] presented Imputation Balanced Generative Adversarial Network (IB-
GAN) to address the classification of multivariate time series data with strong class im-
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balance. IB-GAN combines data augmentation and classification in a unified process us-
ing an imputation-balancing approach. This method employs imputation and resampling
techniques to generate synthetic samples from randomly masked vectors, improving the
classification of minority classes. The approach was tested on the UCR data and a 90K
product dataset. They reported that their work outperforms similar existing work in F1-
score.

Sharma et al. [28] proposed SMOTified-GAN which combines SMOTE and GANs
to address class imbalance in datasets. It uses SMOTE for the initial oversampling of
the minority class, which is then refined through GANs to produce more samples. The
method was experimented on various datasets with performance improvements of up to
9% on F1-score measurements compared to other algorithms.

In summary, most of the discussed works reported the positive effect of GAN on
addressing class imbalance. However, no work studied the effect of GAN with hybrid
techniques of oversampling and undersampling.

3. Hybrid Class Balancing Techniques

In this section, we discuss two commonly used hybrid techniques for addressing class
imbalance, namely SMOTEENN and SMOTETomek.

SMOTEENN is a data sampling method that combines SMOTE [7] and the ENN al-
gorithm [33] to address class imbalance in datasets. SMOTEENN applies the SMOTE
method to create synthetic samples for the minority class, which are generated by inter-
polating between the nearest neighbors of each minority class observation. This increases
the number of minority class samples and helps balance the class distribution. However,
SMOTE can also generate noisy samples that can negatively impact the model’s perfor-
mance. To address this issue, the ENN algorithm is applied, which removes samples that
are misclassified by their k-nearest neighbors. For each sample, the k-NN algorithm is
used to locate its nearest neighbors. Subsequently, the class of each neighbor is compared
to the class of the observation. If there is a difference in class, indicating potential anoma-
lies, both the observation and its corresponding k-nearest neighbors are eliminated from
the dataset. Let D denote the dataset, and m be an individual observation within D. The
class of observation m is then denoted as Cm, while the majority class of its k-nearest
neighbors, denoted as k, is represented by Ck. If Cm is not equal to Ck, it signifies a
discrepancy in class labels. In such cases, the observation m and its k-nearest neighbors
are removed from the dataset using the set operation D \ m ∪ k. This process ensures
that only relevant samples are included in the dataset, which improves the overall quality
of the data and reduces the impact of noise. Figure 1 illustrates the under-sampling by
ENN when k = 4 and an example of before and after application of SMOTEENN. The
example uses a synthetic classification dataset with 300 samples, 4 features, and 2 classes
in a weight of 0.8 for the majority class and a weight of 0.2 for the minority class. The
combination of SMOTE and ENN leads to a more balanced dataset with reduced noise,
making it a useful method for improving the performance of machine learning models on
imbalanced datasets [4].

SMOTETomek is another hybrid technique that combines SMOTE with Tomek Links
[29]. After generating synthetic samples by SMOTE, Tomek Links identifies pairs of sam-
ples belonging to opposite classes where one sample is from the majority class and the
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Fig. 1. Data Balancing by SMOTEENN

other is from the minority class. These paired samples are considered the closest neigh-
bors to each other. To determine if a pair of samples, denoted as (xi, xj), forms a Tomek
link, the Euclidean distance between them, represented as d(xi, xj), is calculated. For a
given minority class sample xi and a majority class sample xj , a Tomek link exists if
there is no other sample xk in the k-nearest neighbors such that d(xi, xk) < d(xi, xj) or
d(xj , xk) < d(xj , xi). That is, a Tomek link is present when there are no neighboring
samples of xi and xj that are closer to each other than xi and xj . The decision boundary
between classes is improved by removing the majority class instance from a Tomek link.
The process of applying SMOTE and Tomek links is repeated until a balanced dataset is
achieved. Figure 1 illustrates the undersampling by Tomek when k = 3 and an example
of before and after application of SMOTETomek.

Fig. 2. Data Balancing by SMOTETomek

4. GAN-Based Hybrid Models

In this work, we present a GAN-based hybrid approach that makes use of GANs as
an oversampling technique together with undersampling techniques (e.g., ENN, Tomek
Links, RUS) or ensemble techniques (e.g., AdaBoost, RUSBoost) to address class imbal-
ance problems. The approach enables creating more diverse and realistic synthetic sam-
ples to better capture the underlying data distribution using a GAN, while removing noisy,
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irrelevant, or ambiguous examples in the majority class using an undersampling/ensemble
technique, which helps reduce overfitting.

A GAN consists of the generator G, the discriminator D, and the classifier C [23]. G
takes random noise z as input and generates synthetic samples G(z), learning to map the
noise distribution to the distribution of the minority class. The function G : Z → T →
Rni can be defined as follows:

G(z) = gi(t(z|i))

where t : Z → T maps the latent space z to the intermediate space T , and gi : T → Rni

maps the intermediate space T to a vector of weights for the existing points ni in the
minority class Xi using the softmax activation function. The objective of the generator is
to generate synthetic samples that resemble the real samples from the minority class by
fooling the discriminator, aiming to maximize the probability of the discriminator mis-
classifying the synthetic samples as real:

max
∀s∈G(z)

D(s)

The discriminator D distinguishes between real and synthetic samples, learning to
classify whether a given sample is from the minority class or generated by the generator.
The function D : Rni → [0, 1] takes a real sample x from the minority class and outputs
a probability D(x). The objective of the discriminator is to correctly identify the real
samples and distinguish them from the synthetic ones. That is, the discriminator aims at
maximizing the probability of correctly classifying real samples, while minimizing the
probability of misclassifying synthetic samples:

max
∀x∈Xi

D(x) ∧ min
∀s∈G(z)

D(s)

The classifier C evaluates the performance of the generated synthetic samples. It is ini-
tially trained on the original imbalanced dataset and then is used to assess the quality of
the synthetic samples produced by the generator through a two-player game between the
generator and the discriminator. The generator tries to produce synthetic samples that can
fool the discriminator, while the discriminator aims to correctly classify between real and
synthetic samples. This adversarial training process continues iteratively through back-
propagation and gradient descent until the generator is capable of generating realistic
synthetic samples that are indistinguishable from the real minority class samples accord-
ing to the discriminator.

Undersampling techniques reduce the number of instances in the majority class to bal-
ance the distribution of the target variable. In addition to ENN and Tomek Links discussed
in Section 3, we also use Random Under Sampling (RUS) [27] for undersampling. RUS
reduces the size of the majority class by randomly selecting a subset of examples from the
majority class, resulting in a more balanced dataset. The removed examples are discarded
or used for validation purposes. This technique is simple and computationally efficient,
making it a popular choice for addressing class imbalance. When combined with GANs,
RUS can help reduce overfitting in training.

Ensemble techniques combine multiple classifiers to improve classification perfor-
mance. For ensemble techniques, we utilize Adaptive Boosting (AdaBoost) [12] and Ran-
dom Under-Sampling Boosting (RUSBoost). AdaBoost is a boosting algorithm that com-
bines multiple weak classifiers into a strong ensemble. In each iteration, AdaBoost assigns
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more weight to the misclassified examples, which allows the subsequent weak classifiers
to focus on the misclassified examples and improve their performance. By combining the
predictions of all the weak classifiers, AdaBoost generates a strong classifier that can ac-
curately classify both the majority and minority classes. RUSBoost is a hybrid method
that combines AdaBoost with random undersampling. RUSBoost first randomly under-
samples the majority class to balance the class distribution and then applies the AdaBoost
algorithm to the balanced dataset. By randomly removing examples from the majority
class, RUSBoost reduces the computational cost of the AdaBoost algorithm while still
providing a balanced dataset for training.

Figure 3 presents the proposed GAN-based hybrid approach. It first computes the
number of minority samples by summing up all the samples labelled “1” (representing
the minority class) and the number of majority samples by subtracting the minority count
from the total number of samples. Then, it determines the significance of class imbalance
by comparing the ratio of the minority count to the majority count with the threshold
value. If the class imbalance is significant, it computes the number of synthetic minority
samples to generate based on the difference between the majority and minority classes and
the user-defined percentage of synthetic samples to generate. The GAN is then trained on
the minority class samples, and synthetic minority samples are generated using the trained
GAN. These synthetic minority samples are combined with the original dataset. The com-
bined dataset undergoes balancing using Tomek, ENN, RUS, RUSBoost, or AdaBoost
techniques to remove noisy and ambiguous samples introduced by the GAN. Finally, the
algorithm returns the resampled dataset with a reduced class imbalance.

An instance of the GAN model is created using the build gan() function based on
the dimensionality of the input data and the dimensionality of the noise vector input.
The function first builds a generator and a discriminator for the GAN instance using the
build generator() and build discriminator() function, respectively and then combine
them sequentially to create a GAN instance which is compiled with binary cross-entropy
loss and Adam optimizer.

The build generator() function takes in a noise vector of length as input and out-
puts a synthetic sample with the same shape as the input data of dimension. It creates a
sequential model with three layers. The first layer is a dense layer with 128 neurons and
the input dimension (i.e., the noise vector). The second layer is the LeakyReLU activa-
tion function with a slope of 0.2, which helps prevent the generator from collapsing and
improves the quality of the generated samples. The third layer is another dense layer with
the hyperbolic tangent (tanh) activation function, which scales the output values to be
between -1 and 1, similar to the range of the real data.

The build discriminator() function takes in the input dimension of the discrimina-
tor network and creates a sequential model with four layers. The first layer is a dense layer
with 128 nodes and the second layer is an activation layer with LeakyReLU introducing
nonlinearity to the output of the first layer. A dropout layer is added after the activation
function to prevent overfitting. It randomly drops out 50% of the nodes in the layer dur-
ing training. Lastly, a dense output layer with a single node and the sigmoid activation
function is added to produce a scalar output indicating the probability that the input data
is from the minority class. The model is then compiled with binary cross-entropy loss and
Adam optimizer.
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Fig. 3. GAN-based hybrid model

The train gan() function trains the GAN model, taking in the input data, the number
of epochs, and batch size. It generates fake samples using the generator and noise and
selects real samples from the input data. Then, it combines the generated and real samples
with their corresponding labels (0 for fake and 1 for real) and trains the discriminator on
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the combined dataset. After that, it generates noise and mislabels the generated samples
as real to train the generator.

The generate samples() function generates num samples number of new samples
using the generator and passes it along with noise to the generator to generate new sam-
ples.

Figure 4 illustrates data balancing by the proposed GAN-based hybrid models on a
synthetic classification dataset with 300 samples, 4 features, and 2 classes of a weight
(0.8, 0.2). Figure 4(a) shows the data distribution before applying the approach and Fig-
ure 4(b)-(f)) show the application of the approach in order of GANRUS, GANENN, GAN-
RUSBoost, GANBoost, and GANTomek.

Fig. 4. Data Balancing by GAN-Based Hybrid Models

5. Datasets

We evaluate the proposed approach using two datasets with different levels of class imbal-
ance. One is hotel booking cancellation [2] obtained from two hotels situated in Portugal,
a resort hotel (RH) and a city hotel (CH) during the period between July, 2015 and August,
2017. The dataset has a size of 119,390, consisting of 40,060 RH bookings and 79,330
CH bookings. Out of these, 11,120 bookings (28%) of RH and 33,079 (42%) bookings of
CH were canceled, resulting in a total of 44,224 (37%) cancellations. The dataset features
are presented in Table 5. In order to ensure accurate learning, we preprocessed the dataset
for null values and non-numerical values. The country, agent, and company attribute
contained 488, 16,340, and 112,593 null values, respectively where the null values for
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country were replaced with Unknown and those for agent and company were replaced
with 0. The Undefined value for meal was replaced with SC (self-catering). The sam-
ples with zero guests were excluded, and categorical feature values were replaced with
numerical values to facilitate efficient learning.

Fig. 5. Data Features of Hotel Booking Cancellation

Another dataset is financial fraud detection obtained by PaySim [21], a data simula-
tor that emulates real transactions with malicious transactions incorporated. This dataset
comprises 6.9 million transactions with 0.13% identified as fraudulent. The features of
the dataset are presented in Figure 6. In the dataset, the type of the nameOrig and
nameDest features is of object data type, while the type of the remaining features is nu-
merical. To ensure accurate learning, the dataset underwent validation and normalization
processes where null values were eliminated, and numerical variables were transformed
to values ranging between -1 and 1. The isF laggedFraud feature was omitted, as it is a
subset of isFraud.
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Fig. 6. Data Features of Financial Fraud Detection

The financial fraud detection dataset has a minority class (fraudulent) proportion of
0.13%, which is approximately 769 times more imbalanced than the hotel booking cancel-
lation dataset with a minority class (defective) proportion of 37%. Using the two different
datasets in the level of class imbalance allows for evaluating the effectiveness of GAN-
based hybrid models depending on the level of class imbalance.

6. Evaluation

We evaluated the proposed GAN-based hybrid models on six widely used machine learn-
ing classifiers – Decision Tree (DT), Random Forest (RF), Logistic Regression (LR),
XGBoost (XGB), K-Nearest Neighbors (KNN), and Light Gradient Boosting Machine
(LGBM) and compared them with SMOTEENN and SMOTETomek which are commonly
used hybrid models for handling class imbalance. The performance of the models was
measured in terms of accuracy, precision, recall, F1 score, ROC AUC, and PR AUC.

Figure 7 shows the performance of GAN-based hybrid models on the hotel booking
cancellation dataset which has 10,885 samples with 63% non-cancelled and 37% can-
celled, which is lllized in Figure 8. The results show that SMOTEENN outperformed all
other models across multiple classifiers in terms of accuracy. Specifically, SMOTEENN
achieved the highest accuracy scores for RF (0.9643), XGB (0.9368), and KNN (0.9458).
On the other hand, GANENN consistently delivered the best accuracy among the hybrid
GAN models. When it comes to precision, both GANENN and SMOTEENN demonstrate
superior performance across most classifiers. They take the lead in precision scores, high-
lighting their effectiveness in minimizing false positives. In recall, SMOTEENN stands
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out with the highest scores for all classifiers, except for the LR model where GANENN
outperforms it. This indicates that SMOTEENN is particularly adept at capturing in-
stances of the minority class. Similar to recall, SMOTEENN dominates the F1 metric for
all classifiers, except for LR, where GANENN achieves the highest score. This demon-
strates the effectiveness of SMOTEENN in achieving a balance between precision and re-
call. In terms of ROC AUC, SMOTEENN maintains strong performance across classifiers,
followed by GANENN and GANRUSBoost. This suggests that SMOTEENN provides an
effective balance between true positive rate and false positive rate. SMOTEENN also out-
performs other models in PR AUC, with GANENN and GANRUSBoost closely follow-
ing. This indicates that SMOTEENN is effective in capturing positive instances, while
minimizing false positives. Overall, the results demonstrate that SMOTEENN consis-
tently outperforms GAN-based hybrid models across most classifiers and metrics, while
GAN-based hybrid models prove their competitive performance and GANENN outper-
forms other GAN-based models.

Figure 9 presents the results on the financial fraud detection dataset which contains
6.9 million samples with only 0.13% identified as fraudulent. The results are visualized in
Figure 10. The results reveal that overall, GAN-based models outperformed SMOTEENN
and SMOTETomek. Specifically, GANBoost and GANENN performed better on DT, RF,
XGB, and LGBM in terms of accuracy, and other GAN-based models performed com-
petitively. For precision, GANBoost and GANENN also outperformed SMOTEENN and
SMOTETomek on all classifiers. In recall, SMOTEENN and SMOTETomek continue to
obtain higher scores across classifiers with a few instances where GAN-based models
achieve similar or marginally better performance, such as GANENN in the LR classi-
fier. F1 scores are highly competitive among all models. GAN-based models occasionally
outperform SMOTEENN and SMOTETomek across the classifiers with GANENN and
GANRUSBoost showing slightly better results in the LR classifier. When considering
ROC AUC and PR AUC scores, GAN-based models are either on par with or surpass
SMOTEENN and SMOTETomek in most cases across the classifiers. In particular, GAN-
Boost, GANENN, GANRUS, and GANRUSBoost demonstrate prominent performance
in the RF and XGB classifiers for both ROC AUC and PR AUC scores. Overall, the pro-
posed GAN-based hybrid models demonstrate strong performance compared to SMO-
TEENN and SMOTETomek across the considered classifiers.

The results from both the datasets show that GAN-based hybrid models demonstrate
competitive or superior performance when compared to well-established techniques such
as SMOTEENN and SMOTETomek. In the hotel booking cancellation dataset where the
minority class constitutes 37%, GAN-based hybrid models exhibit competitive perfor-
mance across various metrics and classifiers, although they were slightly outperformed
by SMOTEENN. In particular, GANENN shows promise among the proposed GAN-
based models. On the other hand, in the financial fraud detection dataset with a highly
imbalanced minority class of only 0.13%, GAN-based models consistently outperformed
SMOTEENN and SMOTETomek in most metrics and classifiers, demonstrating their ef-
fectiveness in addressing a high degree of class imbalance in large-scale datasets. These
results witness the potential of the proposed models, especially GANENN, as an efficient
and competitive technique for handling a more significant class imbalance in different
domains and across various classifiers.
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Fig. 7. Experiment Results on Hotel Booking Cancellation

7. Conclusion

We have presented a GAN-based hybrid approach to address class imbalance by com-
bining GANs with undersampling/ensemble techniques such as Boost, ENN, RUS, RUS-
Boost, and Tomek Links. The use of a GAN enables the creation of diverse and realistic
synthetic samples, while undersampling/ensemble techniques help remove noisy or am-
biguous examples in the majority class. The evaluation on two datasets – hotel booking
cancellation and financial fraud detection shows that the proposed effective when the level
of class imbalance is high.
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Fig. 8. Visualization of Experiment Results on Hotel Booking Cancellation
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